
Topological Methods in Nonlinear Analysis
Journal of the Juliusz Schauder Center
Volume 6, 1995, 399–416

A NUMERICAL SOLUTION
TO A FREE SURFACE WAVE PROBLEM
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We dedicate this work to Professor Nirenberg

1. Introduction

The aim of this paper is to present a numerical method for the calculation
of water waves in a semi-infinite wave tank. The motion of the fluid, which is
assumed to be inviscid, is caused by the motion of part of the boundary of the
basin. The correct numerical simulation of the interaction between the side walls
and the fluid is an intrinsic feature of the problem.

In the literature a series of theoretical results concerning free surface waves
are presented. Most of these results deal with the fluid motion in unbounded
domains or in domains bounded completely by a free surface. In these cases the
boundary of the domain of fluid motion is smooth and solutions in classes of high
regularity can be found. Classical existence results for a free surface problem
for a viscous fluid were obtained by Solonnikov for a finite drop [19] and by
Beale for an infinite domain [1]. Both authors use a mixed Euler–Lagrange
formulation of the problem to transform it to a fixed domain. They apply fixed
point principles to derive existence results using the smoothing effect of the
friction term in the Navier–Stokes’ equations and a priori estimates for related
linearized problems. Under certain compatibility and regularity assumptions
for the initial condition and external forces, Solonnikov proved the existence of a
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solution in Hölder spaces with v ∈ C2+α,1+α/2(Ω×[0, T ]) [19] and Beale obtained
the existence of a generalized solution in Sobolev spaces with v ∈ Kr(Ω×[0, T ]) =
Hr,r/2(Ω×[0, T ]), 3 < r < 7/2 ([1], [2]). Here, v is the velocity vector in Lagrange
variables and Ω refers to the domain initially occupied by the fluid.

For the inviscid problem even higher regularity assumptions are necessary
to ensure the solvability of the problem. Shinbrot obtained an existence result
in the class of analytic functions for the initial value problem in a sufficiently
small time interval with the aid of a power series expansion for the solution in
Lagrange variables ([15], [12], [13]).

An existence result for the system of Euler equations under weaker regularity
assumptions was obtained by Tani [20]. This approach is based on the classical
transformation of the problem in mixed Euler–Lagrange variables used in [1],
[2], [19]. The application of fixed point principles fails in the inviscid case due
to the regularity defect in the resulting operator. Tani [20] provided a priori
estimates for the corresponding linearized auxiliary problems under weaker reg-
ularity assumptions and used a limit analysis to prove an existence result for the
free surface problem for the Euler equations with v ∈ C([0, T ];C2+α(Ω)), T > 0,
0 < α < 1.

The reduction of these problems to a bounded domain is not just a formal
problem. In any domain bounded by rigid walls, sharp corners and edges are
formed at the interface between the free surface and the fixed boundaries. Nat-
ural boundary and compatibility conditions usually do not ensure such a high
regularity as in the above existence results near these interfaces. For more de-
tails concerning the regularity of a solution to a partial differential equation in
nonsmooth domains we refer to [4]–[6], [9].

One can deal with the loss of regularity near the edges of the domain by
using weighted Hölder or Sobolev spaces. This requires information about the
singularities of the solution which depend on the contact angle between different
parts of the boundary. A series of existence results for the stationary Navier–
Stokes’ equations in two dimensions was obtained by Socolowsky [16]–[18].

In the present paper we derive a mathematical description for free surface
waves of an inviscid fluid in a bounded or semi-infinite domain. Intrinsic features
of the problem are the nonlinearity of the equations of motion and the free
surface condition, the interaction between the fluid and a moving boundary
of the domain as well as the hyperbolic type of the equations of motion for an
inviscid fluid. These features require a special treatment and the implementation
of efficient numerical methods. We derive a formulation of the problem as a
system of nonlocal partial differential equation of first order for the free surface
and the velocity potential. We use a transformation of the problem which splits
the operator into a linear part defined in the whole domain and a nonlinear



Free Surface Wave Problem 401

part in a reduced space. This transformation and the solution of the resulting
problem do not require any higher regularity of the solution than that required for
the formulation of the problem via partial differential equations. Furthermore,
it enables us to solve the problem in a compact way. Using highly efficient
implicit methods for the solution of a corresponding semi-discretized system of
ordinary differential equations, we are able to solve the problem ensuring natural
compatibility conditions at the interface between the fluid and the boundaries.

We solve the problem either in a bounded domain with reflecting boundary
conditions or in a semi-infinite domain. The numerical solution of the second
problem requires the formulation of absorbing boundary conditions at an arti-
ficial boundary simulating an undisturbed outflow condition. For this purpose
we use a formal extension of the calculation domain with boundary conditions
which outside the domain of interest satisfy a simple transport problem. So
our method can be augmented in a natural way with an absorbing boundary
condition at the artificial boundary.

2. Mathematical model

We consider free surface waves of water in a rectangular basin which are
caused by a moving wall. For an incompressible and inviscid fluid the motion
is governed by the Euler equations in a time dependent domain Ω(η, a). The
domain of fluid motion is bounded by a fixed boundary Γ0, consisting of a rigid
bottom {Y = −h} and two side walls, {X2 = 0∨X2 = b}, by a moving boundary
Γw : {X1 = a(t)}, and by a free surface Γs : {Y = η(X, t)}. We consider
either an open domain with X1 → ∞ or a closed domain with the boundary
Γ1 : Y = γ(X1) opposite to the wavemaker (see Figs. 1, 2). We suppose that
g(X1) is constant in the three-dimensional case and nondecreasing in the two-
dimensional case.

Under the assumption that the motion is irrotational, the equations of motion
can be reduced to the Bernoulli equation for the velocity potential ϕ, which is
coupled with a continuity equation:

(1) ϕt +
1
2
|∇ϕ|2 +

p

%
+ gY = 0, ∆ϕ = 0, in Ω(η, a), with v = ∇ϕ,

where v denotes the velocity vector, ϕ the velocity potential, p the pressure and
g the acceleration due to gravity. With the dynamic boundary condition p = 0,

and the kinematic boundary condition ∂tη+(∂X1η)v1+(∂X2η)v2 = v3, we obtain
the following system of nonlinear boundary conditions at the free surface:

(2) ϕt +
1
2
|∇ϕ|2 + gη = 0, ηt +∇Xη · ∇Xϕ = ϕY , at Γs.

The remaining boundary conditions are given by the velocity of the wavemaker,
an impermeability condition at all fixed boundaries, and a radiation condition
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Figure 1. Notation

Figure 2. Transformation of the horizontal variables to a fixed domain

for the open domain,

(3)

∂ϕ

∂n
= f(t) =

{
−a′(t) at Γw,

0 at Γ0, Γ1,

p

%
+ gY = 0 ⇔ ϕt +

1
2
|∇ϕ|2 = 0 at ∞.

3. Transformation of the mathematical problem

In this section, we derive a nonlocal system of partial differential equations
for the velocity potential and the free surface. We denote by W the projection of
the potential to the free surface, W (X, t) = ϕ(X, η(X, t), t). From (2) we obtain

(4) Wt = − 1
2 |∇W |2 + 1

2ϕ2
Y (1 + |∇η|2)− gη,

a(t) < X1 < K(t), 0 < X2 < b, t > 0,

(5) ηt = −∇W · ∇η + ϕY (1 + |∇η|2),
a(t) < X1 < K(t), 0 < X2 < b, t > 0,

with the initial condition

W (X, 0) = 0, η(X, 0) = 0,

where∇ = (∂/∂Xi)i, and K(t) is the X1-coordinate of the contact point between
Γs and Γ1 in the two-dimensional case (see Fig. 2). Obviously, K(t) is constant
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for a vertical wall Γ1. These equations are augmented by the continuity equation
∆ϕ = 0 in Ω(η, a), with the boundary conditions

∂ϕ

∂n
=

{
−a′(t) at Γw,

0 at Γ0, Γ1,
and ϕ = W at Γs.

A similar formulation was used, e.g., in [11] in a Hamiltonian approach to the
classical water wave problem.

With the coordinate transformation Φ : Ω(s) → Ω(η, a),

X1 = a(t) +
K(t)− a(t)

K
x1, Q(t) =

∂(x, y)
∂(X, Y )

=
(

Qx(t) 0
0 1

)
,

Qx(t) =


(

q(t) 0

0 1

)
for x ∈ R3,

q(t) for x ∈ R2,

q(t) =
K(0)

K(t, s)− a(t)
,

we are able to describe system (4), (5) in a fixed domain (see Fig. 2). Introducing
the functions

s(x, t) := η(X, t), w(x, t) := W (X, t), u(x, y, t) := ϕ(X, Y, t),

we obtain a system of nonlocal, partial differential equations of first order for w

and s in B = (0,K(0))× (0, b)× R+:

st = uy − (Qx∇s ·Qx∇w) + u2
y|Qx∇s|2 + sx1 q̃,(6)

wt = uyst − (wx1 − uysx1)q̃ + 1
2 (u2

y − |Qx∇w|2u2
y|Qx∇s|2)(7)

+ uy(Qx∇s ·Qx∇w)− gs,

with q̃ = q(t)a′(t)x−K(0)
K(0) and the initial condition

(8) s(x, 0) = 0, w(x, 0) = 0, x ∈ B.

The nonlocal term, uy, is uniquely determined by the solution u to

(9) ∇(Q2∇u) = 0 in Ω(s),

with the boundary conditions

(10)
n ·Q2∇u = f(t) at Γ0,Γ1,Γw,

u = w at Γs.

The above described reduction of system (1) splits the problem into a lin-
ear and a nonlinear part. The linear operator, given by the equations (9)–
(10), is formulated in the time dependent domain {(x, y, t) | (x, y) ∈ Ω(s)} ⊂
Rr × R+, whereas the nonlinear operator, given by the equations (6)–(8), de-
scribes the velocity potential and the free surface in the fixed domain {(x, t) |
x1 ∈ (0,K(0)} ⊂ Rr−1 × R+, r = 1, 2. Note that the regularity of the solution
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is determined by the partial differential equations in (1). The transformation of
the problem does not require any higher regularity.

4. Numerical solution

The system (6)–(9) is a highly nonlinear system of partial differential equa-
tions. The stability and convergence of a numerical scheme for its approximation
intrinsicly depends on the choice of the discretization for the right hand side of
the system. We developed two numerical programs, one for the solution of the
conservation law in a time dependent domain and the second for the solution
of the equations of motion and the free surface condition. Both programs were
tested independently on several theoretical problems with known exact solutions.
Based on these tests we derived a method for the solution of the coupled problem
which was successfully used for long-time calculations of free surface waves.

We apply the method of lines to (6)–(10) to derive a system of ordinary
differential equations for the vector

Zi(t) = Si(t) = s(xi, t), Zi+nx(t) = Wi(t) = w(xi, t), i = 0, . . . , nx− 1.

We denote by Ui(t) the restriction of the velocity potential to the grid points on
the free surface.

The vector (xi)i=0,...,nx−1 contains the grid points of an equidistant, hori-
zontal mesh, where nx denotes the number of grid points. For the discretization
of ∇s and ∇w we use modified upwind schemes. To discretize s2

x, we apply the
relation s2

x = (sxs)x−sxxs. After the space discretization we obtain the following
system of ordinary differential equations in the two-dimensional case:

Z ′
i(t) = Uiy(t)(11)

+ {di(∇+Si)(t) + (1− di)(∇−Si)(t)}

×
{

a′(t)(xi −K(0))q(t)
K(0)

− (∇±Wi)(t)q(t)2
}

+ 2Uiy (t){∇−[(∇+Si)(t)Si(t)]− Si(t)[∇−(∇+Si)(t)]},
Z ′

i+nx(t) = Uiy(t)Z ′
i(t)(12)

− {(∇±Wi)(t)− Uiy(t)(∇±Si)(t)}a′(t)(xi −K(0))q(t)
K(0)

− {(∇±Wi)(t)− Uiy(t)(∇±Si)(t)}2q(t)2 + Uiy(t)2

2
− gSi(t),

where

di = H

(
− (∇±Wi)(t)q(t)2 +

a′(t)(xi −K(0))q(t)
K(0)

)
, Si =

1
2
(Si + Si+1),

H is the Heaviside function and ∇+, ∇−, ∇± denote forward, backward and cen-
tral finite differences, respectively. The resulting system of ordinary differential
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Figure 3. The wave formation near the wavemaker

Figure 4. The velocity potential near the wavemaker
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equations for Z(t) can be solved with a highly efficient method. We implemented
backward differentiation formulas from the package LSODE [8]. Note that the
Jacobian for the right hand side of system (11)–(12) is a full matrix due to the
global effect of the velocity potential Ui. To avoid time expensive approximations
of this matrix, we use fixed point methods for the solution of the underlying
nonlinear systems of equations. To calculate the right hand side of (11)–(12) we
have to supply the derivatives of the velocity potential in vertical direction, Uiy,
at all grid points xi. At any time level, this potential is uniquely determined
by W , S and the boundary conditions (10) as a solution of the continuity equa-
tion (9). We solve the continuity equation using a finite volume method on an
adaptive time dependent grid. This adaptive grid is automatically generated
dependent on the discrete solution of the function s (see Fig. 9).

We have chosen an implicit numerical method to obtain a possibly accurate
approximation for the nonlinear system of equations and to satisfy natural com-
patibility conditions at the interfaces and boundaries. In the following sections,
we present a series of numerical simulations of two-dimensional water waves un-
der different boundary conditions.

The motion of water and the formation of free surface waves are caused by
the enforced motion of the wavemaker. The interaction between the boundary
velocity, the velocity potential and the free surface at the beginning of the process
are presented in Figs. 3–4.

5. Reflecting boundary conditions

In the first set of calculations we simulate the motion of water in a small
wave tank with reflection at the boundaries. At the beginning the water is still
and the free boundary is a plane surface. The periodic motion of the wavemaker
causes a continuous formation of waves. These waves are reflected at the opposite
boundary and interact nonlinearly with the incoming waves (Figs. 5–6).

In the next calculations (Figs. 8–7) the wavemaker stopped after one period
of motion. The initiated high wave is followed by some smaller reflection waves.
As the time proceeds, the process is characterized by the interaction of waves of
different amplitudes and velocities.

6. Absorbing boundary conditions

The above described method can be coupled in a natural way with an ab-
sorbing boundary condition at an artificial boundary to simulate the solution
in an open domain. The radiation condition in (3) can be derived from the as-
sumption that there is no energy source at infinity. The formal transformation
of this condition to a finite domain forces the free surface to the still water level
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Figure 5. Free surface waves caused by a periodic motion of the wavemaker and reflection

Figure 6. 2D view of Fig. 5
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Figure 7. Free surface waves cased by a short motion of the wavemaker and reflection

Figure 8. 2D view of Fig. 7
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and causes reflection. The energy condition does not determine boundary condi-
tions at any artificial boundary inside the domain of fluid motion. For linearized
waves, boundary conditions can be derived which filter out the incoming waves
and simulate an undisturbed outflow. Similar conditions have been success-
fully applied to nonlinear wave systems. For an overview concerning absorbing
boundary conditions we refer to [3], [7], [10], [14].

The implementation of the above described splitting method requires a
boundary condition for the continuity equation at an artificial boundary Γ1 =
{(x, x) | x1 = K(0)}. This boundary condition has a global effect on the solu-
tion of the system. To minimize the influence of the boundary Γ1, we extend the
calculation domain Ω(s) in x1-direction and solve the continuity equation in the
extended domain Ω(s) ∪ Ω̃(s̃). Without loss of accuracy, this can be done with
a coarser grid in Ω(s̃). For the presented calculations we have chosen a grained
grid with raising step-size outside Ω(s) (see Fig. 9).

Calculation
domain

Ω(s)

Artificial

boundary
x1 = K(0)

↓

Outer
domain
eΩ(es )

Figure 9. Extension of the calculation domain

We solve the nonlinear system of equations of motion and the free surface
condition only in Ω(s). To provide s̃ and boundary conditions for the continuity
equation in Ω(s̃) we use a traveling wave assumption to extend the free surface
and the velocity potential at the boundary to the range x1 > K(0).

Supposing η(x, t) = E(x − ct), we calculate the velocity of outgoing waves
from cηx = ηt in the neighborhood of the artificial boundary. Then the boundary
conditions for x1 > K(0) are given by

η(X̃, t̃) = η(X̃ − c(t̃− t), t) and W (X̃, t̃) = W (X̃ − c(t̃− t), t).

Figs. 10–13 represent calculations of water waves with absorbing boundary con-
ditions at Γ1. In Figs. 10–11 the waves are caused by a periodic motion of the
wavemaker.

The waves in Figs. 12–13 are caused by the short motion of the wavemaker
which stops after one period at the rest position. The initiated wave and following
small reflection waves are traveling out of the domain of calculation.
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Figure 10. Free surface waves caused by a periodic motion of the wavemaker and absorption

Figure 11. 2D view of Fig. 10
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Figure 12. Wave propagation in an open domain

Figure 13. 2D view of Fig. 12
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7. Comparison with experiment1

A detailed discussion of experimental work would be out of place here and
will be published elsewhere. However, we shall give the results of one simple
experiment which can be used to validate the model. A two-dimensional cross-
section of the wave tank has the form as sketched in Fig. 14.

Figure 14. Wave tank near wavemaker (not to scale)

Figure 15. Top view of the wave tank near wavemaker (not to scale)

Small waves were generated using a hinged or flap wavemaker. The wave-
maker began its cyclic motion when the tank had been filled to a depth of 3.5052
m and allowed to come to rest. The amplitude (or semi-stroke) of the wavemaker
at the still water level was .025014 m. The frequency f , which is one divided by
the period, was 1.297 Hz so that the circular frequency ω = 2πf was 8.1493 s−1.

Wave gauges were placed at various locations in the wave tank. These measured
the wave heights at that location as a function of time. The location of the wave
gauge used here is shown in Fig. 15.

The time series given in Fig. 6 show the wave heights measured by the wave
gauge, where the zero on the height scale has been taken to be the still water
level. The results of a complete simulation are pictured in Figs. 17–19.

1We wish to thank D. Stanley and T. Dibble of the Oregon State University, ONR-Hinsdale

Wave Facility for making this data available to us.
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Figure 16. Wave heights measured by the wave gauge

Figure 17. Wave heights simulated using data corresponding to Fig. 16
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Figure 18. Time and length dependent plot of wave heights 2–20 m

away from the wave board

Figure 19. Time and length dependent plot of wave heights
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