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EXISTENCE OF MULTIPLE POSITIVE SOLUTIONS
FOR A NONLOCAL BOUNDARY VALUE PROBLEM

GEORGE L. KARAKOSTAS — P. CH. TSAMATOS

ABSTRACT. Sufficient conditions are given for the existence of multiple pos-
itive solutions of a boundary value problem of the form z'/ (¢t)+q(¢) f (z(¢)) =
0, t € [0,1], (0) = 0 and z(1) = ff z(s)dg(s), where 0 < a < 8 < 1. A
weaker boundary value problem is used to get information on the corre-
sponding integral operator. Then the results follow by applying the Kras-
nosel’skil fixed point theorem on a suitable cone.

1. Introduction

We deal with the existence of multiple positive solutions of a second order
ordinary differential equa tion of the form

(1.1) a”(t) +q(t) f(x(t)) =0, te0,1],
which satisfy the conditions

(1.2) z(0) =0,
6]
(1.3) #(1) = / £(s) dg(s),

where 0 < o < 8 < 1 and g¢: [, B] — R is an increasing function.
Nonlocal boundary value problems of the form (1.1)—(1.3) constitute a natu-
ral extension of two-point, three-point and multi-point boundary value problems,
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studied extensively in the litereture. We refer to Bitsadze ([3]) and Bitsadze and
Samarskii ([4]) from the early sixties, followed by a great number of authors, see,

g. [11]-[13], [15]-[17], [21]-[23]. On the other hand the problem of the existence
of positive solutions for various types of boundary value problems is recently the
subject of several papers (see e.g. [1], [2], [5]-[10], [14]-[18], [23], [24]). All these
works concern problems with restrictions on the slope of the solutions (see e.g.
[14]-[17]) and problems with restrictions on the solutions themselves. And as the
first class is concerned the things seem to be simple, because some rather mild
conditions may guarrantee the existence of a fixed point of the corresponding in-
tegral operator, which is positive. The situation becomes interesting in the case
which is discussed in this paper: The integral condition (1.3) concerning values
of the solution does not lead to a positive integral operator and an application
of the Krasnosel’skii fixed point theorem on cones is not directly applicable. To
overcome this problem we consider a new representation of the operator by using
the (seemingly weaker) boundary value problem of the form

u(t) + q(t) f((t))

0, t €[0,1],
0,

where z € C([0,1],R) and ¢ € [a, 8] are given. Then we find it more convenient
to apply the well known fixed point theorem due to Krasnosel’skil [19], which
states as follows:

THEOREM 1.1. Let B a Banach space and let K be a cone in B. Assume
Qg are open subsets of B, with 0 € Q1 C Q1 C Qy, and let

AKN(Q\Q) =K
be a completely continuous operator such that either

[Aul] < ||ul], weKNoY and |Aull > |ull, uweKNoN
or [JAu|| > |lull, weKnNa and [Au| <|ul, weKnNINs.

Then A has a fized point in KN (Q2 \ Q).

One of the most advantage of this theorem is that it can help to estimate the
maximum values of the solutions. Moreover it can provide information on the
least number of the solutions of such problems by applying it repeatedly. The
latter works in the same way as the classical Bolzano—Weierstrass Theorem may
give information on the number of zeros of continuous functions on intervals of
the real line.

In this paper we apply Theorem 1.1 and obtain existence results for one,
two and three positive solutions of the boundary value problem (1.1)—(1.3). Our
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motivations are the problems examined mainly in [15]-[17], [24] and especially
in [23]. We among others extend the results given in [23].

The paper is organized as follows: Section 1 contains the basic preliminaries
and some very useful lemmas. These lemmas imply several corollaries. The main
results are given in Section 3, where two applications are also presented.

2. Preliminaries and some lemmas

In the sequel we shall denote by R the real line and by I the interval [0, 1].
Then C(I) will denote the space of all continuous functions z: I — R. Let Cy(I)
be the space of all continuous functions x: I — R, with 2(0) = 0. The spaces
C(I) and Cy(I) become Banach spaces when they are furnished with the usual
sup-norm || - ||.

For the function g we make the following assumption:
(A1) g:[a, 8] — R is an increasing function such that 3(g(8) — g(«a)) < 1.

It is clear that without loss of generality we can (and shall) assume that
g(a) =0.

LEmMMA 2.1. If ¢ € Co(I) is a concave function satisfying condition (1.3)
and g is a function satisdying (A1), then we have
(i) z(t) >0,t eI and
(ii) z(t) > pllzl], t € o, 1], where

po=min{y, 1= 5,8 —a)yg(F)} and ~:=minfa,1-4,(1-F)/(1-a)}.

(Notice that 0 < p < 1.)

ProOOF. (i) If z(1) > 0, then, by the concavity of 2 and the fact that 2:(0) =
0, we have z(t) > 0, t € I.

Assume that (1) < 0. From (1.3), (Al) and the mean value theorem, it
follows that there is &, € [, 5] such that z(1) = z(&,)g(8) (notice that g(«) = 0).
Moreover, since g(3) > 0 and z(1) < 0, we have x(§;) < 0. This and g(8)8 < 1
lead to

1 1
z(1) = g(B)x(&) > Bw(ﬁx) > —x(&),
which contradicts the concavity of x.

(ii) First we shall prove that, if z is a concave function in Cy(I), then
z(s) Zylzll, s €la, Bl

Indeed let tg € T be such that ||z|| = x(tp). We distinguish three cases: (Notice
that = > 0 by the argument we proved in (i).)
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(1) 8 < to. Then s < tg, for every s € [, (] and, since z is a concave
function, we have sz (tg) < tox(s). This implies «f|z| < z(s) and hence

Yzl < = ().
(2) a <ty < . If s € [a,tg] then again, following case (1), we obtain
allz|| < z(s).
Let s € (to, 8]. Then observe that
1—s  x(s)— (1)
11—ty — .’E(t()) - ZE(l)7

because of the concavity of the function x. Thus we have

(I =9)x(ty) < (1 —to)x(s)+ (1 —s—1+1t)x(1)
= (1 —to)x(s) + (to — s)x(1) < (1 —to)z(s),

since tg < s. This implies that

1-5

= ax(to) < x(s)

(1-=0)z(ty) < (1 —a)x(s) or

and finally, v||z|| < z(s).
(3) to < a. Then ty < s for every s € [a, 5] and, following the same argu-
ments as in case (2) above, we obtain

(1 —s)x(to) < (1 —to)a(s) or (1—p)lz| <x(s)

and so v||z|| < z(s).

Now, in order to show that x(s) > pllz|, s € [a, 1], we distinguish the cases
z(8) < z(1) and z(1) < z(B).

If 2(B) < z(1), then by the concavity, for every s > 3, we have z(5) < z(s).
Therefore, by the above first part of our proof, for all s € [, 1] it holds

z(s) > min{min{x(s) : s € [, B8]}, min{z(s) : s € [8,1]}}
> winfo ol #(5)} = ]|

If (1) < z(pB) then again, by the concavity, we have z(s) > x(1), for every

s € [8,1]. Therefore, from (1.3), for any such s we have

B
o(s) 2 [ atr)dg(r) 2 2l](8 - g 5).
Hence in any case it holds x(s) > pl|z||, s € [a, 1] and the proof is complete. O

To proceed we need give our basic assumptions on the functions f and q. We
shall do that by presenting also the appropriate remarks and giving the lemmas
which are needed in the sequel. Assume that

(A2) f:R — R, ¢:[0,1] — [0,00) are continuous functions, with f(x) > 0,

when 2 > 0 and ¢ is not identically zero on [3,1].
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It is easy to see that the problem (1.1)—(1.3) is equivalent to the operator
equation
x= Az, e Cy(I),

where A is the completely continuous operator defined by
1
(2.1) Ax(t):= 515/0 (1 —3s)q(s)f(x(s))ds
B T t
—ot [ [ = s (e dsdatr) = [ = sarta(s) ds

where we have set

ji=—(>0).
1= [ sdg(s)
Now define the set K := {& € Cy(I) : x is concave and (1.3) holds}, and observe
that it is a cone in Cy(I). By the first argument of Lemma 2.1 the cone K

consists of nonnegative functions.

LEMMA 2.2. If the functions f, q, g satisfy assumptions (Al), (A2), then it
holds
AK C K.

PRrROOF. Fix a z € K. Then we have f(x(¢)) > 0 for all ¢. It can also be
easily seen that
(Ax)"(t) = —q(®) f(x(t), te,
and (Az)” < 0. This implies that Az is a concave function. Moreover, it is clear
that Ax satisfies the boundary conditions (1.2), (1.3), which proves the result.(]

Now we assume:

(A3) There exist v > 0 with

(51//01(1 —8)q(s)ds <1
and N > 0 such that
f(u) <vN for all u € [0, N]
or, equivalently,

fs(N):= sup f(u) <vN.
0<u<N

LEMMA 2.3. For all z € K, with ||z|| = N, we have || Az| < ||z||.

PRrROOF. Indeed, if ||| = N then 0 < z(s) < N for every s € I. (Keep in
mind Lemma 2.1(1).) Then, by (A3) and (2.1), for every t € I, we have

1 1
Aa(t) <5t [ (1= 9a(s)f(al) ds < el [ (1= s)a(s)ds < Jal. O
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Next we set
fi(w) :=nf{f(2) : z € [pw,w]},
where p is the positive number defined in Lemma 2.1. We suppose that:

(A4) There exist A > 0, with
1

(2.2) 1= 69(8) < da [ (1= s)als) ds
B8
and M > 0 such that

(2.3) fi(M) > AM.

LEMMA 2.4. For all z € K, with ||z|| = M, we have ||Az| > ||z|.
Proor. Fix z € K with ||z|| = M. Then, from Lemma 2.1, we have
plell < =) <=l telo,1]
and therefore it holds
(2.4) f(x(s)) = filllz]), s €[8,1].

Now observe that the function u(t) := Axz(t), t € I is the unique solution of the
boundary value problem

B
W +qt)f(x(t) =0, tel, u0)=0, wu(l)= / u(s) dg(s).

We let

Bu) = {s €l [ " u(s) dg(s) = u(e) /

(03

B

dg(s) = u<s>g<ﬂ>}

be the set of all mean values of u with respect to the (Borel) measure generated
by the function g. Obviously E(u) is a compact set. Consider the point

&y = min E(u).
It is clear that u solves the boundary value problem
y'+at)f(x®t) =0, tel, y0)=0, y(1)=y&)g(B)

and so, u is the function given by the closed formula

ult) =Gt / (1 - $)q(s) f(x(s)) ds
Eu t
~ Cutg(B) / (6w — $)a(s) f(a(s)) ds — / (t - $)a(s)  ((s)) ds

for t € I, where
1

ST ()
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Notice that a < &, < 8 and, in view of (A1), ¢, > 0. Then we have

(Az)(€.) = u(t)
1
e / (1— 8)q(s) f(x(s)) ds

u

€u
— Cuug(B) /0 (&u — 5)q(s)f(2(s)) ds — / (&u = 5)q(s) f(x(s)) ds

0

1 Eu
Y / (1 - 8)a(s) ((5)) ds — G / (6w — 5)a(s) F(x(s)) ds

1
s / 9(3)f(2(s)) ds — £.C, / sq(s)f (x(s)) ds
Eu Eu
s / 4(s) f(x(s)) ds + / sq(s) f(x(s)) ds

1 Su
=£uCu/ (1—s)q(s)f(x(s))derCu(l—Su)/ sq(s) f(x(s)) ds.

w 0

Taking into account (2.4), (2.3) and (2.2) we finally obtain that
1
(A6 2 G [ (1= s)als) Ao s

= /\Cualxll/ﬁ (1= s)q(s)ds = Cu(1 = Bg(B))llx]| = [|=]].

Clearly this argument implies the result. O

Now we assume that the quantities

To := lim M and T, := lim M

u—0 U u—oo U

exist. The previous lemmas imply the following corollaries:

COROLLARY 2.5. If Ty = 0, then there exists mg > 0 such that for every
m € (0,mg] and for every x € K, with ||z|| = m, we have ||Az| < ||z].

PROOF. Let € > 0 be such that

1
56/0 (1 —-9)q(s)ds <1.

Then, since Ty = 0, there exists mg > 0 such that for every u € (0,mg] we
have f(u) < eu. Let now m € (0,myg] be fixed. For every u € (0, m] we have
f(u) < eu < em. Thus assumption (A3) is valid with v := ¢ and N := m. So,
Lemma 2.3 applies. g
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COROLLARY 2.6. If T, = oo then there exists Hy > 0 such that, for every
H > Hy and for every x € K, with ||z|| = H, we have || Az| > ||z||.

ProOF. Choose R > 0 so that
1

1 Bg(5) < Ra /ﬁ (1 s)q(s) ds.

Since Tn, = 00, there is a H; > 0 such that for every u > H; we have f(u) >
Ru/u. Set Hy := Hy/p. Then for any H > Hy we have uH > Hy. So, if
u € [pH, H] then u > H;. Hence

flu) > lRu > RH.

u
Therefore
fi(H) > RH.
Hence assumption (A4) is valid with A := R and M := H, and Lemma 2.4
applies. O

COROLLARY 2.7. If Ty = oo then there exists hg > 0 such that, for every
h € (0,ho) and for every x € K, with ||z|| = m, we have ||Az| > =]

PrROOF. Choose R > 0 so that
1

1 Bg(p) < Ra /ﬁ (1 s)qls) ds.

Since Top = oo, there is a hy > 0 such that, for every u € (0,h], we have
f(u) > Rup. Set hg := phy. Then for any h € (0, ho] and u € [ph, h] we have
0<u<h<hyg=phy <hy and thus

fu) > lRu > Rh.

=

Therefore
fi(h) = Rh.
So, assumption (A4) is valid with A := R and M := h, and Lemma 2.4 applies.(]

COROLLARY 2.8. IfT, =0, then there exists Dy > 0 large as we want such
that, for every x € K, with ||z|| = Do, we have ||Az|| < ||z||.

PrROOF. Let € > 0 be such that

1
55/0 (I —9)q(s)ds <1.

We distinguish two cases:

(1) Assume first that f is bounded. Then there is a b > 0 such that f(u) < b,
for all u > 0. We set Dy := b/e. Then, for all v < Dy, it holds f(v) < b= eDj.
Hence fs(Do) < eDy.
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(2) If f is not bounded then, since T,, = 0, there is Dy so large as we want
such that fs(Do) = f(Do) < eDy.

In any case, assumption (A3) holds with v := ¢ and N := Dy. Finally,
Lemma 2.3 applies. g

3. Main results
Now it is time to state and prove our main results.

THEOREM 3.1. Consider the functions f, q, g satisfying the assumptions
(A1), (A2) and moreover, one of the following statements:
(i) (A3) and (A4),
and Ty = o0,

(vii) To = o0 and T = 0.

Then the boundary value problem (1.1)—(1.3) admits at least one positive solution.

PrOOF. The result of the theorem is easily obtained if we apply Theorem 1.1
to the completely continuous operator A on the cone K and use Lemmas 2.3
and 2.4 if (i) holds, Lemma 2.3 and Corollary 2.7 if (ii) holds, Lemma 2.3 and
Corollary 2.6 if (iii) holds, Lemma 2.4 and Corollary 2.5 if (iv) holds, Lemma 2.4
and Corollary 2.8 if (v) holds, Corollaries 2.5 and 2.6 if (vi) holds, and Corollar-
ies 2.7 and 2.8 if (vii) holds. In all cases we keep in mind Lemma 2.2. O

REMARK 1. In any case the application of Theorem 1.1 provides information
on the norm of the fixed points, namely of the maximum value of the correspond-
ing solution of the problem. For instance, in case (i) the norm of the solution
lies in the interval (min{M, N}, max{M, N}).

THEOREM 3.2. Assume that the functions f, q, g satisfy the assumptions

(A1)—-(A4). Moreover, let one of the following statements holds:
(i) M <N and Ty =0,

(i) M < N and T = 00,

(iii) N < M and Ty = oo,

(iv) N <M and T = 0.
Then the boundary value problem (1.1)—(1.3) admits at least two positive solu-
tions. (In any case the remark of Theorem 3.1 keeps in force.)

PROOF. As in the proof of Theorem 3.1, we apply (twice) Theorem 1.1 on
the completely continuous operator A on the cone K and use Lemmas 2.3, 2.4 in
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connection with Corollary 2.5 if (i) holds, Corollary 2.6 if (ii) holds, Corollary 2.7
if (iii) holds and Corollary 2.8 if (iv) holds. Again, keep in mind Lemma 2.2. [J

THEOREM 3.3. Consider the functions f, q, g satisfying the assumptions
(A1)—(A4), and moreover, one of the following:
(i) M<N, Ty =0 and To, =
(i) N< M, Ty =00 and T, = 0.
Then the boundary value problem (1.1)—(1.3) admits at least three positive solu-
tions. (In any case the remark of Theorem 3.1 keeps in force.)

PROOF. The result follows, as in the previous theorems. We use now Lem-
mas 2.3, 2.4 in connection with Corollaries 2.5, 2.6 if (i) holds and Corollaries 2.7,
2.8, if (ii) holds. O

REMARK 2. Theorem 1 in [23] deals with the cases (vi) and (vii) of The-
orem 3.1 above. Moreover, the three-point boundary condition used in [23] is
a special form of the general boundary condition (1.3). This shows that Theo-
rem 1 of [23] is a special case of our Theorem 3.1. This claim is also shown in
the following example.

ExampPLE 1. Consider the boundary value problem

(3.1) z"(t) + %(w(t) —2)%e*®"l =0, tel,

(3.2) 2(0)=0 and z(1)=2x(0.25),
which is a very special case of the problem (1.1)—(1.3). Here we have

0 if1/8<s<1/4,
g(s) = .
2 ifs=1/4.

In this problem we have f(u) = (u — 2)%e*~!, u € [0,00). To set it in our
situation we let ¢(¢t) = 1/2, a:=1/8, 8:=1/4,§ :=2, v :=1/8 and p :=1/32.
It is obvious that the function f does not satisfy the assumption (i) or (ii) of
Theorem 1.1 in [23]. So this theorem does not imply any existence result for the
boundary value problem (3.1)—(3.2).

Consider a N such that 0 < N < 2. Then, taking into account that f(u)
decreases for u < 2, it is easy to see that fi(N) = 4/e. Moreover, since
fo )(1—s)ds = (1/2) fo (1 —s)ds = 1/4, we must have that v < 2. Choose
v= 2. Thus for N := 2/e we have fs(N) =4/e < vN. Hence assumption (A3)
is satisfied.

On the other hand, since fﬁ (1 —s)ds = (1/2) f1/4 —s)ds = 9/64,
we can get A := 256/9. So, for 1nstance if M := 224 then it holds (uM —
2)2erM=1 > XM. Since the function f(u) increases in the interval [2,00), we
have f;(M) = f(uM) = (uM — 2)%2eM=1 > A\M. Hence assumption (A4) is
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satisfied. Moreover, if we choose h := 0.05 then it holds (h — 2)2e"~! > Ah
and hence assumption (A4) is also satisfied. Finally we observe that Ty = oo.
Therefore, since assumptions (A1), (A2) are obviously satisfied by Theorem 3.2
(case (iii)), it follows that the boundary value problem (3.1)—(3.2) admits at least
two positive solutions z1, x5 such that

2
0.05 < [Jz1]| < o< |zl < 224.

The lower bound for ||z]| can be found via the arguments in the proof of Corol-
lary 2.7.

ExaMPLE 2. Consider the continuous function

4y? if u<15.2,
fu) :={ 924.16 if 15.2 < u < 1848.32,
25 5

—_— if 1848.32 <
92416u if 1848.32 < u,

and formulate the boundary value problem
(3.3) a"(t) + f(z(t)) =0, tel,
(3.4) 2(0)=0 and z(1)=x(0.1) + 0.92(0.5).

Here we set
0 if 0<s<0.1,

g(s)=¢ 1 if0.1<s<0.5
1.9 if05<s<1.
For the function f we observe that it holds
To=0 and T, = cc.

Also we have
1 100
1-01-09x%x05 45’

0= v:=0.1, p:=0.076.

Choose

as well as
M =200, N :=1848.32, mg:=0.125 and Hy := 2560000.

Then observe that assumptions of case (i) of Theorem 3.3 are satisfied and hence
we conclude that problem (3.3)—(3.4) admits at least three positive solutions x1,
T, r3. Using the arguments in the proofs of Corollaries 2.5 and 2.6 we can
immediately see that these solutions satisfy

0.125 < [|z1]| < 200 < [|z2| < 1848.32 < [|z5]| < 2560000.



120

G. L. KARAKOSTAS P. CH. TSAMATOS

Acknowledgments. The authors would like to express their thanks to the

referee for his/her comments on the last example of the paper.

1]
(2]
(3]
(4]

[5]

REFERENCES
R. P. AGArRwAL AND D. O’REGAN, Positive Solutions of Differential, Difference and
Integral Equations, Kluwer Academic Publishers, Dordrehht, 1999.

V. ANURADHA, D. D. HA1 AND R. SHIVAJI, Ezistence results for superlinear semiposi-
tone BVP’s, Proc. Amer. Math. Soc. 124 (1996), 757-763.

A. V. BITSADZE, On the theory of nonlocal boundary value problems, Soviet Math. Dock.
30 (1964), 8-10.

A. V. BiTsaDzE AND A. A. SAMARSKII, Some elementary generalizations of linear
elliptic boundary value problems, Dokl. Akad. Nauk SSSR 185 (1969), 739-740.

D. Cao AND R. MA, Positive solutions to a second order multi-point boundary-value
problem, Electron. J. Differential Equations 65 (2000), 1-8.

P. W. ELOE AND J. HENDERSON, Positive solutions and nonlinear multipoint conjugate
eigenvalue problems, Electron. J. Differential Equations 8 (1997), 1-11.

P. W. ELOE, J. HENDERSON AND N. KosmaToV, Countable positive solutions of a con-
jugate boundary value problem, Comm. Appl. Nonlinear Anal. 7 (2000), 47-55.

L. H. ERBE AND H. WANG, On the ezistence of positive solutions of ordinary differential
equations, Proc. Amer. Math. Soc. 120 (1994), 743-748.

L. H. ErBE, S. Hu AND H. WANG, Multiple positive solutions of some boundary value
problems, J. Math. Anal. Appl. 184 (1994), 640-648.

J. HENDERSON AND H. WANG, Positive solutions for monlinear eigenvalue problems,
J. Math. Anal. Appl. 208 (1997), 252-259.

V. ILIN AND E. MOISEEV, Nonlocal boundary value problems of the second kind for
a Sturm—Liouville operator, Differential Equations 23 (1987), 979-987.

G. L. KARAKOSTAS AND P. CH. TSAMATOS, Existence results for some n-dimensional
nonlocal boundary value problems, J. Math. Anal. Appl. 259 (2001), 429-438.

, On a nonlocal boundary value problem at resonance, J. Math. Anal. Appl. 259
(2001), 209-218.

, Positive solutions of a boundary-value problem for second order ordinary dif-
ferential equations, Electron. J. Differential Equations 49 (2000), 1-9.

, Positive solutions for a nonlocal boundary-value problem with increasing re-
sponce, Electron. J. Differential Equations 73 (2000), 1-8.

, Multiple positive solutions for a nonlocal boundary value problem with responce
function quiet at zero, Electron. J. Differential Equations 13 (2001), 1-10.

, Sufficient conditions for the existence of nonnegative solutions of a monlocal
boundary value problem, Appl. Math. Lett., in press.

N. KosMATOV, On a singular conjugate boundary value problem with infinitely many
solutions, Math. Sci. Res. Hot-Line 4, No. 5 (2000), 9-17.

M. A. KRASNOSEL'SKII, Positive Solutions of Operator Equations, Noordhoff, Gréningen,
1964.

A. LOMTATIDZE, A nonlocal boundary value problem for second-order linear ordinary
differential equations, Differential Equations 31 (1995), 411-420.

, On a monlocal boundary value problem for second order linear ordinary differ-
ential equations, J. Math. Anal. Appl. 193 (1995), 889-908.




EXISTENCE RESULTS FOR A NONLOCAL BVP 121

[22] A. LOMTATIDZE AND L.MALAGUTI, On a nonlocal boundary value problem for second
order nonlinear singular differential equations, Georgian Math. J. 7 (2000), 133-154.

[23] R. Ma, Positive solutions for a nonlinear three-point boundary-value problem, Electron.
J. Differential Equations 34 (1998), 1-8.

[24] H. WANG, On the existence of positive solutions for semilinear elliptic equations in
annulus, J. Differential Equations 109 (1994), 1-4.

Manuscript received November 28, 2001

GEORGE L. KARAKOSTAS AND P. CH. TSAMATOS
Department of Mathematics

University of loannina

451 10 Ioannina, GREECE

E-mail address: gkarako@cc.uoi.gr, ptsamato@cc.uoi.gr

TMNA : VOLUME 19 — 2002 — N° 1



