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ON THE SETS WHERE A CONTINUOUS
FUNCTION HAS INFINITE ONE-SIDED

DERIVATIVES

Abstract

In the present paper I give a characterization by help of measure
and Borel classes of the set of points at which the continuous func-
tion possesses an infinite one-sided derivative. The main theorem is as
follows. Let E1 and E2 be disjoint subsets of R. There exists a con-
tinuous function f : R → R such that E1 = {x : f ′

+(x) = +∞} and
E2 = {x : f ′

+(x) = −∞} if and only if (i) E1 and E2 are of type Fαδ

and measure zero and (ii) there exist disjoint sets F1 and F2 of type Fσ

such that E1 ⊂ F1 and E2 ⊂ F2.

1 Introduction

In [4] and [2], the following theorems are proved:

Theorem I. (Theorem 2 of [4]). Let E1 and E2 be disjoint subsets of R.
There exists a function f : R→ R such that

E1 = {x : f
′

−(x) = +∞} and E2 = {x : f
′

−(x) = −∞}

if and only if m(E1) = m(E2) = 0, where f
′

− is the left-hand derivative and
m denotes the Lebesgue measure.
Analogously for the right-hand derivative.

Theorem II. (The main theorem of [2]). Let E1 and E2 be disjoint subsets
of R. There exists a function f : R→ R such that

E1 = {x : f
′
(x) = +∞} and E2 = {x : f

′
(x) = −∞}

if and only if
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(i) E1 and E2 are of type Fσδ and of measure zero, and

(ii) there exist disjoint sets F1 and F2 of type Fσ such that E1 ⊂ F1 and
E2 ⊂ F2.

In the present paper we prove analogous theorems for the one-sided deriva-
tives of continuous functions. To prove these results we use the construction
from [2].

We shall apply the following notations:

D−f(x), D−f(x), D+f(x), D+f(x) – the upper left-hand, lower left-hand,
upper right-hand, lower right-hand Dini derivatives of a function f at a
point x;∫

A
f(x)dx – the Lebesgue integral of f on the set A;

Cf – the set of all continuity points of the function f ;

Df – the set of all discontinuity points of the function f ;

2 Main results

Theorem 1 (Main Theorem).

1) Let f : R→ R be a continuous function and let

E1 = {x : f
′

+(x) = +∞} and E2 = {x : f
′

+(x) = −∞} .

Then we have

(i) E1 and E2 are of type Fσδ and of measure zero;

(ii) There exist disjoint Fσ-type sets F1 and F2 such that E1 ⊂ F1 and
E2 ⊂ F2.

2) Let E1 and E2 be subsets of R that satisfy the following conditions:

(i) E1 and E2 are of type Fσδ and of measure zero;

(ii) There exist disjoint Fσ-type sets F1 and F2 such that E1 ⊂ F1 and
E2 ⊂ F2.

Then there exists a continuous function f : R→ R such that

E1 = {x : f
′

+(x) = +∞} and E2 = {x : f
′

+(x) = −∞} .

Moreover, if x /∈ E1 ∪ E2 then

D+f(x) < +∞ ; D+f(x) > −∞ ; D−f(x) < +∞ ; D−f(x) > −∞ .
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To prove this theorem we shall need the following five lemmas.

Lemma 1. Let f : R→ R. Then

{x : f
′

+(x) = +∞} ⊂ F1 and {x : f
′

+(x) = −∞} ⊂ F2 ,

where F1 ∩ F2 = ∅, Fi = Ai \Bi, Ai ∈ Fσ and Bi ⊂ Df for i = 1, 2.

Proof. We have

{x : f
′

+(x) = +∞} = {x : D+f(x) = +∞} = ∩∞n=1{x : D+f(x) > n}

and

{x : f
′

+(x) = −∞} = {x : D+f(x) = −∞} = ∩∞n=1{x : D+f(x) < −n} .

Hence
{x : f

′

+(x) = +∞} ⊂ {x : D+f(x) > n} , n ∈ N

and
{x : f

′

+(x) = −∞} ⊂ {x : D+f(x) < −n} , n ∈ N.

Of course
{x : D+f(x) > n} ∩ {x : D+f(x) < −n} = ∅ .

By Lemma 8 of [5],

{x : D+f(x) ≤ n} ∩ Cf ∈ Gδ and {x : D+f(x) ≥ −n} ∩ Cf ∈ Gδ .

Hence

{x : D+f(x) > n} ∪Df ∈ Fσ and {x : D+f(x) < −n} ∪Df ∈ Fσ .

We have

{x : D+f(x) > n} = [{x : D+f(x) > n} ∪Df ] \ [Df \ {x : D+f(x) > n}]

and

{x : D+f(x)<−n}=
[
{x : D+f(x)<−n}∪Df

]
\
[
Df \{x : D+f(x)<−n}

]
.

Denoting

• F1 = {x : D+f(x) > n},

• F2 = {x : D+f(x) < −n},
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• A1 = {x : D+f(x) > n} ∪Df ,

• A2 = {x : D+f(x) < −n} ∪Df ,

we obtain our assertion.

Lemma 2. Let u : R→ R be a nonnegative integrable function, let M be a set
of measure zero and L∗ = ∪∞j=1(aj , bj) such that M ⊂ L∗. For every interval
(aj , bj) we denote by

∆j,n =

(
aj +

bj − aj
2n+1

, aj +
bj − aj

2n

)

∆
′

j,n =

(
bj −

bj − aj
2n

, bj −
bj − aj
2n+1

)
Then for each positive integer k, there exists an open set Lk ⊂ L∗ such that

1) M ⊂ Lk;

2)
∫
Lk∩∆j,n

u(x)dx < 1
2k · m(∆j,n)

2 and
∫
Lk∩∆

′
j,n
u(x)dx < 1

2k ·
m(∆

′
j,n)

2 .

3)
∫
Lk∩(aj ,bj)

u(x)dx < 1
2k (bj − aj);

4) If xo /∈ L∗ then for every h, we have∫
Lh

k

u(x)dx <
1

2k
|h|, where

Lhk = [xo, xo + h]∩Lk for h > 0 and Lhk = [xo + h, xo]∩Lk for h < 0 .

5) For every xo ∈ L∗ there exists h > 0 (respectively h < 0) such that∫
Lh

k

u(x)dx <
1

2k−1
|h| and

(xo, xo + h) ⊂ L∗ (respectively (xo + h, xo) ⊂ L∗).

Proof. 1)–4) See Codyks’ paper [2] (pp. 435-436).
5) Since xo ∈ L∗, there exists j such that xo ∈ (aj , bj). Let ∆j,n and ∆

′

j,n

be the intervals defined in our hypothesis. Suppose that

∆j,n = (pjn, q
j
n) and ∆

′

j,n = (rjn, t
j
n) .
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Of course pjn = qjn+1 and tjn = rjn+1, and also

m(∆j,n+1) =
1

2
m(∆j,n) , m(∆

′

j,n+1) =
1

2
m(∆

′

j,n) . (1)

If xo ∈ (aj ,
aj+bj

2 ] then there exists h ≥ 1
2 (bj − aj) such that [xo, xo + h] ⊂

(aj , bj). From condition 3) we obtain∫
Lh

k

u(x)dx ≤
∫
Lk∩(aj ,bj)

u(x)dx <
1

2k
(bj − aj) ,

hence ∫
Lh

k

u(x)dx <
1

2k−1
h .

If xo ∈ (
aj+bj

2 , bj) then there exists ∆
′

j,n such that xo ∈ ∆
′

j,n. Suppose that

(tjn − xo) ≥
1

2
m(∆

′

j,n) .

Then there exists h ≥ 1
2m(∆

′

j,n) such that xo + h ∈ ∆
′

j,n. From condition 2)
we obtain ∫

Lh
k

u(x)dx ≤
∫
Lk∩∆

′
j,n

u(x)dx <
1

2k
·
m(∆

′

j,n)

2
.

It follows that ∫
Lh

k

u(x)dx <
1

2k
h so

∫
Lh

k

u(x)dx <
1

2k−1
h .

Suppose that

(tjn − xo) <
1

2
m(∆

′

j,n) .

Then there exists h > 0 such that xo + h ∈ ∆
′

j,n+1 and h ≥ 1
2m(∆

′

j,n) .
By (1) we have

h >
1

2
m(∆

′

j,n+1) .

It follows that∫
Lh

k

u(x)dx =

∫
[xo,t

j
n]∩Lk

u(x)dx+

∫
[tjn,xo+h]∩Lk

u(x)dx .
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From condition 2) we obtain∫
[xo,t

j
n]∩Lk

u(x)dx ≤
∫
Lk∩∆

′
j,n

u(x)dx <
1

2k
·
m(∆

′

j,n)

2
.

and ∫
[tjn,xo+h]

u(x)dx ≤
∫
Lk∩∆

′
j,n+1

u(x)dx <
1

2k
·
m(∆

′

j,n+1)

2
.

Hence ∫
Lh

k

u(x)dx <
1

2k

(
m(∆

′

j,n)

2
+
m(∆

′

j,n+1)

2

)
,

in consequence ∫
Lh

k

u(x)dx <
2

2k
h =

1

2k−1
h .

Analogously it follows that there exists h < 0 that satisfies condition 5).

Lemma 3. Let E1, E2, H1, H2 be sets such that Ei ∈ Fσδ, Hi ∈ Fσ, m(Ei) =
0, Ei ⊂ Hi (i = 1, 2) and H1 ∩H2 = ∅. Let

Ei = ∩∞n=1E
i
n , Ein = ∪∞k=1E

i
n,k , Hi = ∪∞k=1F

i
k ,

where Ein,k and F ik are closed sets, i = 1, 2. Let Gn be an open set such that

E1 ∪ E2 ⊂ Gn and m(Gn) < 1
2n , where n = 1, 2, . . . . We may additionally

suppose that

Gn+1 ⊂ Gn , Ein ⊂ Gn , F ik ⊂ F ik+1 , Ein,k ⊂ Ein,k+1 , Ein+1,k ⊂ Eink
⊂ F ik .

Let us denote by C1
k and C2

k some disjoint open sets such that F ik ⊂ Cik (i =
1, 2). Let u : R→ R be defined as follows:

u(x) =
∞∑
n=1

un(x) , where un(x) =

1 if x ∈ Gn

0 if x /∈ Gn

(clearly u is an integrable function). Then there exist some sets e1
n ⊂ E1

n and
e2
n ⊂ E2

n where

ein = ∪∞k=1e
i
n,k , ein,k ∈ Fσ ∩Gδ (i = 1, 2) ,

such that the sets ein,k satisfy the following conditions:
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1) ein,1 = Ein,1 ⊂ Ci1, ein,k ⊂ ein,k+1, Ei ∩ Ein,k ⊂ ein,k ⊂ Ein,k ⊂ Cik.

2) For every positive integer k ≥ 2 there exist some open sets g∗n,k, gn,k, and
for k = 1 there exists the open set gn,1, such that:

a) Gn = gn,1 ⊃ ein,1;

b) gn,k−1 \
(
e1
n,k−1 ∪ e2

n,k−1

)
⊃ g∗n,k ⊃ gn,k ⊃

(
ein,k \ ein,k−1

)
;

c) the points of the set ein,1 are the points of density of the set gn,1 \ g∗n,2,

while for k ≥ 2, the points of the set ein,k \ ein,k−1 are the points of
density of the set gn,k \ g∗n,k+1 ;

d) for every component I of the set g∗n,k we have∫
I∩gn,k

u(x)dx <
1

2k
m(I) ;

e) for xo ∈ g∗n,k there exists h > 0 such that [xo, xo + h] ⊂ g∗n,k and there
exists h < 0 such that [xo + h, xo] ⊂ g∗n,k, and∫

ghn,k

u(x)dx <
1

2k−1
|h| ,

where ghn,k = gn,k ∩ [xo, xo + h] for h > 0 and ghn,k = gn,k ∩ [xo + h, xo]
for h < 0;

f) if co /∈ g∗n,k then for every h,∫
ghn,k

u(x)dx <
1

2k
|h| .

Proof. For a), b), c), d), f) see [2] (pp. 436-440). Condition e) follows from
Lemma 2, 5).

Corollary 1. ([2], p.440).

1) The sets e1
n and e2

n are of type Fσ;

2) Ei ⊂ ein ⊂ Ein (i = 1, 2);

3) The points of the set e1
n are the density points of the set

Ω1
n = ∪∞k=1[(gn,k \ g∗n,k+1) ∩ C1

k ] ;

The points of the set e2
n are the density points of the set

Ω2
n = ∪∞k=1[(gn,k \ g∗n,k+1) ∩ C2

k ] ;
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4) Ω1
n ∩ Ω2

n = ∅ .

Lemma 4. (Lemma 6 of [2], p. 440). Let K ∈ Gδ and K ⊂ G, where G is
an open set. Then K = ∩∞j=1K

(j), where K(j) is an open set such that

K(j+1) ⊂ K(j) ⊂ G , and K
(j+1) ⊂ K(j) ∪K .

Corollary 2. The sets ein,1 and ein,k \ ein,k−1 (n = 1, 2, . . ., k = 2, 3, . . .) from
Lemma 3 are of the form:

1) ein,1 = ∩∞j=1G
(j)i
n,1 , where G

(j)i
n,1 are open sets satisfying

G
(j+1)i
n,1 ⊂ G(j)i

n,1 ⊂ gn,1 ;

2) ein,k \ ein,k−1 = ∩∞j=1G
(j)i
n,k , where G

(j)i
n,k are open sets satisfying

G
(j+1)i
n,k ⊂ G(j)i

n,k ⊂ gn,k and G
(j+1)i
n,k ⊂ G(j)i

n,k ∪ E
i
n,k .

Proof. See Lemma 4.

Lemma 5. Let the functions v
(1)
n (x) and v

(2)
n (x) be defined by

v(1)
n (x) =


1 if x ∈ G(j)1 \G(j+1)1

+∞ if x ∈ ∩∞j=1G
(j)1
n

0 elsewhere

and

v(2)
n (x) =


−1 if x ∈ G(j)2 \G(j+1)2

−∞ if x ∈ ∩∞j=1G
(j)2
n

0 elsewhere

where G
(j)i
n = ∪∞k=1G

(j)i
n,k and G

(j)i
n,k are the sets from Corollary 2. We have

ein ⊂ G(j)i
n ⊂ Gn .

Let

w(1)
n (x) =

min[v
(1)
n (x), u(x)] if x ∈ Ω1

n

0 elsewhere
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and

w(2)
n (x) =

max[v
(2)
n (x),−u(x)] if x ∈ Ω2

n

0 elsewhere

where u, Ω1
n and Ω2

n are defined in Lemma 3. Then the functions

W (1)
n (x) =

∫ x

0

w(1)
n (t)dt and W (2)

n (x) =

∫ x

0

w(2)
n (t)dt

have the following properties:

1) 0 ≤ D+W
(1)
n (x) < +∞ and 0 ≤ D−W (1)

n (x) < +∞ for x /∈ E1
n ,

2) 0 ≤ D+W
(1)
n (x) < +∞ and 0 ≤ D−W (1)

n (x) < +∞ for x ∈ E2 ,

3) −∞ < D+W
(2)
n (x) ≤ 0 and −∞ < D−W

(2)
n (x) ≤ 0 for x /∈ E2

n ,

4) −∞ < D+W
(2)
n (x) ≤ 0 and −∞ < D−W

(2)
n (x) ≤ 0 for x ∈ E1

n .

The sets Ei and Ein (i = 1, 2) are defined in Lemma 3 and Corollary 1.

Proof. Consider first the case where x ∈ g∗n,k for every k ≥ 2. Let k1 ≥ 2.
Then there exists a component I1 of the set g∗n,k1 such that x ∈ I1. By the

definition of W
(1)
n , for any h > 0 with [x, x+ h] ⊂ I1, and for any h < 0 with

[x+ h, x] ⊂ I1 we have∫ x+h

x

w(1)
n (t)dt =

∫
ghn,k1

w(1)
n (t)dt ≤

∫
ghn,k1

u(t)dt ,

where
ghn,k1 = [x, x+ h] ∩ gn,k1 for h > 0 ,

and
ghn,k1 = [x+ h, x] ∩ gn,k1 for h < 0 .

By Lemma 3, e), there exist h1 > 0 with [x, x + h1] ⊂ I1, and h
′

1 < 0 with
[x+ h

′

1, x] ⊂ I1 such that∫ x+h1

x

w(1)
n (t)dt ≤

∫
g
h1
n,k1

u(t)dt <
1

2k1−1
|h1| ,

and ∫ x+h
′
1

x

w(1)
n (t)dt ≤

∫
g
h
′
1

n,k1

u(t)dt <
1

2k1−1
|h
′

1| ,
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hence

− 1

2k1−1
|h
′

1| <
∫ x+h

′
1

x

w(1)
n (t)dt .

By this inequality we have

0 ≤ W
(1)
n (x+ h1)−W (1)

n (x)

h1
=

∫ x+h1

x
w

(1)
n (t)dt

h1
<

1

2k1−1
,

and

0 ≤ W
(1)
n (x+ h

′

1)−W (1)
n (x)

h
′
1

=

∫ x+h
′
1

x
w

(1)
n (t)dt

h
′
1

<
1

2k1−1
.

Let k2 > k1. Then there exists a component I2 of the set g∗n,k2 such that

x ∈ I2. Similarly as above, we obtain that there exist h2 > 0 and h
′

2 < 0 such
that

0 ≤ W
(1)
n (x+ h2)−W (1)

n (x)

h2
<

1

2k2−1
,

and

0 ≤ W
(1)
n (x+ h

′

2)−W (1)
n (x)

h
′
2

<
1

2k2−1
,

and so on.
By Lemma 3 it follows that m(In)→ 0 if kn →∞. Then hn → 0 and h

′

n →
0. Finally if x ∈ g∗n,k for every k then D+W

(1)
n (x) = 0 and D−W

(1)
n (x) = 0.

Consider the case where x /∈ E1
n and x /∈ g∗n,k for k ≥ ko, where ko is

a positive integer. From Lemma 3, E1
n = ∪∞k=1E

1
n,k and E1

n = e1
n,1. Since

x /∈ E1
n it follows that x /∈ E1

n,k for every k. Hence x /∈ e1
n,1. By Corollary 2,

e1
n,1 = ∩∞j=1G

(j)1
n,1 . It follows that there exists some j1 such that x /∈ G(j1)1

n,1 .

Since x /∈ E1
n ⊃ e1

n ⊃ e1
n,2 \ e1

n,1 (see Lemma 3), we obtain that x /∈ e1
n,2 \ e1

n,1.

By Corollary 2, e1
n,2 \ e1

n,1 = ∩∞j=1G
(j)1
n,2 . Then there exists some j2 such that

x /∈ G(j2)1
n,2 .

Continuing the above procedure we have

x /∈ e1
n,ko−1 \ e1

n,ko−2 ⊂ E1
n ,

and there exists jko−1 such that x /∈ G(jko−1)1
n,ko−1 . Let

jo = max(j1, j2, . . . , jko−1} .
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From the properties of the sets G
(j)i
n,k (see Corollary 2), we get

x /∈ ∪k<koG
(jo)1
n,k ∪ E

1
n .

This implies the fact that: the distance of the point x to the set ∪k<koG
(jo+1)1
n,k

is positive, therefore to ∪k<koG
(jo+1)1
n,k the distance is positive too. Then there

exists an open interval ∆ such that x ∈ ∆ and

∆ ∩
(
∪k<koG

(jo+1)1
n,k

)
= ∅ .

There exist h > 0 with [x, x + h] ⊂ ∆, and h < 0 with [x + h, x] ⊂ ∆] such
that

0 ≤ W
(1)
n (x+ h)−W (1)

n (x)

h
=

∫ x+h

x
w

(1)
n (t)dt

h
=

=

∫
ghn,ko

w
(1)
n (t)dt

|h|
+

∫
∼ghn,ko

w
(1)
n (t)dt

|h|
,

where ∼ ghn,ko = [x, x+ h] \ ghn,ko . Since x /∈ g∗n,k, by Lemma 3, f), we have∫
ghn,ko

w
(1)
n (t)dt

|h|
≤

∫
ghn,ko

u(t)dt

|h|
<

1

2ko
< 1 .

From Lemma 3 we obtain the following fact: if t /∈ gn,ko then t /∈ gn,k for

k ≥ ko, therefore t /∈ G
(j)1
n,k for k ≥ ko and j ≥ 1 (see Corollary 2). If

t ∈ [x, x+ h] then t /∈ ∪k<koG
(jo+1)1
n,k . It follows that if t ∈∼ ghn,ko then

t /∈ G(jo+1)1
n = ∪∞k=1G

(jo+1)1
n,k and 0 ≤ w(1)

n (t) ≤ jo .

This implies that ∫
ghn,ko

w
(1)
n (t)dt

|h|
≤ jo .

We have
0 ≤ D+W (1)

n (x) < jo + 1 ,

0 ≤ D+W
(1)
n (x) < jo + 1 ,

0 ≤ D−W (1)
n (x) < jo + 1 ,

0 ≤ D−W (1)
n (x) < jo + 1 .
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Hence, for x /∈ E1
n we have

0 ≤ D+W
(1)
n (x) < +∞ and 0 ≤ D−W (1)

n (x) < +∞ .

Consider the case where x ∈ E2. By Lemma 3, there exists some k such that
x ∈ E2

n,k. By Lemma 3, 1), we have E2 ∩ E2
n,k ⊂ e2

n,k, hence x ∈ e2
n. Then

there exists some ko such that x ∈ e2
n,ko−1. Since

g∗n,ko ⊂ gn,ko−1 \
(
e1
n,ko−1 ∪ e2

n,ko−1

)
,

it follows that x /∈ g∗n,ko and x /∈ E1
n. From this fact we have

0 ≤ D+W (1)
n (x) < +∞ and 0 ≤ D−W (1)

n (x) < +∞ .

Analogously we can prove 3) and 4).

Proof. [Proof of Theorem 1]
1) This follows from Theorem 1 of [3] and Lemma 1, where B1 = B2 = ∅.
2) The proof is as that of Theorem 2 of [2] (see pp. 445-449), using prop-

erties 1)–4) from Lemma 5.

Theorem 2. Let f : R → R be a function such that every point x ∈ Df is
isolated in Df . Then there exist F1, F2 ∈ Fσ with F1 ∩ F2 = ∅ such that

{x : f
′

+(x) = +∞} ⊂ F1 and {x : f
′

+(x) = −∞} ⊂ F2 .

Proof. This theorem follows from Lemma 1. Since B1 ⊂ Df and B2 ⊂ Df

it follows that every point of B1 or B2 is isolated in B1, B2. The sets B1 and
B2 are at most countable. From the definition of an isolated point we have
that:

R \B1 = ∪∞n=1I
1
n ∪ P1 and R \B2 = ∪∞n=1I

2
n ∪ P2 ,

where I1
n, I2

n are intervals such that Iik ∩ Ii1 = ∅ for k 6= 1 (i = 1, 2) and
Iik = (aik, b

i
k) with aik, b

i
k ∈ Bi, Pi is the set of all accumulation points of Bi.

Of course ∪∞n=1I
i
n is an open set and Pi are closed sets. Hence R \ B1 ∈ Fσ

and R \B2 ∈ Fσ. It follows that Fi ∈ Ai \Bi ∈ Fσ (i = 1, 2). This proves our
theorem.

Remark 1. From Theorem 1 of [3] and our Theorem 2, it follows that in
Theorem 1 we may replace condition “f : R → R, f a continuous function”
with “f : R→ R such that every point x ∈ Df is an isolated point of Df”.
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3 Infinite one-sided derivatives and Baire functions

Theorem 3. Let f : R → R be a Baire function of α class (f ∈ Bα). Then
there exist some sets Fi, i = 1, 2, 3, 4, such that

{x : f
′

+(x) = +∞} ⊂ F1 , {x : f
′

+(x) = −∞} ⊂ F2 ,

{x : f
′

−(x) = +∞} ⊂ F3 , {x : f
′

−(x) = −∞} ⊂ F4 ,

where F2, F4 ∈ Fα+1, F1, F3 ∈ Gα+1, and F1 ∩ F2 = ∅, F3 ∩ F4 = ∅.

Proof. The case α = 0 follows from Theorem 1, 1).
Let α > 0. We have

{x : f
′

+(x) = +∞} = {x : D+f(x) = +∞} = ∩∞p=1{x : D+f(x) > p}

and

{x : f
′

+(x) = −∞} = {x : D+f(x) = −∞} = ∩∞p=1{x : D+f(x) < −p} .

Hence
{x : f

′

+(x) = +∞} ⊂ {x : D+f(x) > p}

and
{x : f

′

+(x) = −∞} ⊂ {x : D+f(x) < −p} ,

where p ∈ N. Let

Fm,n(x) = sup
1
m≤h≤

1
n

f(x+ h)− f(x)

h
,

Hm,n(x) = inf
1
m≤h≤

1
n

f(x+ h)− f(x)

h
,

Fn(x) = sup
0<h≤ 1

n

f(x+ h)− f(x)

h
,

Hn(x) = inf
0<h≤ 1

n

f(x+ h)− f(x)

h
.

We have
Fn(x) = lim

m→∞
Fm,n(x) , Hn(x) = lim

m→∞
Hm,n ,

Fn(x) ≥ Fn+1(x) , Hn(x) ≤ Hn+1(x) .
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By [1], Fm,n ∈ Bα and Hm,n ∈ Bα. Consequently Fn, Hn ∈ Bα+1. We prove
that

D+f(x) = lim
n→∞

Fn(x) and D+f(x) = lim
n→∞

Hn(x) .

Let y = limn→∞ Fn(x). Then there exist yn < Fn(x) such that yn → y if
n→∞. Since yn < Fn(x) and by the definition of Fn(x), we know that there
exists hn ∈ (0, 1

n ] such that

Fn(x) ≥ f(x+ hn)− f(x)

hn
> yn .

Hence

lim
n→∞

f(x+ hn)− f(x)

hn
= y and D+f(x) ≥ y .

Let zn < D+f(x), zn → D+f(x). For every n there exists hn ∈ (0, 1
n ] such

that
f(x+ hn)− f(x)

hn
> zn .

Hence Fn(x) > zn and y = limn→∞ Fn(x) ≥ D+f(x). Finally D+f(x) =
limn→∞ Fn(x). Analogously D+f(x) = limn→∞Hn(x).

From the definitions of the limits we have:

D+f(x) = inf
n
{Fn(x)} and D+f(x) = sup

n
{Hn(x)} .

Hence

{x : D+f(x) < −p} ⊂ ∪∞n=1{x : Fn(x) < −p} ,

{x : D+f(x) > −p} ⊂ ∪∞n=1{x : Hn(x) > p} .

Because Fn, Hn ∈ Bα+1, it follows that {x : Fn(x) < −p} ∈ Fα+1 if α is even,
and {x : Hn(x) > p} ∈ Gα+1 if α is odd. It follows that the sets

F1 = ∪∞n=1{x : Fn(x) < −p} and F2 = ∪∞n=1{x : Hn(x) > p}

are identical. From the properties of Fn and Hn we have F1 ∩ F2 = ∅.
For F3, F4 and the left-hand derivatives the proof is similar.
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