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LIMITS AND HENSTOCK INTEGRALS OF
PRODUCTS

Abstract

When it is known that
R b

a
fn →

R b

a
f for a sequence of Henstock

integrable functions {fn} we give necessary and sufficient conditions

for
R b

a
fn gn →

R b

a
f g for all convergent sequences {gn} of functions

of uniform bounded variation. The conditions are easy to apply and
involve either the uniform boundedness or uniform convergence of the
indefinite integrals of fn. The proof uses Stieltjes integrals and applies
to bounded or unbounded intervals on the real line. It is shown how to
define Stieltjes integrals on unbounded intervals without treating them
as improper integrals. The special cases fn ≡ f or gn ≡ g are also
examined. The Abel and Dirichlet tests for integrability of a product
are obtained as corollaries as well as a form of the Riemann-Lebesgue
lemma. And, if Φ:N→ (0,∞) it is shown what conditions on {fn} and

{gn} give
R b

a
fn gn = O(Φ(n)) as n→∞.

1 Introduction

Let [a, b] be a closed interval in the extended real line (−∞ ≤ a < b ≤ +∞).
Suppose {fn} is a sequence of functions fn : [a, b] → R, each of which has
a finite Henstock integral over [a, b], and

∫ b
a
fn →

∫ b
a
f as n → ∞ for some

Henstock integrable function f : [a, b] → R. This paper answers the following
question. What are necessary and sufficient conditions on fn and gn : [a, b]→ R
so that

∫ b
a
fn gn →

∫ b
a
f g ? Note that we do not assume fn → f but it will

generally be necessary to assume gn → g. It is known that for
∫ b
a
fn gn to exist

for all integrable fn each gn must be of bounded variation. (The functions of
bounded variation are multipliers for Henstock integrable functions.) Clearly
some condition involving convergence of

∫
fn to

∫
f on subintervals is needed
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since the gn could be characteristic functions of intervals in [a, b]. As we will
see in Theorem 3.1 below, such additional conditions can take two forms. Let
Fn(x) =

∫ x
a
fn and F (x) =

∫ x
a
f . If Fn → F uniformly on [a, b] then {gn}

must be of uniform bounded variation in order for
∫ b
a
fn gn →

∫ b
a
f g. If {Fn}

is uniformly bounded then {gn} must be of uniform bounded variation and
V (gn − g) must tend to 0 as n → ∞. Here, the variation of function g is
V (g) = sup

∑
|g(ai)− g(bi)| where the supremum is taken over all finite sets

of disjoint intervals (ai, bi) ⊂ [a, b]. The special cases fn ≡ f or gn ≡ g are
dealt with in corollaries to the theorem. The results continue to hold when fn
and gn are changed on sets of measure zero and gn → g almost everywhere.

If a = −∞ or b = +∞ we treat [a, b] as a compact interval, with topological
base the intervals (α, β), [−∞, α), (α,+∞] for all real numbers α < β. For
φ : [−∞,+∞] → R we demand that φ(x) ∈ R for all x ∈ R, φ(−∞) ∈ R and
φ(+∞) ∈ R. For a function to be continuous on [−∞,+∞] it must equal its
limits at ±∞. Thus, no definition of the functions x 7→ x and x 7→ sinx can
make these functions continuous on [−∞,+∞]. When there is no confusion
write∞ in place of +∞. With this point of view theorems used below such as
Bolzano-Weierstrass and integration by parts apply on unbounded intervals.
The value of φ at ±∞ is immaterial in the Henstock integral

∫∞
−∞ φ. But,

with the Riemann-Stieltjes integral
∫∞
−∞ dφ the value of φ at the endpoints

is its essence. The proof of our limit theorem will involve Riemann-Stieltjes
integrals, for which a new definition is given in Proposition 2.1 below.

2 Stieltjes Integrals

The following result shows how to handle Stieltjes integrals on unbounded
intervals. For a Henstock integral on [0,∞], the tag for the last interval
[xN−1,∞] is taken to be ∞ and the corresponding term in the Riemann
sum is simply ignored. With a Stieltjes integral this term must be retained.
We take the tag for this interval to be ∞ and force xN−1 to be sufficiently
large. Let δ : [0,∞] → (0,∞). We will always write tagged partitions of
[0,∞] in the generic form P = {(zi, [xi−1, xi])}Ni=1, where zi ∈ [xi−1, xi],
0 = x0 < x1 < · · · < xN = ∞ and zN = ∞. Define P to be δ-fine if
(zi − δ(zi), zi + δ(zi)) ⊃ [xi−1, xi] for 1 ≤ i ≤ N − 1 and xN−1 > 1/δ(∞).
A regulated function has a left and right limit at each point. Note that a
function of bounded variation is regulated. Part iii) below is given in [13],
p. 187.

Proposition 2.1. Let F and g be real valued functions on [0,∞] with one
regulated and the other of bounded variation. The following definitions of
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∫∞
0
F dg = A ∈ R are equivalent.

i) For each ε > 0 there is a function δ : [0,∞]→ (0,∞) so that for any δ-fine

tagged partition of [0,∞] we have
∣∣∣∣ N∑
i=1

F (zi)
[
g(xi)− g(xi−1)

]
−A

∣∣∣∣ < ε.

ii) For any strictly increasing continuous function h : [0, 1) → [0,∞) satis-
fying h(0) = 0 and lim

t→1−
h(t) = +∞ we have

∫ 1

0
F ◦h d(g◦h) = A.

iii) lim
t→∞

∫ t
0
F dg + F (∞)

[
g(∞)− lim

s→∞
g(s)

]
= A.

Proof. The hypothesis guarantees the existence of
∫ t
0
F dg for all t ∈ [0,∞).

Suppose iii) holds. Let ε > 0. By lemma 9.20 in [9], there exists a function
δ1 : [0,∞]→ (0,∞) such that if 0 < c <∞ and P is a δ1-fine tagged partition

of [0, c] then
∣∣∣∣ N∑
i=1

F (zi)
[
g(xi) − g(xi−1)

]
−

c∫
0

F dg

∣∣∣∣ < ε. Take δ∞ > 0 small

enough so that if 1/δ∞ < T <∞ then |g(T )− lims→∞ g(s)| < ε/(1 + |F (∞)|)
and | limt→∞

∫ t
0
F dg −

∫ T
0
F dg| < ε. Let δ(x) = δ1(x) for 0 ≤ x < ∞ and

δ(∞) = δ∞. Let P be a δ-fine tagged partition of [0,∞]. Then

∣∣∣ N∑
i=1

F (zi)[g(xi)− g(xi−1)]−A
∣∣∣

≤

∣∣∣∣∣∣
N−1∑
i=1

F (zi)[g(xi)− g(xi−1)]−
xN−1∫
0

F dg

∣∣∣∣∣∣
+
∣∣∣F (∞)[g(∞)− g(xN−1)]− F (∞)

[
g(∞)− lim

s→∞
g(s)

]∣∣∣
+
∣∣∣ lim
t→∞

t∫
0

F dg −
xN−1∫
0

F dg
∣∣∣ ≤ 3ε.

Hence we have i).
Now suppose i) holds. Let ε > 0. We can assume δ : [0,∞] → (0,∞) such

that 1/δ(∞) < T < ∞ implies |g(T ) − lims→∞ g(s)| < ε/(1 + |F (∞)|). Let
1/δ(∞) < T <∞. There is a δ-fine tagged partition of [0,∞] with xN−1 = T .
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And, there is A ∈ R such that

ε >
∣∣∣ N∑
i=1

F (zi)[g(xi)− g(xi−1)]−A
∣∣∣

≥
∣∣∣N−1∑
i=1

F (zi)[g(xi)− g(xi−1)]−B
∣∣∣− ε

where B = A− F (∞)
[
g(∞)− lim

s→∞
g(s)

]
. It follows that |

∫ T
0
F dg −B| < 3ε.

This gives iii).
With a change of variables, iii) becomes

lim
t→1−

t∫
0

F ◦h d(g◦h) + F ◦h(1)
[
g◦h(1)− lim

s→1−
g◦h(s)

]
= A.

The proof that ii) is equivalent to iii) is now similar to the above.
There are obvious modifications for other unbounded intervals. When F is

continuous and g is of bounded variation we have a Riemann-Stieltjes integral
and δ can be taken to be a constant.

3 Limit Theorem

We now present the main theorem.

Theorem 3.1. Let {fn} be a sequence of Henstock integrable functions such
that fn : [a, b] → R and

∫ b
a
fn →

∫ b
a
f as n → ∞ for some Henstock integrable

function f : [a, b] → R. Define Fn(x) =
∫ x
a
fn and F (x) =

∫ x
a
f . Let {gn} be

a sequence of functions such that gn : [a, b] → R, {gn} is of uniform bounded
variation and {gn} converges pointwise on [a, b] to the function g : [a, b] → R.
Then convergence

∫ b
a
fn gn →

∫ b
a
f g for all such {gn} is equivalent to each of

the following:

i) Fn → F uniformly on [a, b],

ii) Fn → F on [a, b], {Fn} is uniformly bounded on [a, b], under the addi-
tional assumption V (gn − g)→ 0,

iii)
∫ b
a
Fn dgn →

∫ b
a
F dg.
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Proof. i) Suppose Fn → F uniformly on [a, b]. Since {gn} is of uniform
bounded variation and gn → g it follows there is a constant M so that |g| ≤
M , V (g) ≤ M and |gn| ≤ M , V (gn) ≤ M for all n. Write fn gn − f g =
(fn − f)gn + f(gn − g). Integrate by parts ([9], Theorem 12.21),

b∫
a

(fn − f)gn = gn(b)

b∫
a

(fn − f)−
b∫
a

(Fn − F )dgn. (1)

It follows that∣∣∣ b∫
a

(fn − f)gn
∣∣∣ ≤M ∣∣∣ b∫

a

(fn − f)
∣∣∣+ max

a≤x≤b
|Fn(x)− F (x)|M. (2)

Both expressions on the right tend to 0 as n→∞.
Also,

b∫
a

f(gn − g) = [gn(b)− g(b)]

b∫
a

f −
b∫
a

F dgn +

b∫
a

F dg. (3)

The first term on the right tends to 0 since gn → g pointwise. As {gn} is of
uniform bounded variation and F is continuous on [a, b], we have

∫ b
a
F dgn →∫ b

a
F dg. (The proof of the theorem on page 212 of [13] can be extended to

unbounded intervals using Proposition 2.1.) This proves sufficiency.
Now we show it is necessary to assume Fn → F uniformly on [a, b]. Suppose

Fn 6→ F on [a, b] or Fn → F on [a, b] but not uniformly. Then there is a
sequence in [a, b] on which Fn − F 6→ 0. The sequence has a convergent
subsequence {yn}n∈I defined by the unbounded index set I ⊂ N (Bolzano-
Weierstrass). As n→∞ in I, we have Fn(yn)−F (yn) 6→ 0 but yn → y. With
no loss of generality we may assume a < yn ≤ y ≤ b.

Let H be the Heaviside step function (H(x) = 1 for x ≥ 0 and H(x) = 0
otherwise). Define gn(x) = H(x − yn) for n ∈ I and gn(x) = H(x − y)
otherwise. Then g(x) = H(x− y) and V (gn) = 1. Let n ∈ I. Then

b∫
a

fn gn =

b∫
yn

fn = Fn(b)− Fn(yn)

b∫
a

f g =

b∫
y

f = F (b)− F (y).
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Since Fn(b)→ F (b) and F and Fn are continuous this gives our contradiction
and proves i).

To prove ii), suppose that Fn → F pointwise, |Fn| ≤ M for all n and
V (gn−g)→ 0. Write fn gn−f g = fn(gn−g)+(fn−f)g. Integrate by parts,

∣∣∣ b∫
a

fn(gn − g)
∣∣∣ =

∣∣∣[gn(b)− g(b)]

b∫
a

fn −
b∫
a

Fn d(gn − g)
∣∣∣

≤ |gn(b)− g(b)|M +M V (gn − g)
→ 0 as n→∞.

Also,
b∫
a

(fn − f)g = g(b)

b∫
a

(fn − f)−
b∫
a

(Fn − F )dg.

We have
∫ b
a
fn →

∫ b
a
f . And, since g is of bounded variation, |Fn| ≤ M

and Fn → F pointwise, the dominated convergence theorem for Riemann-
Stieltjes integrals applies so that

∫ b
a

(Fn − F )dg → 0 ([13], p. 205). Hence,∫ b
a
fn gn →

∫ b
a
f g.

If there is c ∈ (a, b) such that Fn(c) 6→ F (c) then let gn(x) = g(x) =
H(x− c). Then V (gn) = 1 and V (gn − g) = 0. And,

b∫
a

fn gn = Fn(b)− Fn(c)

b∫
a

f g = F (b)− F (c).

Since
∫ b
a
fn →

∫ b
a
f , it follows that

∫ b
a
fn gn 6→

∫ b
a
f g.

If Fn is not uniformly bounded then there is a sequence on which |Fn| → ∞.
With no loss of generality, there is a subsequence {yn}n∈I defined by the
unbounded index set I ⊂ N so that for n ∈ I we have Fn(yn) ≥ 1, Fn(yn) →
+∞ and yn → y for some a < yn < y ≤ b. Let gn(x) = H(x − yn)/

√
Fn(yn)

for n ∈ I and gn(x) = 0 otherwise. Then V (gn) ≤ 1, g = 0 and V (gn−g)→ 0.
For n ∈ I we have

b∫
a

fn gn =
Fn(b)− Fn(yn)√

Fn(yn)
→ −∞
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whereas
∫ b
a
f g = 0.

The proof of iii) follows immediately from (1) and (3).

Corollary 3.2. Suppose f : [a, b] → R is measurable. Then
∫ b
a
f gn →

∫ b
a
f g

for all functions of uniform bounded variation gn : [a, b] → R with gn → g if
and only if

∫ b
a
f exists.

This contains a version of the Riemann-Lebesgue lemma:
If f is integrable over [0, 1] then

1∫
x=0

f(x) ei 2nπx dx = o(n) as n→∞.

Note that the functions sin(2nπx) and cos(2nπx) both have variation 4n over
[0, 1] so exp(i 2nπx)/n is of uniform bounded variation. This estimate was
proven sharp in [15].

Corollary 3.3. Suppose the functions fn : [a, b] → R are integrable and∫ b
a
fn →

∫ b
a
f for some integrable function f . Then

∫ b
a
fn g →

∫ b
a
f g for all

functions g : [a, b] → R of bounded variation if Fn → F on [a, b] and {Fn} is
uniformly bounded.

Necessary and sufficient conditions are not known for the above case.
Corollary 3.2 includes the Abel test for integrability of a product: If

∫ b
a
f

exists and g is of bounded variation then
∫ b
a
f g exists. We also have a result

than can be useful when
∫ b
a
fn does not exist:

Corollary 3.4. If |
∫ x
a
fn| ≤ M for all n ≥ 1 and all x ∈ [a, b); if each gn is

of bounded variation; if lim
x→b−

gn(x) = 0, uniformly in n; if gn → 0 on [a, b]

and if V (gn)→ 0 then
∫ b
a
fn gn → 0.

Proof. Let x ∈ (a, b) and fix n ≥ 1. Integrate by parts,∫ x

a

fngn = gn(x)
∫ x

a

fn −
∫ x

a

Fn dgn.

We have |gn(x)
∫ x
a
fn| ≤ |gn(x)|M → 0 as x→ b−. And,

x∫
a

Fn dgn =

b∫
t=a

Fn(t)H(x− t) dgn(t).
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Defining Fn(b) = 0 gives

lim
x→b−

Fn(t)H(x− t) =
{
Fn(t), a ≤ t < b

0, t = b.

The dominated convergence theorem now shows lim
x→b−

x∫
a

Fn dgn =
b∫
a

Fn dgn

for each n ≥ 1. So,
∫ b
a
fngn exists for all n ≥ 1. As above, |

∫ x
a
fngn| ≤

M [|gn(x)| + V gn]. It now follows that limn→∞ limx→b−
∫ x
a
fngn = 0 since

|gn(x)| is uniformly small as x→ b− and V gn → 0.
Note that it is not assumed here that Fn has a limit or that

∫ b
a
fn exists.

The premise of the corollary implies that {gn} is of uniform bounded variation.
The first part of the proof gives the Dirichlet test for integrability of a product.
This asserts the existence of

∫ b
a
f g given that |

∫ x
a
f | ≤ M and that g is of

bounded variation such that limx→b− g(x) = 0 or limx→b− F (x)g(x) exists.
See [12] and the forthcoming book [3] for other such tests.

Corollary 3.5. Let the functions fn : [a, b] → R be integrable and suppose
we have a growth function Φ : N → (0,∞). Then

∫ b
a
fn gn = O(Φ(n)) for all

uniformly bounded functions gn : [a, b] → R of uniform bounded variation if
and only if Fn = O(Φ(n)) uniformly on [a, b].

Proof. Suppose |gn| ≤M , |V gn| ≤M and Fn = O(Φ(n)), uniformly on [a, b].
As in (2) we have |

∫ b
a
fngn| ≤M(|Fn(b)|+ maxa≤x≤b |Fn(x)|) = O(Φ(n)). To

show necessity, we proceed as in case i) of the theorem. If Fn is not O(Φ(n))
uniformly on [a, b] then there is a sequence yn ∈ [a, b] such that yn → y ∈ [a, b]
and Fn(yn)/Φ(n)→ +∞ as n→∞ in I ⊂ N. Let gn(x) = H(yn−x) for n ∈ I
and gn(x) = H(y − x) otherwise. This gives

∫ b
a
fngn =

∫ yn

a
fn = Fn(yn) 6=

O(Φ(n)) as n→∞ in I.

Remark 3.6. The Alexiewicz norm ([1]) of an integrable function f is defined
by ‖f‖ = sup

a≤x≤b
|
∫ x
a
f |. Condition i) of the theorem can be written ‖fn−f‖ →

0. And, in ii), Fn being uniformly bounded on [a, b] is equivalent to the uniform
boundedness of ‖fn‖.

Remark 3.7. Some care is needed in the case of infinite intervals. The con-
clusion following (3) is essentially Helley’s second theorem ([14], p. 233). The
editor’s appendix (p. 240) contains the example

gn(x) =

 0, x ≤ n
x− n, n ≤ x ≤ n+ 1

1, x ≥ n+ 1.
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It is claimed that
∫ +∞
−∞ dgn 6→

∫ +∞
−∞ dg. However, specifying gn at the end-

points ±∞ corrects this problem. Let α and β be any real numbers. Defin-
ing gn(−∞) = α and gn(+∞) = β gives g(−∞) = α, g(+∞) = β and
g(x) = 0 for x ∈ R. And, V (gn) = |α| + 1 + |β − 1|. Using Proposition 2.1,∫ +∞
−∞ dgn = β − α =

∫ +∞
−∞ dg. Thus,

∫ +∞
−∞ dgn →

∫ +∞
−∞ dg.

Remark 3.8. The special cases in Corollaries 3.2 and 3.3 are examined from
a different perspective in [6], namely Theorems 48 and 49 in Chapter 1, as
proved for the wide Denjoy integral (Denjoy-Khintchine). (But, they also
hold for the restricted Denjoy integral, which is equivalent to the Henstock
integral.) Theorem 49 assumes fn → f and requires {Fn} to be UACG∗ and
continuous, uniformly with respect to n (equicontinuous), in order to provide
a sufficient condition to give

∫ b
a
fn →

∫ b
a
f . In this paper we need {Fn} to be

uniformly bounded and assume
∫ x
a
fn →

∫ x
a
f for each x ∈ [a, b]. Necessary

and sufficient for
∫ b
a
fn →

∫ b
a
f is that {fn} be γ-convergent to f ([4]). (See

also [10], Theorems 11.1, 11.2, 13.7 and 13.8.) If fn → f then sufficient is
that {fn} be uniformly Henstock integrable ([9]) or that {Fn} be UACG∗
and uniformly continuous with respect to n ([6], Theorem 47). See [5] for an
example of a sequence of continuous functions that has a uniform limit but is
not UACG∗. The definitions are given there as well. For UACG∗ in [6] and
[11], read UACG∗ in [5] and [9]. See also [11], Theorems 12.4 and 12.11, for
different versions of our Corollaries 3.2 and 3.3.

Remark 3.9. Note that if a sequence of continuous functions converges
to a continuous function the convergence is quasi-uniform but need not be
uniform. See [7] or [8]. Similarly when the functions are ACG. For exam-
ple, φn(x) = nx exp(−nx) converges to 0 on [0, 1] but not uniformly since
φn(1/n) = exp(−1). Hence, the condition in i) is not superfluous.

4 Examples

The first example shows {fn} need not have a limit (not even almost every-
where) and that if f = 0 then the theorem may still apply when {gn} does
not have a limit. The second example deals with integrals of derivatives and
the third with a convolution where n has been replaced with a continuous
variable. A final example involves the Dirichlet test.

Example 4.1. Let [a, b] = [0, 1] and let fn(x) = an cos(2nπx) where {an}
is a sequence of real numbers. Then Fn(x) = an sin(2nπx)/(2nπ). For all
sequences {an} we have

∫ 1

0
fn = 0. If an = o(n) then Fn → 0 uniformly

on [0, 1]. We can take f = 0. It is clear from equations (1) and (3) that
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if f = 0 then {gn} need not have a limit at any point in [0, 1], provided
gn(1) is bounded. Part i) of the theorem applies and

∫ 1

0
fn gn → 0 for any

sequence {gn} of uniform bounded variation with {gn(1)} bounded (which is
so if {gn(x0)} is bounded at any fixed point x0 in [0, 1]).

If an = O(n) then {Fn} is uniformly bounded. Part ii) applies and∫ 1

0
fn gn → 0 for any sequence of functions {gn} of uniform bounded vari-

ation with gn → g and V (gn − g)→ 0.
If an 6= O(n) then {Fn} need not be bounded and the theorem need not

apply. Indeed, let an = n3 and gn(x) = cos(2nπx)/n2. Then gn → 0 and
V (gn) = 4/n but

∫ 1

0
fn gn = n/2 6→ 0.

We remark in passing that {cos(2nπx)} is not uniformly Henstock inte-
grable (i.e., not equi-integrable). (See [9] for the definition.) If {zi}Ni=1 are the
tags of a δ-fine tagged partition of [0, 1] then there are positive integers n and
ki so that cos(2nπzi) ≥ 1/2 for all 1 ≤ i ≤ N . By an extension of Dirichlet’s
approximation theorem (exercise 1 in Chapter 7 of [2]), this inequality can al-
ways be solved for some n ≥ 1 and 0 ≤ ki ≤ n. The number n may have to be
taken as large as 6N . For this value of n the Riemann sum is at least as large
as 1/2 so {cos(2nπx)} is not uniformly Henstock integrable. I am indebted
to Aimo Hinkkanen for supplying the reference to Dirichlet’s approximation
theorem.

Example 4.2. Let β > α > 0. Define fn(x) = d
dx [(x/nβ) sin(nα/x)] when

x 6= 0 and fn(0) = 0. For a = 0 this gives Fn(x) = (x/nβ) sin(nα/x) when
x 6= 0 and Fn(0) = 0. We have |Fn(x)| ≤ nα−β → 0 uniformly on [0,∞].
Let f = 0 then for any {gn} of uniform bounded variation with gn → g we
have

∫ b
0
fn gn → 0 for any fixed 0 < b ≤ ∞. If β = α then part ii) applies

on [0,∞] and part i) applies on bounded intervals but not on [0,∞] since
Fn(x) → H(x −∞) and we would then be forced to take f(x) = δ(x −∞),
the Dirac distribution at +∞.

Example 4.3. Consider the convolution γ(s) =
∫∞
−∞ φ(s − t)ψ(t) dt where

s ∈ R,
∫∞
−∞ φ exists and ψ is real valued on R and of bounded variation.

First suppose limt→∞ ψ(t) = ψ∞ ∈ R. Let gs(t) = ψ(s − t). We have g(t) =
lims→∞ gs(t) = ψ∞ for t ∈ R. Since V (gs) = V (ψ), Corollary 3.2 gives
lims→∞ γ(s) = ψ∞

∫∞
−∞ φ.

Now suppose
∫∞
−∞ φ = 0. Let fs(t) = φ(s−t). Then

∫∞
−∞ fs = 0. Take f =

0. Then Fs(x) =
∫ x
−∞ fs(t) dt =

∫∞
s−x φ → 0 as s → ∞. Hence, Fs → 0, but

perhaps not uniformly. However, Fs is uniformly bounded by supx∈R |
∫∞
x
φ|.

Corollary 3.3 then says lims→∞ γ(s) = 0. This agrees with the previous part
of this example when

∫∞
−∞ φ = 0.
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Example 4.4. Let φ : [0, 1]→ R be integrable. Define f(x) to be φ(x mod 1)
if 2n ≤ x < 2n+1 for some n ∈ N0 and f(x) = −φ(x mod 1) otherwise. If g is
of bounded variation and g → 0 at infinity then

∫∞
0
f g exists. Note that

∫∞
0
f

exists only if φ = 0 almost everywhere. Special cases are
∫∞
1

sin(x)x−p dx and∫∞
1
xq sin(xp) dx for p > 0 and q < p− 1.
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