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ON A STRONGER VERSION OF WALLIS’ FORMULA

V. R. Rao UPPULURI

In Mathematical Statistics, estimation of parameters which
index the probability density functions of random variables
is an interesting area. The object of estimation is to look
for estimators which have ‘desirable’ properties, It turns out
that the lower bounds on the variances of estimators can be
used to derive some inequalities. This is illustrated here in
connection with Wallis’ formula,

We shall now cite some references where this idea is used. In
the classic book on mathematical probability, Uspensky [10] remarks
as follows: “There are many cases in which, by means of considerations
belonging to the theory of probability, several identities or inequalities
can be established whose direct proof sometimes involves considerable
difficulty.” He has exemplified this remark very beautifully in several
contexts in the book. In 1955, Chassan [1] has given some inequalities
involving trigonometric functions, obtained by comparing the variance
of a minimum variance estimator with the variance of a less efficient
estimator. In 1956, Gurland [4] has given an inequality satisfied by the
Gamma function, which was also obtained by comparing the variances
of two estimators by using the so-called Cramér-Rao lower bound for
the variance of unbiased estimators. In 1959, Olkin [8] has given an
extension of Gurland’s inequality, by using the multivariate form
of the probability density function used by Gurland [4]. In 1962,
Gokhale [3] has given a different inequality for the Gamma function
than that given by Gurland [4], by using an analogue of the Cramér-
Rao lower bound derived by Rao [9].

In 1962, Mann [7] has given a beautiful application of Statistical
Inference, By constructing the most powerful regions of a given
size, he has illustrated how one can deduce the arithmetic-geometric
mean inequality, Holder inequality, and other well-known inequalities.
In a humorous vein he remarks at the end: “Thus we have derived
Ho6lder’s inequality from the fact that we cannot increase our knowledge
on the milk yield of cows by flipping a coin or by measuring the
weight of herrings.,”

In 1956, Gurland [5] has also given another illustration of the use of
Cramér-Rao lower bound for the variance of unbiased estimators, which
yielded a closer approximation to z, than the so-called Wallis’ result,
In this paper we shall pursue this idea and give stronger versions of
Wallis’ Formula, by using the so-called Bhattacharya bounds for the
variance of estimators which is an extension of the Cramér-Rao bound.
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is one form of the celebrated formula of John Wallis,

In 1956, by an ingenious application of a basic theorem in Math-
ematical Statistics concerning unbiased estimators and a lower bound
to their variances, Gurland [5] has given the following sharper in-
equalities:
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Pursuing this idea, we shall show how this result can be
strengthened, and indicate how one can obtain much sharper bounds
if one desires, We shall prove that:
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2. Before proceeding to prove (3), we shall state the theorem con-
cerning Bhattacharya’s bounds for the variance of unbiased estimators.

Let X, X,, -+, X, by n independent, identically distributed random
variables, with probability density function p,(x), where the unknown
parameter 6 is a number in some open interval D of the real line,
Suppose T(X;, X,, -+, X,) is an unbiased estimate of 6, i.e. E(T) =4,
where, as usual, E(T) denotes the mathematical expectation of the
random variable 7(X,, X,, ---, X,).

We shall assume the following regularity conditions:

(i) 0log pe(x)/06 exists, for all z, and for all e D
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can be differentiated with respect to 6, under the integral sign
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can be differentiated with respect to 4, under the integral sign
(iv) The matrix
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is nonsingular, where
Ni; = E(S:S;)
and

S, = 1 . O pe(®,) - -+ pol@]
Do(@1) + + + Po(@s) 06"

Then we have the:

THEOREM. The variance of T(x, @,,---x,), denoted by oy satisfies
oy =L, = L,.=zL,,=+-+- =L, = L, where
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(and bars denote the corresponding determinants).

And we will have equality in ¢% = L,, if and only if T is a linear
function of S, S, ---, S,.

For proof, see §2.3, Lehmann [6]. We note that when k =1,
we have the so-called Cramér-Rao inequality.

3. Proof of (3). Let X, X,, ---, X,, be a random sample from
a normal population with mean 0 and variance o2, i.e.,
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Then, it is well known that (see page 485, Cramer [2])
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is an unbiased estimate of ¢, and
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In this case, it turns out that:
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Therefore, for the case k =2, we have o3 > L, (the equality was
excluded because T is not a linear function of S, and S,), which implies:
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for n =1,2,---.

For n = 2m, (4) may be written as:
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for m =1,2, ...
and for n = 2m + 1, (4) may be written as:
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Thus (5) and (6) taken together prove (4).
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