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OSCILLATION AND NONOSCILLATION CRITERIA
FOR SOME SELF-ADJOINT EVEN ORDER
LINEAR DIFFERENTIAL OPERATORS

RoGER T. LEWIS

Oscillation and nonoscillation results are presented for
the operator

Loy = 3, (=17 Hpey® )"

where p,(x) > 0 on (0, c0) and for £k =0,1, ---, n, p, is a real-
valued, n — k times differentiable function on (0, o). Also,
y is an element of the set of all real-valued, 2n — fold con-
tinuously differentiable, finite functions on (0, o).

In particular, a nonoscillation result is given for L,,
without sign restrictions on the coefficients. Oscillation re-
sults are given for L, without the requirement that p, be
negative for large x. Finally, the oscillation of

Loy = (=1 (ry™)™ 4+ py

is considered for »(x) not necessarily bounded.

The oscillatory behavior of L, has been considered by Leighton
and Nehari [8], Barrett [1], and Hinton [4]. In general, L,, has been
considered by Glazman [2], Hinton [5], Hunt [6], and Hunt and
Namboodiri [7].

DEFINITION 0.1. The operator L,, is called oscillatory on [a, b]
provided there is a function ¥, ¥y %= 0, and numbers ¢ and d for which
a<c¢<dZb such that L,,y = 0 and

y®() =0 = y*() for k=0,1, ---,n — 1.

Otherwise, L,, is called nonoscillatory on [a, b]. The operator L,, is
called oscillatory on [a, =) if for any given ¢ = a there is a d > ¢
such that L,, is oscillatory on [c, d].

DEFINITION 0.2. Given a positive integer n and a number a define
D,(b) for all b > a to be the set of all real-valued functions y with
the following properties:

(@) y™ is absolutely continuous on [a, b] for £ =0,1, ---, n — 1,

(b) y™ is essentially bounded on [a, b], and

©) y*®(a) =0=y"(0b) for k=01, ---, n — 1.

For ye 9,(b) define

1) = | 3 ne)@)de
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which is called the quadratic functional for L.,,.
The following theorem has provided the primary motivation for
the results which are to follow.

THEOREM 0.1 (Reid [9]). The following two statements are
equivalent.

(i) The operator L,, is nonoscillatory on [a, b].

() If ye D.(b) and y £ 0 then I(y) > 0.

Consequently, in order to show that L,, is oscillatory on (0, o),
given any a > 0, it will suffice to construct a ye ®,(b) for some b >
a for which I,(y) is not positive and y %= 0. This is the technique of
proof for all of the oscillation theorems which follow.

This method of proof is especially conducive to oscillation theorems
which require that integral conditions be met by the coefficients of
L,,. For example, Glazman [2, p. 104] showed that (—1)"y*™ + py

is oscillatory on (0, ) when Swp = — oo (see Theorem 3.2).

Initially, the construction of y is suggested by the conditions of
the hypothesis on the coefficients of L,, and the corresponding quad-
ratic formula. For example, to establish the above result, Glazman
let y =1 over the major portion of the interval [a, b]. To show that

y™ — (qy')’ is oscillatory when rq = — o (see Theorem 2.2) the author

let y(x) = © — a over a portion of [a, b]. Next, we construct y over
the remaining portion of [a, b] to insure that y e D,(b) and the integral
of p, ,-y™ ™" is bounded above for £ =0, 1, ---, n independent of b.

For other proofs using this method the reader should consult
Glazman [2, pp. 95-105] and Hinton [4].

1. The nonoscillation of L,,.

LEMMA 1.1 (Glazman [2, p. 83]).
(i) If g(a) = 0 for some a > 0 and g’ is continuous on [a, b], then

[om@yde = (52 ) [ o @yas

for m a positive integer. Moreover, if g = 0 on [a, b], the above in-
equality is strict.

(i) If g0, g'™ is continuous on [a, b], and g(a)="---=9""(a)=0,
then
b . 2m 256
2m Zd (m)\2 .
[Leo@yds < (5— o —Ty) ).
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A well known result in oscillation theory is a sufficient condition
for the nonoscillation of L, due to Hille [3]. A generalization of this
result for L., is given in the next theorem.

THEOREM 1.1. For L,, defined above with p(x) =1 let Pix) =
(%) and

"(2) = S = (t)dt
for m an integer greater than or equal to one when
—eo < S m (At < oo .

If for k=1,---,m and x=a we have —-<>O<SmP,§"<oo for
m=20,1,---, k—1, 2P| =Za, and i aM <1 where

M, = k! 2%7/(2k)!, then L,, is nonoscillatory on [a, b] for all b> a.

Proof. The proof is given only for » > 1. Suppose L., is oscil-
latory on [a, b]. Then, there are numbers ¢ and d and a function y
which is not identically zero such that L,y =0 and y®(c) =0 =
y*(d) for k =0,1, ---, m — 1. Since (L,,y)y = 0 then

n d B ;
=30 eyt = ol = [er,

by integrating by parts = times. By integrating by parts n — k
times we find that

d d
- [y = = nwer.

However, by integrating by parts k& times and using Leibniz’s rule
we obtain

d (n—k)\2 d k (m—k)\2 (k) __ é k k k (n—k)Y(k—1i)( ,,(n—k))()
[ mwe ey = = Prwenn = <[ Pe 3 (Fee e )

;zi: >Sd ly(n-—z) ’ |y(n~k+t) l tk[ Plf i

II/\

tk-—z
ot v
= al2f 1y yl +a (Bl et
< a2l WS - SO [ ]
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<af Il (35 ._?"fzzk —5)
* §<?>I|y(”)llg<1.3. ...zj(zi — 1))(1.3. .2(221;_»;)_1))]

d
= aka Sc [y(m]z

by Lemma 1.1 and the Cauchy inequality where

2k+1

R P V)

+Z<><[13 -(2i—1)][f,f3---(2(k—i)—1)]>°

A simplification shows that

C, = [2%k!/(2K)!] i (gf) .

Since
0=a-v=20() =2G) - 262
then
=g+ = 2[56) 267 1)) - 56
Therefore,
C. = [2*7'k!]/(2k)! = M, .
Consequently,

Si[y"”]z = —

nMs

(=0 ey

k

uMs

-3 'mee oy < S e wer = [ wer

which is a contradiction. Therefore, L,, is nonoscillatory on [a, b].

It will be useful in applying Theorem 1.1 to note that M,,, =
8M,/(2k + 1).

For the remainder of this paper we will assume that p,(x) is
identically zero for k = 1 to n — 2 and will denote py(x), p._.(x), and
2.(x) by r(x), ¢(®), and p(x) respectively. Similarly, Pk(z) and P}_,(x)
will be denoted by P.(x) and Q.(x) respectively.

If p(x) = ka™, r =1, and q = 0, then L,y = 0 is the familiar Euler
equation. In this case, L, is oscillatory if and only if k£ < —9/16.
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Also, £ < —9/16 and p(x) = ka™ implies 2*Py(x) < —3/32. Theorem 1.1
shows that L,y = y™ + py is nonoscillatory when ?| P(z) | < 3/32.

2. The oscillation of L, Using Theorem 0.1, Hinton [4]
showed that L, is oscillatory when \ 1/r = , ¢ <0, and S P = —oco,
The same technique yields the following results.

THEOREM 2.1. Suppose that r(x) £ N, qx) < M and rp = —oo
Jor x>0, then Ly = (ry")" — (qy') + py 1s oscillatory on (0, ).

THEOREM 2.2. If 0 < »(z) < M, g”q = —co, and rle p(@)| < =
then Ly = (ry")" — (qy') + py is oscillatory on (0, ).

Proof. Let &(x) = 2%/2. Define y(x) as follows:

0 x<a

@ — a) a<r<a+1l

x—a—1/2 a+1=52<h

—&x —Db)+ b —a bhb<ax<b=>b+1
y(x) ={b, — a b, <x<b

—&@ —b) + b —a b; <z <b,

—&Mb, — b)x —b)+ b —a— &b, —b) b =<2x<b;

&z — b) by<ax<bd

0 b=x.

It is easy to show that
|7y + oyt <160 + [l p|
if we require that b, — b, = b — b, < 1. There is a number ¢ such that
1+ 16M + rxzipl + §:+1t1(1/’)2 + S:Hq <0

for all z = c.
Let Y,(x) = S q(t)dt. Since Y, (x) tends to —co as & tends to <<
there is 2 number b, which is the last zero of Y,(x). Hence,
by by
| oy = Y@@y i - 2| vy v, <o
since Yi(b) =0 =4'(by), ¥' = —1, ¥ =0, and Y, <0 on (b, b,].
Let Yy(x) = S q(t)dt and let b, be the last zero of Y,. Pick b,so0
by



226 ROGER T. LEWIS

that —1/2< Y,(@) <0 on [b, b] and b, — b, = lb. Since %' =0 on
[b, b)), —1 <9y <0 on [b, d], ¥, <0 on [b, <), S:q(y’)2 < 0 we have
that '

b b b
[ awy <{ awy = vwrt - 2| v,
1 3 3
by b
_ _25 v(~1)Y, - 25 ()Y,
b3 b5
by (04
<e\'vv.<ef'lvyvi<t.
by Jog
Consequently,

I(y) = g:r(y”)z +q(W') + py°

b1
¢g+1=0
+1

a

oo a+1
< 16M + S 2’ p| + S q(y')? + S

which completes the proof.
We now know that L, is oscillatory on (0, o) is for » bounded

either wp = —oc and ¢ <0 or mq = —co and p £0. These facts
suggest the results of the following theorem.

THEOREM 2.3. If g“’p — e rq = — o, and 0 < 1) < M then
L, is oscillatory on (0, ).

Proof. Except for some changes in the parameters we may define
y(x) as in the proof of Theorem 2.2. As before, if b, — b, = b; — b; <
b

1 then S ") < 16M.
There is a number ¢ such that

a+1 z
1+16M+S q(y’)%tg g<0
a+1

a

for all © = ¢. Let Y(») = qu(t)dt and let b, be the last zero of Y(x).
Integrating by parts we obtain the fact that

b b

Sb Q') = —ZL yvy'Y
since Y(b,) =0 = y'(b). Since ¥y =0, ¥y’ = —1, and Y <0 on [b, b)]
then

b b
_2Sb ,yl,leY< __ng y/,qu.

Since ¥ = 0 on [b,, b;] and [b,, bs], ¥' < 0 on [b, ], ¥’ =1 on [b, b],
and Y < 0 on [b;, b], then
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b by by
___25 y'y"Y< _25 ylan: 25 y'Y.
by b3 b3
But, on [b, 4], ¥’ < 1. Consequently,
b by by
[ awr<2|'vy=el'v.
by b3 b3
Since rp = — oo, there is a number d > b, such that for 2 = d
b z
Spw+(a—aﬂbp<0.
a 2
Let W(x) = S: p and b, = d be the last zero of W. Hence,
b b
&pw==—2&yyWWMt<0.
3 3
Let N =max{| Y(®)|:x¢€[b, b; + 1]} which we may assume is

greater than or equal to one. Pick b, so that b, — b, = 1/(2N). Con-
sequently,

b
[, gy <1.

Pick b; so that lim,.,— y(x) = (b, — b,)*/2 and pick b so that b — b, =
b, — b, We now have that

a+l z b b
M@<1Mﬂ+gq@T+S+Q+1+S%W+Sﬂh—@%<O.
a at+1 a 2

THEOREM 2.4. If 0 <r@) M, —o < rp < oo, rPl = —oo,

r[q |7 < oo, and q(@) — 0 as ©— oo then L, is oscillatory on (0, «).

Proof. Let &) = —(32® — 5a9)/2, a(x) = V' x, and B(x) = 4°. Let

0 r<a

£ — a) asz<a+l

a(z — a) a+1=Z2<h

—B@ —b)+ ab, —a) + Bb, —b) b =2x<b,
y(@) =\ a(b, — a) + B(b, — by) b= <b

—B(@ — by) + y(by) b,=a<b

a(b — ) b, < < b

(b — z) b,<ax<b

0 b= x.
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Given b, and b, we choose b,, b, and b so that b, — b, = b, — b,, b; —
by=0b,—(a+1), and b= b, + 1. Actually, only b, and b, will be
chosen for reasons other than symmetry and the continuity of ¥ and %’.

First, note that since we are going to pick b, ---, b, so that
9y € D,(b) then

S:pyz = —Py'| + S:Pl(yz)’ = §:P1(y2)’ .
Hence,
1) = | M"Y + @) + P -
Calculations show that
S:M(y")z < M[zS:(5 — 9+ 2 + %Sjm*dm] = M,

since 9’ being continuous requires that 0 < b, — b, = b, — b, < 1/4.
Since lim,.. q(x) = 0 and ¢ is continuous then ¢ is bounded by
some number, B, on [a, ). Let

1 1 9 2
A=4BS u2+BS <———u2+5u)du+1.
0 0 2
There is a number ¢ so that

at1
M+2+ | la@y + P
+A+B+@+1) S” o q@) | < —S” PL6)dt
a+1 a+1
and | P(x)| < 1 for all & = ¢ since P,— 0 as & — oo,
Let R(x) = StPl(t)dt and b, be the last zero of R(x). Pick b, so

that 1/(2V'8, — a) = —2(b, — b,) which insures that ¥’ is continuous
at b.. We now have that

a+l
b o
<@+[" =gl <@+ D +lal
a+i a+1
and
by by
ey = B 4o - vy < B

since b, — b, < 1/4. Also,
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by , by , by
| Py =20y R s — 2| 10y + iR = —2( @R
t ' by t , '
= -4 20 | i - (2ol @r)]
by by 23
by by
<2\ P01 @y <1
since y'(b)) =0 = R(b), y" =0, y=0, and R <0 on [b, b)]. Pick b,

so that | Py(2)| = [6y(b.)(b. — a)] ™ and |g(x)| = 4(b, — a — 1) for o =
b,. Consequently,

|, Py = | Py =2 (Pyllyi=1
since |y| < y(b), |v'| <3 and b— b, = b, — a. Also,
[, gy = B] "4 - by + @) — 9710
+ BS; [5(, — %) — 9(by — ©)%/2J°
<@-D+ |l = 4.
In conclusion,

Lw) = M+ | awr+ @+ | @l + B+ 4
a+1 b
+ [Py + |

a

"P+1+1<0.
+1

The conditions of Theorem 2.4, S“’lq;/x < o and lim, .. q(z) = 0,

could be replaced by the conditions, Sm[ql < co and ¢q bounded, to

obtain the same result with a similar proof.

THEOREM 2.5. Suppose 0 < r(x) < M, Swp < o, SOQP1 < oo, and

P(x) < Cx™* for > 0. If lim, . inf 2*Py(x) < ~7§1§M then Ly =
(ry”’)’ + py s oscillatory on (0, o).

Proof. We will use the fact that for a« > 0
b
1) = | @ + 2uy'P]

for y given below. Let &(x) = —(82® — 527)/2, a(x) = V' 2, and B(») =
2. For0<p<1,0<0=<10>0,and 0 < v = 1 define y as follows:



230 ROGER T. LEWIS

0 T << po
& — po
5({,[1__#]) pose <P
& — (o
a<p[1——p]> P<e< R
— Bz — B — po
vy | (R +0) + 60) + a( 5=H0) Rss<R+o
R — po
—B@x — N) + y(R + o) N=Zxs<N+v
—27(x — N —7) + y(BR + 6) — B(7) N+vy=2ex<b—v
Bz — b) b—vy=a<b
0 b= 2.

Calculations show that
b
E ,r(yﬂ)2
74
<P — DT ML — ) + 40 Mo — 1) + S1MOL — )]

Since

lim inf xerl < —7——1-—M,
2 32

there is a 6 > 0 and a sequence {0,> — o for which

. o 1

2 < (7
il_’ﬂp"sp,,P‘ = (7 s 4+ 25) .
Pick ¢ so close to zero that T7(1/32)M(1 — ) = T(1/32)M -+ 76/8.
There is a positive integer N so large that po, > a, C(¢™® — 1)/0, <
0/8, and

o

ot

for all k = N. Let p = py.
Given R, we will pick o so that ¢'(x) is continuous at x = R. There-
fore,

P < —(7%114 + 75/4)

o=1/4V'0[1 — pJ(R — 1)) .

Since 0 — 0 as R — o« and P, is bounded on [a, «) pick R so large that

,OZSRPl < —(7.?;1_2_M+ 139/8) ,

0
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o < (0/8)/[4Mp*(1 — )],
and o] P, | < 6/(80% for all « = R. On [R, R + o],
0 <y = al(® — 1e)/(o[L — 1))
and
0= y'(x) = a((x — 1o)/(ell — ))-1/(0[1 — 1)
which implies that 0 < 2yy’ < 1/(po[1 — #¢]) on [R, R + o].
On [z, 0] 0 < 2yy’ < 3/(0[1 — #]). Hence,
2 wwp <3001 — " P+ (ol — )| P
ol — | R 2] P

<3001t — )| oo+ o1t — )" P,
»eo e
+ OB(TL — ) + 2] 11 B
where P7(x) = P(x) when P(x) = 0 and zero otherwise.
On [N, 5] 0 < y(x) < y(R + o)and |y | < 2v. Since y is linear on
[N+ 7, b— 7] we have that
[W(R + o) — 2v]/[b — N — 27] = 2v
or
b— N=[yR + 0)]/27) + 7.

Since P(x) — 0 as * — « we can pick N so large that

[P | = (6/8)/@ly(R + o)0'[1 — ¢)
for all x = N. Pick v so small that 2v*[y(R + 0)]™ < 1 and

SMvyp¥l — p] < 6/8 .
Pick b so that
lim y(z) = .

o= (b—7)"

We now have that

2 |w (12 5 4(® + )| | B

= 2v(b — N)-(9/8)/(y(E + 0)0*[1 — #])

= 2v(ly(R + 0)/@M)] + 1)-(6/8)/(y(E + a)0’[1 — ¢])
= (9/8)/(0°[1 — 1) + 27(9/8)/(y(R + 0)0°[1 — 1))
< (/D01 — A]) .
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Consequently,
b , R
2{ P < (@1 — 1) (G — Do + o P+ 3078)
<@ — (o2 + ¢ P).
Hence,
b
Iiy) = Lr(y")z + 2yy'P,

< (@~ (1M 4 T3j8 + 078 + 58 + o2 + ¢ P) = 0

which completes the proof.
3. The oscillation of L,y = (—1)"(ry™)™ + py.
THEOREM 3.1. If p(x) =0, 0 < r(x) £ Mx® for a <2n — 1, and

lim sup xw-1~ag°°1 o(8) |dt > MA2

Z—o0

where
A7 =VEn =T/l - D 3 (-0~ T )en — b
then L.,y = (—1)"(ry™)™ + p(x)y is oscillatory on (0, «).
Proof. Let &(x) be the polynomial of degree 2n — 1 such that

£(0) = &%) =&¥A) =0 for k=1,2, ---,n — 1 and &1) = 1. Given
a > 0, define y(z) as follows:

0 & < po

(e — pol/lol — p)]) posx<p
yx) =41 p=xz<R

§(vR — o]/[R(v — 1)) Rz <VR

0 vVR< .

It can be shown that SI(E(”’(x))zdx = A2.
0

A result due to Glazman [2, p. 100] considers the case when o <
0. Consequently, we will consider here only the case in which a > 0.
Since

ey = M| @y + MRy @y
re ue R
= MAY[0"~(L — 9
+ MAi/[R2n——l~a(”1-—al(2n—-1) _ u—a/(zn—l))Zn—I]
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and p(x) < 0, then

a

Ly(y) = )fp [y + py’]

1 (M4 MA 0 —om={"1p)
= ‘ozn-—l—zx \(1 - ﬂ)Zn—! Rzn—x—a(l)1~a/(2n—1) _ v~a/(2n—1))2n——1 o ¢

There is a sequence {o,> — o and a number 6 > 0 such that
lim pi”“”“r Ip|= MA: + 6.
k—oo O

Choose ¢ > 0 so small that

MAL(A — )7 < MAS + 6/4 .
There is a number K so that ¢p, > a and

pi”*l"“g:k| p| > MA: + 35/4
for all k> K. Set p = px. Choose R so large that
p”‘“l‘“gjl pl> MAL + 62 .
Choose v > 1 so large that

MAi‘OZn—-L—-a/[R2n—l—a(vl—a/(Zn—-l) . v—al(2n—1))2n—1] < 5/4 .

We now have that I,.(y) < 0 which implies that L,, is oscillatory
on (0, c). '

THEOREM 3.2. If there are numbers M and a such that 0 < r(x) =
Mzx® and if for some v > 1 and A, as in Theorem 3.1

lim (Kx““z"“ + Szp> = — oo
where K = MA2v* /(v — 1) then L,,y = (—1)“(ry'"™) + py 1is oscillatory
on (0, o).

Proof. For p, o, R, and v below, let y(x) be as in the proof of
Theorem 3.1. Pick # and v so that 0 < £ <1 and v > 1. Pick p so
large that ¢#p = a¢. As in the proof of Theorem 3.1

SyR,r(y(%))? é MAi( p(x—-Zﬂ-}-l Ra—-2n+1”a )
upo

(1 _ #)Zn—-l + ()) _ 1)2n—-l

There is a number ¢ such that
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pa—zn +1 xa——%-&-l»a

(1 —_ #)215—1 + (v — 1)2‘71'—'1

nas( Y+ w4 (p<o

for all x =¢. Let T(x) = gzp. Since T(x) — — >~ as x— oo, there

is a last zero of T(z). Let R be the last zero of T(x). This implies
that

vR vR
S Pyt = —ZSR yy' T(x) <0 .
Since

vR . 0 . R

S py < S Py + S D

re ro 0
then I(y) < 0.
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