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## §1. Introduction

Throughout, $\varepsilon$ is any small positive number, $\theta$ any real number, $n$, $n_{j}, k, N$ some positive integers and $p, p_{j}$ any primes. By $\|\theta\|$ we mean the distance from $\theta$ to the nearest integer. Write $C(\varepsilon), C(\varepsilon, k)$ for positive constants which may depend on the quantities indicated inside the parentheses.

Dirichlet's theorem says that for any $\theta, N$ there exists $n$ such that

$$
\begin{equation*}
n \leqslant N \quad \text { and } \quad\|\theta n\|<N^{-1} \tag{1.1}
\end{equation*}
$$

Furthermore, as a direct consequence of (1.1), there are infinitely many $n$ such that

$$
\begin{equation*}
\|\theta n\|<n^{-1} \tag{1.2}
\end{equation*}
$$

Improving an estimate of Vinogradov [12], Heilbronn [6] extended (1.1) by showing that for any $\theta, \varepsilon, N$ there are $n$ and $C(\varepsilon)$ such that

$$
\begin{equation*}
n \leqslant N \quad \text { and } \quad\left\|\theta n^{2}\right\|<C(\varepsilon) N^{-1 / 2+\varepsilon} \tag{1.3}
\end{equation*}
$$

Later, Davenport [3] extended (1.3) by proving that if $g$ is a polynomial of degree $k \geqslant 2$ with real coefficients and without constant term then for any $\varepsilon, N$ there are $n$ and $C(\varepsilon, k)$ such that

$$
\begin{equation*}
n \leqslant N \quad \text { and } \quad\|g(n)\|<C(\varepsilon, k) N^{-1 /\left(2^{k-1)+\varepsilon}\right.} \tag{1.4}
\end{equation*}
$$

The results of Heilbronn [6] and Davenport [3] sparked off a series of investigations (see [9]). In particular, recently Schmidt has made remarkable progress in [9, 10]. However all these developments concerning (1.1) have no parallel results for prime. This can be seen from the following example. Let $q$ be any positive integer having at least two

Received June 6, 1980.
distinct prime factors and $\left\{\alpha_{j}\right\}_{1}^{\infty}$ a sequence of irrationals which converges to the rational $a / q$ with $(a, q)=1$. Obviously

$$
\begin{equation*}
\left\|p^{k} a / q\right\| \geqslant 1 / q \tag{1.5}
\end{equation*}
$$

for any prime $p$. Suppose that when $\theta$ is irrational, (1.4) has a parallel result for prime, i.e. for any $\alpha_{j}, \varepsilon, N$ there are $p$ and $C(\varepsilon, k)$ such that

$$
\begin{equation*}
p \leqslant N \text { and }\left\|\alpha_{j} p^{k}\right\|<C(\varepsilon, k) N^{-\delta+\epsilon}, \tag{1.6}
\end{equation*}
$$

where $\varepsilon<\delta$ and $\delta$ depends on $k$ only. Now if $N^{\delta-\varepsilon}>q(C(\varepsilon, k)+1)$ and $\alpha_{j}$ satisfies $\left|\alpha_{j}-a / q\right|<N^{-k-\delta}$, then by (1.6),

$$
\left\|p^{k} a / q\right\| \leqslant\left\|\alpha_{j} p^{k}\right\|+p^{k}\left\|\alpha_{j}-a / q\right\|<N^{-\delta+\varepsilon}(C(\varepsilon, k)+1)<1 / q .
$$

This contradicts (1.5).
On the contrary, concerning (1.2) there is indeed a parallel result for prime. It was mentioned in [5] that by a result of Vinogradov [14, Chapter 9] for any $\varepsilon$ and irrational $\alpha$, there are infinitely many primes $p$ such that $\|\alpha p\|<p^{-1 / 5+e}$. Recently this inequality was improved by Vaughan [11] to $\|\alpha p\|<p^{-1 / 4}(\log p)^{8}$. The object of our present paper is to extend Dirichlet's theorem (1.2) to polynomials of a prime variable as that (1.3) and (1.4) extend Dirichlet's theorem (1.1). We shall prove

Theorem. If $f$ is any polynomial of degree $k \geqslant 2$ with real coefficients and irrational leading coefficient then for any $\varepsilon>0$ there are infinitely many primes $p$ such that

$$
\|f(p)\|<p^{-A(k)+\varepsilon}
$$

where $A(k)=\left(3(k+1) 4^{k+1}\right)^{-1}$.
By (1.5) we see that the irrationality in our theorem is essential. In our proof, unlike most previous work in this field, we make no use of the Heilbronn argument [6] presented by Davenport in [3] but we modify an earlier method due to Davenport and Heilbronn [1]. Also in $\S 4$ we are able to use the full-strength of a result of Vinogradov [13] which determines the exponent, $A(k)$ in our Theorem.

## §2. Notation

Let $\delta$ be a small positive number $(<1)$ and $x$ a real variable. Write $e(x)=\exp (i 2 \pi x)$ and denote the integral part of $x$ by $[x]$. Let $\alpha$ be the
leading coefficient of the given polynomial $f$. Since $\alpha$ is irrational, by Theorem 183 [4] there are infinitely many convergents $a / q$ such that

$$
\begin{equation*}
|\alpha-a| q \mid<\left(2 q^{2}\right)^{-1} \tag{2.1}
\end{equation*}
$$

For sufficiently large $q$, put

$$
\begin{gather*}
X=q^{1 /(k-2 / 3)}, \quad L=\log X, \\
I_{j}(x)=\int_{X}^{2 X} e\left((-1)^{j} x y^{k}\right) d y \quad(j=1,2),  \tag{2.2}\\
\left\{\begin{array}{l}
S_{j}(x)=\sum_{x<n \leqslant 2 X} e\left((-1)^{j} x n^{k}\right) \quad(j=1,2), \\
S_{3}(x)=\sum_{i X<p<2 \delta X} e(x f(p)), \quad S_{4}(x)=\sum_{i X<p \leqslant 2 \delta X} e\left(x p^{k}\right), \\
S_{j}(x)=\sum_{\partial X<n \leqslant 2 \delta X} e\left(x n^{k}\right) \quad(j=5,6, \cdots, s),
\end{array}\right.
\end{gather*}
$$

where

$$
\begin{equation*}
s=2^{k}+2 . \tag{2.4}
\end{equation*}
$$

Trivially,

$$
\begin{equation*}
\left|S_{j}(x)\right| \leqslant X(j=1, \cdots, s) \quad \text { and } \quad\left|I_{j}(x)\right| \leqslant X(j=1,2) \tag{2.5}
\end{equation*}
$$

Furthermore we put

$$
\begin{equation*}
V(x)=\prod_{j=1}^{s} S_{j}(x), \quad W(x)=I_{1}(x) I_{2}(x) \prod_{j=3}^{s} S_{j}(x) \tag{2.6}
\end{equation*}
$$

$$
\begin{gather*}
A(k)=\left(3(k+1) 4^{k+1}\right)^{-1}  \tag{2.7}\\
\tau=X^{-A(k)+\varepsilon},  \tag{2.8}\\
K_{\tau}(x)= \begin{cases}\tau^{2} & \text { if } x=0 \\
\left(\frac{\sin \pi \tau x}{\pi x}\right)^{2} & \text { otherwise }\end{cases}
\end{gather*}
$$

Obviously,

$$
\begin{equation*}
K_{r}(x) \leqslant \tau^{2} \tag{2.9}
\end{equation*}
$$

We partition the real line into

$$
\left\{\begin{array}{l}
E_{1}=\left\{x:|x| \leqslant X^{-k+1 / 3}\right\},  \tag{2.10}\\
E_{2}=\left\{x: X^{-k+1 / 3}<|x| \leqslant X^{2 A(k)}\right\}, \\
E_{3}=\left\{x: X^{2 A(k)}<|x|\right\} .
\end{array}\right.
$$

If $Y>0$ we use $Z \ll Y$ (or $Y \gg Z$ ) to denote $|Z|<C Y$ where $C$ is some positive constant. The constants implied by $O, \ll, \gg$ may depend on the given constants, $k, \varepsilon, \delta$ and the coefficients of $f$ only.

## § 3. Integration over $E_{1}$

Lemma 1. For any real $y$ we have

$$
\int_{-\infty}^{\infty} e(x y) K_{\tau}(x) d x=\max (0, \tau-|y|)
$$

Proof. See Lemma 2 in [8].
Lemma 2. We have

$$
\int_{-\infty}^{\infty} W(x) K_{\tau}(x) d x \gg \tau^{2} X^{s-k} L^{-2}
$$

Proof. Let $B$ denote the cartesian product of the intervals, $X^{k} \ll y_{j}$ $\ll(2 X)^{k}(j=1,2)$ and let the set $B^{*}$ of $\left(y_{1}, y_{2}\right)$ be defined by the following (3.1), (3.2), (3.3) and (3.4).

$$
\begin{gather*}
2 X^{k} \leqslant y_{1} \leqslant 3 X^{k},  \tag{3.1}\\
y_{2}=y_{1}+\phi-f\left(p_{3}\right)-p_{4}^{k}-\sum_{5 \leqslant j \leqslant s} n_{j}^{k}, \tag{3.2}
\end{gather*}
$$

where

$$
\begin{equation*}
\delta X \leqslant p_{3}, p_{4}, n_{5}, \cdots, n_{s} \leqslant 2 \delta X \tag{3.3}
\end{equation*}
$$

and $\phi$ is a real variable satisfying

$$
\begin{equation*}
|\phi|<\tau / 2 . \tag{3.4}
\end{equation*}
$$

By (3.1), (3.2), (3.3) and (3.4) we see that

$$
y_{2} \leqslant 3 X^{k}+\tau / 2+2|\alpha|(2 \delta X)^{k}+(2 \delta X)^{k}+(s-4)(2 \delta X)^{k}<4 X^{k} .
$$

Similarly $y_{2}>X^{k}$. So

$$
\begin{equation*}
B^{*} \subset B \tag{3.5}
\end{equation*}
$$

By (2.6), (2.2) and (2.3) we have

$$
\begin{aligned}
\int_{-\infty}^{\infty} W(x) K_{\tau}(x) d x=\sum_{1} \int_{-\infty}^{\infty} & \left(\prod_{j=1}^{2} \int_{X^{k}}^{(2 X)^{k}}\left(k y_{j}^{1-1 / k}\right)^{-1} e\left((-1)^{j} x y_{j}\right) d y_{j}\right) \\
& \times e\left(x\left\{f\left(p_{3}\right)+p_{4}^{k}+\sum_{5 \leqslant J \leqslant s} n_{j}^{k}\right\}\right) K_{\tau}(x) d x,
\end{aligned}
$$

where $\sum_{1}$ is a summation taken over all $p_{j}, n_{j}$ satisfying (3.3). Then by Lemma 1, (3.5), (3.2), (3.4) and (3.1) we have

$$
\begin{aligned}
& \int_{-\infty}^{\infty} W(x) K_{\mathrm{r}}(x) d x \gg X^{2(1-k)} \sum_{1} \int_{B} \max \left(0, \tau-\mid-y_{1}+y_{2}+f\left(p_{3}\right)+p_{4}^{k}\right. \\
&\left.+\sum_{5 \leqslant j \leqslant s} n_{j}^{k} \mid\right) d y_{1} d y_{2} \\
& \gg X^{2(1-k)} \sum_{1}(\tau-(\tau / 2)) \int_{B^{*}} d y_{1} d y_{2}(\phi) \\
& \gg X^{2(1-k)} \sum_{1} \tau\left(\tau X^{k}\right) \\
& \gg \tau^{2} X^{2-k} X^{s-4}(X / L)^{2}
\end{aligned}
$$

The last inequality follows from (3.3) and the prime number theorem. This proves Lemma 2.

Lemma 3. If $|x| \ll X^{-k+1 / 3}$ then for $j=1,2$

$$
S_{j}(x)=I_{j}(x)+O(1)
$$

Proof. This is essentially the Corollary in [2, p. 85].
Lemma 4. We have

$$
\int_{E_{1}} V(x) K_{\tau}(x) d x \gg \tau^{2} X^{s-k} L^{-2}
$$

Proof. By (2.6), Lemma 3 and (2.5) we have, when $x \in E_{1}$

$$
\begin{aligned}
|V(x)-W(x)| & =\left|S_{1}\left(S_{2}-I_{2}\right)+I_{2}\left(S_{1}-I_{1}\right)\right| \prod_{j=3}^{s}\left|S_{j}(x)\right| \\
& =O(X) \prod_{j=3}^{s}\left|S_{j}(x)\right|=O\left(X^{s-1}\right)
\end{aligned}
$$

So in view of (2.9) and (2.10)

$$
\begin{equation*}
\left|\int_{E_{1}} V(x) K_{\tau}(x) d x-\int_{E_{1}} W(x) K_{\tau}(x) d x\right| \ll \tau^{2} X^{s-1} \int_{E_{1}} d x \ll \tau^{2} X^{s-k-2 / 3} \tag{3.6}
\end{equation*}
$$

On the other hand, by integration by parts and (2.2) if $x \neq 0$ we have

$$
\begin{equation*}
I_{j}(x)=O\left(|x|^{-1} X^{-k+1}\right) \tag{3.7}
\end{equation*}
$$

It follows from (2.9), (3.7), (2.5) and (2.10) that

$$
\begin{equation*}
\int_{x \notin E_{1}} W(x) K_{\tau}(x) d x \ll \tau^{2} X^{s-2} X^{2(1-k)} \int_{x \in E_{1}}|x|^{-2} d x \ll \tau^{2} X^{s-k-1 / 3} \tag{3.8}
\end{equation*}
$$

Lemma 4 follows from Lemma 2, (3.6) and (3.8).

## §4. Integration over $\boldsymbol{E}_{2}$

Lemma 5. Let $\lambda_{3}=\alpha$ (the leading coefficient of $f$ ) and $\lambda_{4}=1$. Suppose that for $j=3$ or 4 there are integers $a_{j}, q_{j}$ with $\left(a_{j}, q_{j}\right)=1,1 \leqslant q_{j}$ and

$$
\left|\lambda_{j} x-a_{j}\right| q_{j} \mid \leqslant q_{j}^{-2}
$$

If

$$
\begin{equation*}
Q=\min \left(q_{j},[2 \delta X]^{k} / q_{j}\right), \quad U=\min \left(Q,[2 \delta X]^{1 / 3}\right) \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
Q \geqslant(k \log [2 \delta X])^{(2 k+1) 4^{3 k-1}} \tag{4.2}
\end{equation*}
$$

then

$$
S_{j}(x) \ll X U^{-3 A(k)},
$$

where $A(k)$ is defined in (2.7).
Proof. This is the Theorem in [13].
Lemma 6. We have

$$
\sup _{x \in E_{2}} \min \left(\left|S_{3}(x)\right|,\left|S_{4}(x)\right|\right) \ll X^{1-A(k)}
$$

Proof. Let $\lambda_{3}=\alpha$, which is the leading coefficient of the polynomial $f$, and $\lambda_{4}=1$. By Dirichlet's theorem [4, p. 30] for each $x \in E_{2}$ there are integers $a_{j}, q_{j}$ with $\left(a_{j}, q_{j}\right)=1$ and

$$
\begin{equation*}
1 \leqslant q_{j} \leqslant \delta^{-1} X^{k-1 / 3} \tag{4.3}
\end{equation*}
$$

such that

$$
\left|\lambda_{j} x-a_{j}\right| q_{j} \mid \leqslant \delta X^{-k+1 / 3} q_{j}^{-1} \quad(j=3,4) .
$$

By the same argument as that in Lemma 13 of [8] we can prove that $\max \left(q_{3}, q_{4}\right) \geqslant X^{1 / 3}$. In the proof we need (2.1), that is the irrationality of $\alpha$. Then Lemma 6 follows from Lemma 5.

Lemma 7. For $j \neq 3,4$ we have

$$
\int_{-\infty}^{\infty}\left|S_{j}(x)\right|^{2 k} K_{\tau}(x) d x \ll \tau X^{2 k-k} L^{c},
$$

where $c$ is some positive constant depending on $k$ only.
Proof. This is a consequence of Hua's Lemma [Theorem 4, 7]. See Lemma 21 in [8].

Lemma 8. We have

$$
\int_{E_{2}}|V(x)| K_{\tau}(x) d x \ll \tau^{2} X^{s-k} L^{-3} .
$$

Proof. By Lemma 6 we have

$$
\begin{align*}
& \int_{E_{2}}|V(x)| K_{\tau}(x) d x \leqslant \sup _{x \in E_{2}} \min \left(\left|S_{3}(x)\right|,\left|S_{4}(x)\right|\right) \\
& \times\left\{\int_{E_{2}}\left(\left|S_{3}(x)\right|+\left|S_{4}(x)\right|\right)\left|\prod_{j \neq 3,4} S_{j}(x)\right| K_{\tau}(x) d x\right\}  \tag{4.4}\\
& \ll X^{1-A(k)}\left\{J_{1}+J_{2}\right\}, \quad \text { say. }
\end{align*}
$$

Note that by (2.4) there are $2^{k}$ factors in the above product $\prod_{j \neq 3,4} S_{j}(x)$. We denote the products taken over the first $2^{k-1}$ and last $2^{k-1}$ factors by $\Pi_{1}$ and $\Pi_{2}$ respectively. By (2.5) and Hölder's inequality we have

$$
\begin{aligned}
J_{1} & \ll X \int_{E_{2}}\left|\prod_{j \neq 3,4} S_{j}(x)\right| K_{\tau}(x) d x \\
& \ll X\left\{\prod_{1}\left(\int_{-\infty}^{\infty}\left|S_{j}(x)\right|^{2 k} K_{\tau}(x) d x\right)^{21-k}\right\}^{1 / 2}\left\{\prod_{2}\left(\int_{-\infty}^{\infty}\left|S_{j}(x)\right|^{2 k} K_{\tau}(x) d x\right)^{21-k}\right\}^{1 / 2} .
\end{aligned}
$$

The same argument holds for $J_{2}$, then by Lemma 7 we have

$$
J_{1} \quad \text { and } \quad J_{2} \ll \tau X^{2 k-k+1} L^{c}
$$

This, together with (4.4), (2.4) and (2.8), proves Lemma 8.

## § 5. Completion of the proof

Lemma 9. Let $\Omega(x)=\sum e\left(x \omega\left(y_{1}, \cdots, y_{n}\right)\right)$, where $\omega$ is any real-valued function and the summation is over any finite set of values $y_{1}, \cdots, y_{n}$. Then for any $R>4 / \tau$ we have

$$
\int_{|x|>R}|\Omega(x)|^{2} K_{\tau}(x) d x \ll(R \tau)^{-1} \int_{-\infty}^{\infty}|\Omega(x)|^{2} K_{\tau}(x) d x .
$$

Proof. This follows from Lemma 2 in [2]. See Lemma 16 in [8].
Lemma 10. We have

$$
\int_{E_{3}}|V(x)| K_{\mathrm{t}}(x) d x \ll \tau^{2} X^{s-k} L^{-3}
$$

Proof. By (2.5), Lemma 9 with $R=X^{2 A(k)}$ and a similar argument as in the proof of Lemma 8, we have

$$
\begin{aligned}
& \int_{E_{3}}|V(x)| K_{\mathrm{r}}(x) d x \ll X^{2}\left(X^{2 A(k)} \tau\right)^{-1}\left\{\Pi_{1}\left(\int_{-\infty}^{\infty}\left|S_{j}(x)\right|^{2 k} K_{\mathrm{r}}(x) d x\right)^{2^{1-k}}\right\}^{1 / 2} \\
& \times\left\{\prod_{2}\left(\int_{-\infty}^{\infty}\left|S_{j}(x)\right|^{2 k} K_{\mathrm{r}}(x) d x\right)^{2^{1-k}}\right\}^{1 / 2}
\end{aligned}
$$

$$
\ll \tau^{2} X^{s-k} L^{-3} .
$$

This proves Lemma 10.
We come now to the proof of our Theorem. By Lemma 1 we have

$$
J=\int_{-\infty}^{\infty} V(x) K_{\tau}(x) d x=\sum_{2} \max \left(0, \tau-\left|n_{1}^{k}-n_{2}^{k}+f\left(p_{3}\right)+p_{4}^{k}+\sum_{5 \leqslant j \leqslant s} n_{j}^{k}\right|\right)
$$

where the summation $\sum_{2}$ is taken over all $s$-tuples $\left(n_{1}, n_{2}, p_{3}, p_{4}, n_{5}, \cdots, n_{s}\right)$ lying in

$$
\begin{equation*}
X \leqslant n_{1}, n_{2} \leqslant 2 X ; \quad \delta X \leqslant p_{3}, p_{4}, n_{5}, \cdots, n_{s} \leqslant 2 \delta X \tag{5.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
J \leqslant \tau N \tag{5.2}
\end{equation*}
$$

where $N$ is the number of ( $n_{1}, n_{2}, p_{3}, p_{4}, n_{5}, \cdots, n_{s}$ ) satisfying (5.1) and

$$
\begin{equation*}
\left|n_{1}^{k}-n_{2}^{k}+f\left(p_{3}\right)+p_{4}^{k}+\sum_{5 \leqslant j \leqslant s} n_{j}^{k}\right|<\tau=X^{-A(k)+\varepsilon} \tag{5.3}
\end{equation*}
$$

Now, by Lemmas 4, 8 and 10 we have

$$
J=\sum_{\nu=1}^{3} \int_{E_{\nu}} V(x) K_{\tau}(x) d x \gg \tau^{2} X^{s-k} L^{-2}
$$

So by (5.2)

$$
\begin{equation*}
N \gg \tau X^{s-k} L^{-2} \longrightarrow \infty \quad \text { as } X \longrightarrow \infty \tag{5.4}
\end{equation*}
$$

Since $n_{1}^{k}-n_{2}^{k}+p_{4}^{k}+\sum_{5 \leqslant j \leqslant s} n_{j}^{k}$ is an integer and $\delta X \leqslant p_{3} \leqslant 2 \delta X$, by (5.3), (5.4) we see that

$$
\left\|f\left(p_{3}\right)\right\|<p_{3}^{-A(k)+\varepsilon}
$$

has infinitely many solutions in primes $p_{3}$. This proves our Theorem.
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