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HOMOTOPY INVARIANCE IN E-THEORY

KLAUS THOMSEN

(communicated by G. Carlsson)

Abstract
We introduce equivalence relations among asymptotic ho-

momorphisms that in general are stronger than homotopy, but
which we show are equivalent to homotopy when the domain
is a suspended C∗-algebra. As an application, we show that
the E-theory of Connes and Higson can be realized as a special
case of Kasparov’s KK-theory.

1. Introduction

One of fundamental features in the Brown–Douglas–Fillmore theory of extensions
is that the equivalence relation used to define the extension groups turns out to
be homotopy invariant, see Theorem 2.14 of [3]. Similarly much of the power of
Kasparov’s generalization of the BDF-theory, cf. [12]–[14], comes from the fact
that there are several equivalence relations on the fundamental objects, and only
one of these relations is obviously homotopy invariant. The others are then shown
to be homotopy invariant, and in fact to define the same relation, by means of
the Kasparov product. This variety of apparently different equivalence relations
is missing in the variant of KK-theory, called E-theory, which was introduced by
Connes and Higson in [4]. The equivalence relation employed in the general E-
theory framework has so far only been homotopy. But recently, the efforts towards
classifying certain classes of C∗-algebras have met with the problem that while the
objects of E-theory, i.e. the asymptotic homomorphisms, seem much more amenable
to classification than the graded Hilbert A–B-modules of Kasparov, the equivalence
relation—namely homotopy—is not. The most striking solution of this occurs in the
classification of purely infinite simple nuclear C∗-algebras by Kirchberg and Phillips
where a major part of the proof consists of realizing E-theory, for their particular
class of C∗-algebras, as asymptotic homomorphisms modulo an equivalence relation
which is (apparently) much stronger than homotopy, see [15], [23], [1]. Similar
considerations and results can be found in the work of Lin, [17], [18] and Dadarlat
and Eilers, [7].

The project of the present work is to transfer to asymptotic homomorphism
the two most important equivalence relations which were used by Brown, Douglas,
Fillmore and Kasparov and which are not obviously homotopy invariant. To describe
what these relations become in E-theory, we formulate one of our main results:
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Theorem 1.1. Let A and B be separable C∗-algebras, B stable, and let

ϕ = (ϕt)t∈[1,∞), ψ = (ψt)t∈[1,∞) : SA→ B

be asymptotic homomorphisms. Then the following are equivalent:

(1) [ϕ] = [ψ] in [[SA,B]] (i.e. ϕ and ψ are homotopic).

(2) There is a family Φλ : SA→ B, λ ∈ [0, 1], of asymptotic homomorphisms such
that Φ0 = ϕ,Φ1 = ψ, and the family of maps, [0, 1] 3 λ 7→ Φλ

t (a), t ∈ [1,∞),
is equicontinuous for all a ∈ SA.

(3) There is an asymptotic homomorphism µ = (µt)t∈[1,∞) : cone(A) → B and a
norm-continuous path Ut, t ∈ [1,∞), of unitaries in M2(B)+ such that

lim
t→∞

Ut

(
ϕt(a)

µt(a)

)
U∗t −

(
ψt(a)

µt(a)

)
= 0

for all a ∈ SA.

Here, the equivalence relation described in (2) is the analog of operator homotopy
while the equivalence relation described in (3) corresponds to unitary equivalence
modulo addition by degenerate elements.

By Theorem 4.2 of [10], it is possible to realize KK-theory by using asymptotic
homomorphisms where the individual maps are completely positive linear contrac-
tions. It is therefore interesting that we can improve condition (3) for such com-
pletely positive asymptotic homomorphisms in the following way: For given separa-
ble C∗-algebras A and B, with B stable, there is a completely positive asymptotic
homomorphism λ = (λt)t∈[1,∞) : cone(A) → B with the property that two com-
pletely positive asymptotic homomorphisms ϕ = (ϕt)t∈[1,∞), ψ = (ψt)t∈[1,∞) : SA
→ B are homotopic (as completely positive asymptotic homomorphisms) if and
only if there is a norm-continuous path Ut, t ∈ [1,∞), of unitaries in M2(B)+ and
a continuous function r : [1,∞) → [1,∞) such that limt→∞ r(t) = ∞, and

lim
t→∞

Ut

(
ϕt(a)

λr(t)(a)

)
U∗t −

(
ψt(a)

λr(t)(a)

)
= 0

for all a ∈ SA.
As an application of the main results, we give in the final section a description

of E-theory which shows, perhaps surprisingly, that E-theory is a specialization of
KK-theory: For separable C∗-algebras A and B, there is a natural isomorphism

E(A,B) ' KK(A,Cb([1,∞), B ⊗K)/C0([1,∞), B ⊗K)).

Partial results in this direction were obtained by Nagy in [21]. Other applications
of our main results can be found in [27] and [28].

In the first version of the present paper, a preprint entitled ‘Homotopy invariance
for bifunctors defined from asymptotic homomorphisms’, the results were obtained
for discrete asymptotic homomorphisms parallel with ordinary asymptotic homo-
morphisms. In the approach presented here, it is not necessary to consider dis-
crete asymptotic homomorphisms, but the interested reader may consult [26] for
a description of the relation between discrete and ordinary asymptotic homomor-
phisms. Another major improvement concerns the equivalence between (1) and (2)
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in Theorem 1.1 which in the preprint was proved by use of Higson’s abstract version
of Kasparovs homotopy invariance results, cf. [8]. Now a direct and quite simple
proof exists and it was described in Theorem 3.4 of [20]. We can therefore concen-
trate here on the equivalence between (1) and (3). However, we end the paper with
an example which shows that the implication (1) ⇒ (2) of Theorem 1.1 can fail
when the domain algebra is not a suspension.

2. On absorbing extensions of a suspended C∗-algebra

In this section, we present the key construction of the paper. The point of depar-
ture is the notion of absorbing ∗-homomorphisms, and we refer to [25] for the
terminology and the basic results we shall need. We denote the multiplier algebra
of a C∗-algebra B by M(B).

Lemma 2.1. Let A and B be separable C∗-algebras with B stable. Let A0 ⊆ A be a
hereditary C∗-subalgebra of A. If π : A→M(B) is an absorbing ∗-homomorphism,
then so is π|A0 : A0 →M(B).

Proof. Let {uk} be an approximate unit in A0, and define Rk : A→ A0 by Rk(a) =
ukauk. Then, the Rk’s are completely positive contractions such that limk→∞Rk(x)
= x for all x ∈ A0. By using this sequence, it follows easily that (π|A0)

+ : A+
0 →

M(B) satisfies condition (1) of Theorem 2.1 in [25], cf. Lemma 2.1 of [28].

In this paper, we shall only use Lemma 2.1 in the case where the inclusion A0 ⊆ A
has the form SA ⊆ cone(A).

Given a Hilbert B-module E, we let LB(E) denote the C∗-algebra of adjointable
operators on E. The ideal of ‘compact’ operators in LB(E) is denoted by KB(E). In
the special case where E = B, there are well-known identifications LB(B) = M(B)
and KB(B) = B which we shall use freely.

Assuming that B is stable, we can choose a sequence Si, i = 1, 2, . . ., of isometries
inM(B) with orthogonal ranges such that

∑∞
i=1 SiS

∗
i = 1, where the sum converges

in the strict topology. If π : A→M(B) is a ∗-homomorphism, we can then form
a new ∗-homomorphism π∞ ⊕ 0∞ : A→M(B) which is given by (π∞ ⊕ 0∞)(a) =∑∞
i=1 S2iπ(a)S∗2i.

Definition 2.2. A ∗-homomorphism π : A→M(B) is saturated when π is unitarily
equivalent to π∞ ⊕ 0∞.

Lemma 2.3. Let A and B be separable C∗-algebras with B stable. Let π : A→
M(B) be a saturated and absorbing ∗-homomorphism. Let X be a compact metriz-
able space with base-point x0 ∈ X and set C0(X) = {f ∈ C(X) : f(x0) = 0}. Define
1C0(X) ⊗ π : A→M(C0(X)⊗B) by (1C0(X) ⊗ π(a)f)(x) = π(a)f(x), x ∈ X,
f ∈ C0(X)⊗B. Then 1C0(X) ⊗ π is absorbing.

Proof. By Theorem 2.1 of [25], it suffices to consider a completely positive contrac-
tion ϕ : A+ → C0(X)⊗B, finite subsets F ⊆ A+, G ⊆ C0(X)⊗B and ε > 0, and
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construct L ∈M(C0(X)⊗B) such that ‖L∗g‖ < ε, g ∈ G, and

‖ϕ(a)− L∗(1C0(X) ⊗ π)+(a)L‖ < ε

for all a ∈ F . There is a finite set x1, x2, x3, . . . , xn in X\{x0} and a partition of
unity {hi : i = 1, 2, . . . , n} in C(X) such that ‖ϕ(a)−∑n

i=1 hiϕ(a)(xi)‖ < ε
2 , a ∈ F .

Since π is saturated, there is a sequence of isometries Ti, i ∈ N, in M(B) such that
T ∗i π

+(A+)Tj = {0}, i 6= j, T ∗i π
+(a)Ti = π+(a) for all i, a, and limk→∞ ‖T ∗k b‖ =

0 for all b ∈ B. Since {g(x) : x ∈ X, g ∈ G} is a compact subset of B and π+

is unitally absorbing, it follows from Theorem 2.1 of [25] that we can find ele-
ments V1, V2, . . . , Vn ∈M(B) such that ‖V ∗i π+(a)Vi − ϕ(a)(xi)‖ < ε

2 , a ∈ F,
i = 1, 2, . . . , n. Set Wi = TK+iVi, i = 1, 2, . . . , n. If K is large enough, we have
that ‖W ∗

i π
+(a)Wi − ϕ(a)(xi)‖ < ε

2 , a ∈ F, W ∗
i π

+(A+)Wj = {0}, i 6= j, and
‖W ∗

i g(x)‖ < ε
n , g ∈ G, x ∈ X. Define the desired L by

(Lf)(x) =
n∑

i=1

√
hi(x)Wif(x).

In the following, we will let 1m and 0m denote the unit and the zero element of
Mm(M(B)), respectively. We will identify Mm(M(B)) and M(Mm(B)).

Lemma 2.4. Let D and B be C∗-algebras, B separable. Let π : D →M(B) be a
∗-homomorphism and p ∈M(B) a projection such that pπ(D) ⊆ B. Assume that
F ⊆ D is a finite set and δ > 0 is such that

‖π(a)p− pπ(a)‖ < δ, a ∈ F. (1)

Let F1 ⊆ D and G ⊆ B be finite sets. Let 0 6 z 6 1 be a strictly positive element in
(1− p)B(1− p) and let ε1, ε2 ∈ ]0, 1[ be given. There is then a continuous function
g : [0, 1] → [0, 1] such that g is zero in a neighborhood of 0, g(t) = 1, t > ε1,

sup
t∈[0,1]

‖[π(d), p+ g(tz)]‖ < 5δ, d ∈ F, (2)

‖[π(d), p+ g(z)]‖ < ε2, d ∈ F1, (3)

and

‖pb+ g(z)b− b‖ < ε2 , b ∈ G. (4)

Proof. Let Λ denote the convex set of continuous functions g : [0, 1] → [0, 1] such
that g is zero in a neighborhood of 0 and g(t) = 1, t > ε1. For each x ∈ F , define a
multiplier x̃ of cone((1− p)B(1− p)) by (x̃f)(t) = (1− p)π(x)(1− p)f(t), t ∈ [0, 1],
and define g̃ ∈ cone((1− p)B(1− p)) by g̃(t) = g(tz). Since t 7→ tz is a strictly pos-
itive element of cone((1− p)B(1− p)), {(g̃, g(z)) : g ∈ Λ}, is a convex approximate
unit in cone((1− p)B(1− p))⊕ (1− p)B(1− p). Since π(D)p ⊆ B, we can use the
argument from the proof of the existence of quasi-central approximate units, cf. [2],
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to find a g ∈ Λ such that

‖[(x̃, π(y)), (g̃, p+ g(z))]‖ < min{δ, ε2}, (5)

for all x ∈ F, y ∈ F1, and

‖pb+ g(z)b− b‖ < ε2, b ∈ G. (6)

For completeness, we include the argument: First observe that

‖pb+ g(z)b− b‖2 = ‖g(z)(1− p)b− (1− p)b‖2 = ‖(g(z)− 1)(1− p)b‖2
= ‖(g(z)− 1)(1− p)bb∗(1− p)(g(z)− 1)‖

tends to 0 as g → 1, increasingly, for all b ∈ B. In particular, there is a g0 ∈ Λ such
that ‖pb+ g(z)b− b‖ < ε2, b ∈ G, for all g > g0. Set E = cone((1− p)B(1− p))⊕
B, mg = (g̃, p+ g(z)), and consider a pair x ∈ F, y ∈ F1. Note that

[(x̃, π(y)),mg] ∈ E
for all g ∈ Λ since π(D)p ⊆ B. Let ϕ be any state on E and (πϕ,Hϕ, ξϕ) the cor-
responding cyclic representation of E, cf. Theorem 3.3.3 of [22]. Being cyclic, πϕ is
also non-degenerate and extends therefore to a representation πϕ of M(E). Note
that limg∈Λ πϕ(mg) = 1 in the strong operator topology because limg∈Λmge = e for
all e ∈ E. It follows that

lim
g∈Λ

ϕ([(x̃, π(y)),mg]) = lim
g∈Λ

〈πϕ([(x̃, π(y)),mg])ξϕ, ξϕ〉
= lim
g∈Λ

(〈πϕ((x̃, π(y)))πϕ(mg)ξϕ, ξϕ〉
− 〈πϕ((x̃, π(y)))ξϕ, πϕ(mg)ξϕ〉)

= 0.

Since ϕ was arbitrary, it follows that 0 is in the weak closure of {[(x̃, π(y)),mg] :
g ∈ Λ, g > g0} in E. But the latter set is convex; so also the norm-closure of it
contains 0, i.e. there is a g > g0 such that (5) holds for the pair (x, y) ∈ F × F1.
The same argument applied to E#F#F1 instead of E shows that we can make (5)
hold for all (x, y) ∈ F × F1 and some g > g0 in Λ.

(4) holds because g > g0 and (3) follows from (5) which also implies that

sup
t∈[0,1]

‖[(1− p)π(x)(1− p), g(tz)]‖ < δ, x ∈ F. (7)

Since

[π(x), g(tz)] =
[(1− p)π(x)(1− p), g(tz)] + [(1− p)π(x)p, g(tz)] + [pπ(x)(1− p), g(tz)],

we get (2) by combining (7) with (1).

Let H be an infinite-dimensional separable Hilbert space. We can then define
g : [0,∞[→ [0, 2] by

g(s) = sup{‖[a,√x]‖ : a, x ∈ B(H), ‖a‖ 6 1, 0 6 x 6 1, ‖[a, x]‖ 6 s}.
By the Lemma on page 332 of [2], g is continuous at 0, i.e. lims→0 g(s) = 0. g will
feature in the next Lemma.
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Lemma 2.5. Let D and B be separable C∗-algebras with D contractible. Let ϕt :
D → D, t ∈ [0, 1], be a homotopy of endomorphisms of D such that ϕ0 = id and
ϕ1 = 0. Let F0 ⊆ F1 ⊆ D and G1 ⊆ B be finite subsets. Let π : D →M(B) be a ∗-
homomorphism and p ∈M(B) a projection such that pπ(D) ⊆ B and ‖pπ(ϕt(a))−
π(ϕt(a))p‖ < κ, a ∈ F0, t ∈ [0, 1], for some κ > 0.

For any ε > 0, there is then an n ∈ N, a ∗-homomorphism π1 : D →M(Mn(B))
and a continuous path pt, t ∈ [0, 1], of elements pt ∈M(Mn+1(B)) such that

(1) 0 6 pt 6 1, t ∈ [0, 1],

(2) (p2
t − pt)

(
π(a)

π1(a)

)
= 0 , a ∈ D, t ∈ [0, 1],

(3) pt

(
π(a)

π1(a)

)
∈Mn+1(B), a ∈ D, t ∈ [0, 1],

(4) ‖pt
(
π(a)

π1(a)

)
−

(
π(a)

π1(a)

)
pt‖ 6 6g(20κ) + 3κ, a ∈ F0, t ∈ [0, 1],

(5)
( p

0n

)
6 pt, t ∈ [0, 1],

(6) ‖p1

(
π(ϕt(a))

π1(ϕt(a))

)
−

(
π(ϕt(a))

π1(ϕt(a))

)
p1‖ 6 ε, a ∈ F1, t ∈ [0, 1],

(7) ‖p1

(
b

0n

)− (
b

0n

) ‖ 6 ε, b ∈ G1,

(8) p1 = p2
1, p0 =

( p
0n

)
.

Proof. The proof is an elaboration of Voiculescus’ proof of Proposition 3 in [29].
Let δ > 0 be so small that 6g(4δ) + 3δ < ε

3 , δ < κ and δ +
√
‖b‖δ < ε for all b ∈ G1.

Choose first a finite ε
3 -dense subset F of {ϕt(a) : t ∈ [0, 1], a ∈ F1}, and then a n so

large that t, s ∈ [0, 1], |s− t| 6 1/n ⇒ ‖ϕt(a)− ϕs(a)‖ < δ, a ∈ F . Let 0 6 z 6 1
be a strictly positive element in (1− p)B(1− p). It follows from Lemma 2.4 that
there are continuous functions gi : [0, 1] → [0, 1], i = 0, 1, . . . , n− 1, which are all
zero in a neighborhood of 0 such that gjgj−1 = gj−1, j = 1, 2, . . . , n− 1, and such
that the elements xj = p+ gj(z) and xtj = p+ gj(tz) satisfy that

‖xjπ ◦ ϕ j
n
(a)− π ◦ ϕ j

n
(a)xj‖ 6 δ, (8)

j = 0, 1, 2, · · · , n− 1, a ∈ F , ‖x0b− b‖ 6 δ, b ∈ G1, and

‖xtjπ ◦ ϕ j
n
(a)− π ◦ ϕ j

n
(a)xtj‖ < 5κ, (9)

j = 0, 1, 2, · · · , n− 1, a ∈ F0, t ∈ [0, 1]. Set π1 = diag(π ◦ ϕ 1
n
, π ◦ ϕ 2

n
, · · · , π ◦ ϕ1)

and

pt =
(
p

0n−1
2t(11−p)

)
, t ∈

[
0,

1
2

]
.

Then (1)–(5) hold trivially for t ∈ [0, 1
2 ]. Note that xtix

t
i−1 = xti−1, i = 1, . . . , n− 1.

Set X0
t = x2t−1

0 , Xj
t = x2t−1

j − x2t−1
j−1 , j = 1, 2, . . . , n− 1, and Xn

t = 11 − x2t−1
n−1 ,
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t ∈ [ 12 , 1]. Define Tt ∈M(Mn+1(B)), t ∈ [ 12 , 1], by

Tt =




√
X0
t 0 . . . 0√

X1
t 0 . . . 0

...
...

. . .
...√

Xn
t 0 . . . 0


 .

Then TtT
∗
t is a projection since T ∗t Tt clearly is. Since T 1

2
T ∗1

2
= p 1

2
we can extend

pt, t ∈ [0, 1
2 ], to a continuous path in M(Mn+1(B)) by setting pt = TtT

∗
t , t ∈ [ 12 , 1].

Then (1) and (2) clearly hold and (3) follows from the observation that
(
π(a)

π1(a)

)
Tt ⊆Mn+1(B), a ∈ D, t ∈

[
1
2
, 1

]
.

It follows from (8) and (9), by using that TtT ∗t is tri-diagonal as in the proof of
Proposition 3 in [29], that

‖[p1,
(
π(a)

π1(a)

)
]‖ 6 6g(4δ) + 3δ 6 ε

3
, a ∈ F,

and

‖[pt,
(
π(a)

π1(a)

)
]‖ 6 6g(20κ) + 3κ, a ∈ F0, t ∈

[
1
2
, 1

]
,

i.e. (4) and (6) hold. (5) is trivial when t ∈ [0, 1
2 ] and for t > 1

2 , it follows from the
observation that

( p
0n

)
Tt =

( p
0n

)
,

( p
0n

)
T ∗t =

( p
0n

)
.

It is straightforward to check that ‖p1

(
b

0n

)− (
b

0n

) ‖ 6 ‖X0
1b− b+

√
X1

1

√
X0

1b‖
6 δ +

√
‖b‖δ when b ∈ G1, and (7) holds. (8) is trivial.

Theorem 2.6. Let A and B be separable C∗-algebras, B stable. There exists a sat-
urated and absorbing ∗-homomorphism π : cone(A) →M(B) such that also π|SA :
SA→M(B) is saturated and absorbing, and a continuous path pt, t ∈ [0,∞), of
elements in M(B) such that
(1) 0 6 pt 6 1, t ∈ [0,∞),
(2) ptπ(cone(A)) ⊆ B, t ∈ [0,∞),
(3) (p2

t − pt)π(cone(A)) = {0}, t ∈ [0,∞),
(4) limt→∞ ptb = b, b ∈ B,
(5) limt→∞ ‖ptπ(a)− π(a)pt‖ = 0, a ∈ cone(A),
(6) p0 = 0, p2

n = pn, n = 1, 2, 3, . . ..

Proof. By [25] and Lemma 2.1, there is an absorbing ∗-homomorphism SA→
M(B) which is the restriction of an absorbing ∗-homomorphism Θ: cone(A) →
M(B). Let F1 ⊆ F2 ⊆ F3 ⊆ · · · and G1 ⊆ G2 ⊆ G3 ⊆ · · · be sequences of finite
sets with dense union in cone(A) and B, respectively. By using Lemma 2.5, we
can construct a sequence 1 = n0 < n1 < n2 < · · · of natural numbers, paths pi(t),
t ∈ [i− 1, i], in Mni(M(B)), i = 1, 2, . . ., and ∗-homomorphisms π̃i : cone(A) →
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Mni−ni−1(M(B)), i = 1, 2, . . ., such that π0 = Θ and πi =
( πi−1

eπi

)
: cone(A) →

Mni(M(B)), i = 1, 2, . . ., satisfy

(1) 0 6 pi(t) 6 1, t ∈ [i− 1, i], i = 1, 2, . . .,

(2) (pi(t)2 − pi(t))πi(cone(A)) = {0}, t ∈ [i− 1, i], i = 1, 2, . . .,

(3) pi(t)πi(cone(A)) ⊆Mni
(B), t ∈ [i− 1, i], i = 1, 2, . . .,

(4) pi(t) >
(
pi−1(i−1) 0

0 0ni−ni−1

)
, t ∈ [i− 1, i], i = 2, 3, . . .,

(5) ‖pi(i)
(
b

0ni−ni−1

)
−

(
b

0ni−ni−1

)
‖ 6 1

i , when all entries of b ∈Mni−1(B)
come from Gi, i = 1, 2, 3, . . .,

(6) ‖pi(t)πi(a)− πi(a)pi(t)‖ 6 1
i , a ∈ Fi, t ∈ [i− 1, i], i = 1, 2, . . .,

(7) pi(i− 1) = pi(i− 1)2 =
(
pi−1(i−1) 0

0 0ni−ni−1

)
, i = 2, 3, . . .,

and p1(0) = 0. The construction can proceed by induction if the following condition
is added—in the notation from Lemma 2.5:

i) ‖pi(i)πi(ϕt(a))− πi(ϕt(a))pi(i)‖ 6 δi+1,

for a ∈ Fi+1, t ∈ [0, 1], where δi+1 > 0 is chosen such that 6g(20δi+1) + 3δi+1 6 1
i+1 .

Note that we can arrange that π̃i has the form π̃i = πi−1 ⊕ ϕi ⊕ 0ni−1 for some
∗-homomorphism ϕi : cone(A) →Mni−2ni−1(M(B)). Now define ϕ′ : cone(A) →
LB(l2(B)) by

ϕ′(d) = diag(Θ(d), π̃1(d), π̃2(d), π̃3(d), . . .),

and set

p′t =
(
pi(t)

0∞

)
, t ∈ [i− 1, i], i = 1, 2, . . . .

ϕ′ is unitarily equivalent to a ∗-homomorphism π : cone(A) →M(B) since l2(B) '
B as Hilbert B-modules. Note that both π and π|SA : SA→M(B) are absorbing
because Θ has these properties. Furthermore, both π and π|SA are saturated since
each πi as well as 0 occur as direct summands in π̃k for infinitely many k’s. Via the
isomorphism l2(B) ' B, p′ becomes a path pt, t ∈ [0,∞), in M(B) which has the
properties (1)–(6) stated in the theorem.

3. Duality in KK-theory

Let A and B be separable C∗-algebras, with B stable. Consider an absorbing
∗-homomorphism π : A→M(B) and set

A = {x ∈M(B) : xπ(a)− π(a)x ∈ B, a ∈ A},

B = {x ∈M(B) : xπ(a), π(a)x ∈ B, a ∈ A}.
Then B is an ideal in A, and in [25], it was shown that

K1(A/B) = KK(A,B).
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This identification is given by associating to a unitary u ∈Mn(A/B) the Kasparov
A,B-bimodule

(Bn ⊕Bn,
(
πn

πn

)
, ( v
v∗ )),

where πn(a) = diag(π(a), π(a), · · · , π(a)), Bn ⊕Bn is graded by (x, y) → (x,−y)
and v ∈Mn(A) is any lift of u. In order to use the constructions from the last
section, it is helpful to improve a little on this correspondence between KK and K1,
as follows.

Lemma 3.1. K0(B) = K1(B) = 0.

Proof. Consider

B1 = {X ∈M2(M(B)) : X
(
π(a)

0

)
,
(
π(a)

0

)
X ∈M2(B), a ∈ A}.

Define ψ : B → B1 by ψ(x) = ( x 0 ). We claim that (a) ψ∗ : K∗(B) → K∗(B1) is injec-
tive, and (b) ψ∗ = 0. To prove (a) first, note that there is a unitary
U ∈ LB(B ⊕B,B) such that

U
(
π(a)

0

)
U∗ − π(a) ∈ B, a ∈ A, (10)

because π is absorbing. Then z 7→ UzU∗ is a ∗-homomorphism λ : B1 → B. Define
V : B → B by V b = U(b, 0), and observe that V is adjointable with adjoint V ∗ : B →
B given by V ∗b = p1U

∗b, where p1 : B ⊕B → B is the projection to the first coordi-
nate. V ∈M(B) is an isometry such that λ ◦ ψ = AdU ◦ ψ = AdV and V π(a)V ∗ =
U

(
π(a)

0

)
U∗. It follows from the last equality and (10) that V π(a)− π(a)V ∈ B

for all a ∈ A, and then that xV ∈ B when x ∈ B. Therefore V is an isometry in
M(B), and hence (AdV )∗ = id in K-theory. Consequently λ∗ ◦ ψ∗ = id in K-theory,
proving (a). To prove (b), observe that ψ is homotopic, via a standard rotation argu-
ment, to the ∗-homomorphism x 7→ ( 0

x ), which clearly factors through M(B). But
K∗(M(B)) = 0 since B is stable and hence ψ∗ = 0.

By combining Lemma 3.1 with Theorem 3.2 of [25], we conclude that

K1(A) = KK(A,B). (11)

4. Homotopy invariance

Let A and B be separable C∗-algebras, with B stable. By Theorem 2.6, there
is an absorbing and saturated ∗-homomorphism π : cone(A) →M(B) such that
π|SA : SA→M(B) is also absorbing and saturated, and a continuous path pt,
t ∈ [0,∞), in M(B) such that (1)–(5) of Theorem 2.6 hold. We can then define
a completely positive asymptotic homomorphism λ = (λt)t∈[1,∞) : cone(A) → B by
λt(a) = ptπ(a)pt. This asymptotic homomorphism will feature in the following the-
orem. Recall, [10], that [[·, ·]]cp denotes the homotopy classes of completely positive
asymptotic homomorphisms.

Theorem 4.1. Let A and B be separable C∗-algebras, B stable. Let ϕ = (ϕt)t∈[1,∞),
ψ = (ψt)t∈[1,∞) : SA→ B be completely positive asymptotic homomorphisms. Then,
the following are equivalent:
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(1) [ϕ] = [ψ] in [[SA,B]]cp.
(2) There is a completely positive asymptotic homomorphism µ = (µt)t∈[1,∞) :

SA→ B and a strictly continuous path {Ut}t∈[1,∞) of unitaries in M(M2(B))
such that

lim
t→∞

Ut

(
ϕt(a)

µt(a)

)
U∗t −

(
ψt(a)

µt(a)

)
= 0

for all a ∈ SA.
(3) There is a norm-continuous path {St}t∈[1,∞) of unitaries in M2(B)+ and an

increasing continuous function r : [1,∞) → [1,∞) with limt→∞ r(t) = ∞ such
that

lim
t→∞

St

(
ϕt(a)

λr(t)(a)

)
S∗t −

(
ψt(a)

λr(t)(a)

)
= 0

for all a ∈ SA.

Proof. Since (3) ⇒ (2) is trivial, it suffices to prove (1) ⇒ (3) and (2) ⇒ (1). First,
(1) ⇒ (3) : Define ϕ̂, ψ̂ : SA→M(C0(0,∞)⊗B) by

(ϕ̂(a)f)(t) =

{
ϕt(a)f(t), t ∈ (1,∞)
tϕ1(a)f(t), t ∈ (0, 1]

, f ∈ C0(1,∞)⊗B,

and similarly for ψ̂. Let q : M(C0(0,∞)⊗B) →M(C0(0,∞)⊗B)/C0(0,∞)⊗B

be the quotient map. Then q ◦ ϕ̂ and q ◦ ψ̂ define invertible (or semi-split) exten-
sions of SA by C0(0,∞)⊗B because ϕ and ψ are completely positive. They define
the same element of Ext−1(SA,C0(0,∞)⊗B) since ϕ and ψ are homotopic as
completely positive asymptotic homomorphisms. Such a homotopy gives rise to a
diagram of semi-split extensions as in Theorem 3.3.14 of [16], connecting q ◦ ϕ̂ and
q ◦ ψ̂. Set π̃ = 1C0(0,∞) ⊗ π, cf. Lemma 2.3. Since [q ◦ ϕ̂] and [q ◦ ψ̂] are equal in
Ext−1(SA,C0(0,∞)⊗B) and π̃ is absorbing, it follows from Kasparov’s theory
that there is a unitary U ∈M(M2(C0(0,∞)⊗B)) such that

U
(
ϕ̂(a)

π̃(a)

)
U∗ −

(
ψ̂(a)

π̃(a)

)
∈M2(C0(0,∞)⊗B) (12)

for all a ∈ SA. U defines a strictly continuous path, {Ut}t∈(0,∞), of unitaries in
M(M2(B)) such that

lim
t→∞

Ut

(
ϕt(a)

π(a)

)
U∗t −

(
ψt(a)

π(a)

)
= 0 (13)

for all a ∈ SA. For each n ∈ N, Ut, t ∈ (0, n], defines a unitary Wn in
M(M2(C0(0, n] ⊗B)). Consider π̃ as a ∗-homomorphism SA→M(C0(0, n]⊗B)
in the obvious way and observe that (12) implies that

Wn

(
0
π̃(a)

)
W ∗
n −

(
0
π̃(a)

) ∈M2(C0(0, n]⊗B) (14)

for all a ∈ SA, i.e. Wn is a unitary in

An ={x ∈M(M2(C0(0, n]⊗B)) : x
(

0
π̃(a)

)

− (
0
π̃(a)

)
x ∈M2(C0(0, n]⊗B), a ∈ SA}.

Note that ( 0
π̃ ) is absorbing and saturated because π has these properties, cf.
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Lemma 2.3. Since C0(0, n]⊗B is contractible, KK(SA,M2(C0(0, n]⊗B)) = 0, and
we conclude from (11) that K1(An) = 0. It follows therefore that diag(Wn, 12, . . . ,
12) is homotopic to 12k in Mk(An) for some k ∈ N. It is easy to see that since π̃ is
saturated, we can take k = 2. Let En denote the C∗-subalgebra of M4(M(C0(0, n]⊗
B)) generated by the unit 14, M4(C0(0, n]⊗B) and

(
0
π̃(a)

0
π̃(a)

)
, a ∈ SA.

It follows from (14) that
Ad

(
Wn

12

)

defines an automorphism αn of En, and the path of unitaries in M2(An) connecting(
Wn

12

)
to 14 gives us a uniform norm-continuous path of automorphisms in AutEn

connecting αn to the identity in AutEn. Since En is separable, it follows from 8.7.8
and 8.6.12 in [22], cf. Proposition 2.15 of [7], that αn is asymptotically inner, i.e.
there is a continuous path V ns , s ∈ [1,∞), of unitaries in En such that αn(x) =
lims→∞ V ns xV

n
s
∗ for all x ∈ En. For each t ∈ (0, n], evaluation at t gives us a ∗-

homomorphism evt : En →M(M4(B)). Set V ns (t) = evt(V ns ). Then each V ns (t) is a
unitary in the C∗-subalgebra E of M4(M(B)) generated by 14, M4(B) and

(
0
π(a)

0
π(a)

)
, a ∈ SA.

Let F1 ⊆ F2 ⊆ F3 ⊆ · · · be a sequence of finite subsets with dense union in SA.
Since

lim
s→∞

sup
t∈(0,n]

∥∥∥∥∥V
n
s (t)

(
ϕt(a)

π(a)
0
π(a)

)
V ns (t)∗

− (
Ut

12

)
(
ϕt(a)

π(a)
0
π(a)

) (
U∗t

12

)∥∥∥∥∥ = 0

for all a ∈ SA, we can find an sn ∈ [1,∞) so big that
∥∥∥∥∥V

n
s (t)

(
ϕt(a)

π(a)
0
π(a)

)
V ns (t)∗ − (

Ut
12

)
(
ϕt(a)

π(a)
0
π(a)

)(
U∗t

12

)∥∥∥∥∥ 6 1
n

(15)
for all s > sn, all t ∈ (0, n] and all a ∈ Fn. For any b ∈ B, a ∈ SA, we can choose an
element x̃ ∈ En such that evn(x̃) = x, where

x =

(
b
π(a)

0
π(a)

)
.

Then

lim
s→∞

V ns (n)xV ns (n)∗ = lim
s→∞

evn(V ns x̃V
n
s
∗) = evn(αn(x̃)) =

(
Un

12

)
x

(
U∗n

12

)
.

A similar argument shows that lims→∞ V n+1
s (n)xV n+1

s (n)∗ =
(
Un

12

)
x

(
U∗n

12

)
,
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and hence

lim
s→∞

V n+1
s (n)

∗
V ns (n)xV ns (n)∗V n+1

s (n) = x. (16)

To simplify notation, set ∆k
s = V k+1

s (k)∗V ks (k). It follows from (16) that if we
increase sn, we can arrange that

‖∆k
s

(
ϕt(a)

π(a)
0
π(a)

)
∆k
s

∗ −
(
ϕt(a)

π(a)
0
π(a)

)
‖ 6 1

n2
(17)

for all a ∈ Fn, t ∈ (0, n], and all k = 2, 3, . . . , n, when s > sn. Proceeding induc-
tively, we can arrange that sn < sn+1 for all n. Let s : [1,∞) → [1,∞) be a con-
tinuous increasing function such that s(n) = sn+1, n = 1, 2, 3, . . .. Define a norm-
continuous path Wt, t ∈ [1,∞), in E such that Wt = V 2

s(t)(t), t ∈ [1, 2], and
Wt = V k+1

s(t) (t)∆k
s(t) · · ·∆3

s(t)∆
2
s(t), t ∈ [k, k + 1], k > 2. Let a ∈ Fn and consider

t ∈ [k, k + 1], where k > n. Since s(t) > sk+1 and a ∈ Fk+1, it follows from (17)
that

Wt

(
ϕt(a)

π(a)
0
π(a)

)
W ∗
t ∼k· 1

k2
V k+1
s(t) (t)

(
ϕt(a)

π(a)
0
π(a)

)
V k+1
s(t) (t)∗, (18)

where ∼δ means that the distance between the two elements is at most δ. Further-
more, it follows from (15) that

V k+1
s(t) (t)

(
ϕt(a)

π(a)
0
π(a)

)
V k+1
s(t) (t)∗ ∼ 1

k

(
Ut

12

)
(
ϕt(a)

π(a)
0
π(a)

)(
U∗t

12

)
.

(19)
It follows from (19), (18) and (13) that

lim
t→∞

Wt

(
ϕt(a)

π(a)
0
π(a)

)
W ∗
t −

(
ψt(a)

π(a)
0
π(a)

)
= 0, (20)

first when a ∈ Fn, and then for all a ∈ SA since n was arbitrary. Being satu-
rated, π is unitarily equivalent to π ⊕ 0⊕ π, so there is a unitary T ∈ LB(B3, B)
such that T diag(π(a), 0, π(a))T ∗ = π(a), a ∈ SA. Set W = 1⊕ T ∈ LB(B4, B ⊕
B). Then AdW (E) = E0 where E0 is the C∗-subalgebra of M(M2(B)) gener-
ated by 12, M2(B) and

(
0
π(SA)

)
. Set Vt = WWtW

∗ ∈ E0, and note that

lim
t→∞

Vt

(
ϕt(a)

π(a)

)
V ∗t −

(
ψt(a)

π(a)

)
= 0 (21)

for all a ∈ SA. Observe that there is a unique decomposition Vt = λt12 − at, where
λt ∈ C, |λt| = 1, and at ∈

(
0
π(SA)

)
+M2(B). By using λt−1Vt and λ−1

t at instead
of Vt and at, we can assume that λt = 1 for all t, without violating (21). Set

Xs,t =
(

1
ps

)
Vt +

(
0

1−ps

)
.

Since Vt ∈ E0, it follows from property (2) in Theorem 2.6 that Xs,t = 12, modulo
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M2(B), i.e. Xs,t ∈M2(B)+ for all s, t. Furthermore,

lim
s→∞

X∗
s,tXs,t

= lim
s→∞

V ∗t
(

1
p2s

)
Vt +

(
0

(1−ps)2

)
+ V ∗t

(
0
ps−p2s

)
+

(
0
ps−p2s

)
Vt

= lim
s→∞

(
1
p2s

)
+

(
0

(1−ps)2

)
+ V ∗t

(
0
ps−p2s

)
+

(
0
ps−p2s

)
Vt

(using properties (4) and (5) in Theorem 2.6)

= lim
s→∞

(
1
p2s

)
+

(
0

(1−ps)2

)
+

(
0
ps−p2s

)
+

(
0
ps−p2s

)

(using properties (3) and (4) in Theorem 2.6)
= 12.

Note that the convergence is uniform for t in compact subsets of [1,∞). Similarly,
we see that lims→∞Xs,tX

∗
s,t = 12, uniformly for t in any compact subset of [1,∞).

It follows that for any n ∈ N, there is an mn ∈ N such that

sup
t∈[1,n]

‖[( 1
ps

)
, Vt]‖ < 1

n
(22)

and

sup
t∈[1,n]

(‖Xs,tX
∗
s,t − 12‖+ ‖X∗

s,tXs,t − 12‖) < 1
n

for all s > mn. We can arrange that mn < mn+1 for all n ∈ N. Define a continuous
function r : [1,∞) → [1,∞) such that r(n) = mn+1 and r is linear between n and
n+ 1 for all n. Then

‖Xr(t),t

(
ϕt(a)

pr(t)π(a)pr(t)

)
X∗
r(t),t −

(
ψt(a)

pr(t)π(a)pr(t)

)
‖

6 ‖Vt
(
ϕt(a)

pr(t)π(a)pr(t)

)
V ∗t −

(
ψt(a)

pr(t)π(a)pr(t)

)
‖

6 2‖a‖‖[( 1
pr(t)

)
, Vt]‖ + ‖Vt

(
ϕt(a)

π(a)

)
V ∗t −

(
ψt(a)

π(a)

)
‖,

which tends to zero as t tends to infinity for all a ∈ SA by (22) and (21). It follows
that

Xr(t),t(X∗
r(t),tXr(t),t)−

1
2

is a norm-continuous path {St}t∈[1,∞) of unitaries in M2(B)+ with the desired
properties.

(2) ⇒ (1): By introducing the composition product • for the homotopy classes of
completely positive asymptotic homomorphisms, (2) implies that [U ] • ([ϕ] + [µ]) =
[ψ] + [µ], where U : B → B is the asymptotic homomorphism Ut(b) = UtbU

∗
t . It suf-

fices therefore to show that [U ] = [idB ] in [[B,B]]cp. This is done by connecting Ut
to 1 via the path VλUtV

∗
λ + (1− VλV

∗
λ ), where Vλ is the path of isometries from

Lemma 1.3.6 of [16].

In order to apply Theorem 4.1 to asymptotic homomorphisms which are not
completely positive, we need a lemma. We let K denote the C∗-algebra of compact
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operators on an infinite dimensional separable Hilbert space.

Lemma 4.2. Let B be a separable C∗-algebra and D a separable C∗-subalgebra of
Cb([1,∞), B ⊗K)/C0([1,∞), B ⊗K). There is then a stable separable C∗-algebra E
such that D ⊆ E ⊆ Cb([1,∞), B ⊗K)/C0([1,∞), B ⊗K).

Proof. Let q : Cb([1,∞), B ⊗K) → Cb([1,∞), B ⊗K)/C0([1,∞), B ⊗K) be the
quotient map.

Observation 4.3. Let f ∈ Cb([1,∞), B ⊗K) be a positive element. There is then an
element z ∈ Cb([1,∞), B ⊗K)/C0([1,∞), B ⊗K) such that z∗z = q(f) and zz∗q(f)
= 0.

To prove this observation, construct first a g ∈ Cb([1,∞), B ⊗K) such that
limt→∞ f(t)− g(t) = 0, and g has the following property: For each n ∈ N, there is
anmn ∈ N such that g(t) ∈ B ⊗Mmn

(C) ⊆ B ⊗K, t ∈ [1, n]. Then construct, recur-
sively, elements zn ∈ C([1, n], B ⊗K) such that z∗n(t)zn(t) = g(t), zn(t)z∗n(t)g(t) =
0, t ∈ [1, n], and z∗n(t)zi(t) = 0, t ∈ [1, i], i 6 n− 1. Choose finally a partition of unity
{hi}∞i=2 ⊆ Cb[1,∞) such that supphi ⊆ [1, i] and set z = q(z0) where z0(t) =∑∞
i=2

√
hi(t)zi(t).

It follows from Observation 4.3 that we can find a sequence D ⊆ D1 ⊆ D2 ⊆ · · ·
of separable C∗-subalgebras of Cb([1,∞), B ⊗K)/C0([1,∞), B ⊗K) and for each
n, have a dense sequence {g1, g2, . . .} in the positive part of Dn and elements
{v1, v2, . . .} in Dn+1 such that v∗kvk = gk and vkv∗kgk = 0 for all k. Set E =

⋃∞
n=1Dn

which is a separable C∗-subalgebra of Cb([1,∞), B ⊗K)/C0([1,∞), B ⊗K) contain-
ing D. If a ∈ E is a positive element and ε > 0, there are elements b, x ∈ E, b > 0,
such that ‖a− b‖ < ε, x∗x = b and xx∗b = 0. By Proposition 2.2 and Theorem 2.1
of [9], we conclude that E is stable.

Theorem 4.4. Let A and B be separable C∗-algebras, B stable. Let ϕ = (ϕt)t∈[1,∞),
ψ = (ψt)t∈[1,∞) : SA→ B be asymptotic homomorphisms. Then the following are
equivalent:
(1) [ϕ] = [ψ] in [[SA,B]].
(2) There is an asymptotic homomorphism ν = (νt)t∈[1,∞) : cone(A) → B and a

norm-continuous path {Ut}t∈[1,∞) of unitaries in M2(B)+ such that

lim
t→∞

Ut

(
ϕt(a)

νt(a)

)
U∗t −

(
ψt(a)

νt(a)

)
= 0

for all a ∈ SA.

Proof. The implication (2) ⇒ (1) is proved in the same way as the corresponding
implication in the proof of Theorem 4.1. We prove (1) ⇒ (2): Define ϕ̃, ψ̃ : SA→
Cb([1,∞), B) such that

ϕ̃(a)(t) = ϕt(a),

and similarly for ψ. Let qB : Cb([1,∞), B) → Cb([1,∞), B)/C0([1,∞), B) be quo-
tient map and note that qB ◦ ϕ̃ and qB ◦ ψ̃ are both ∗-homomorphisms. It follows
from the equivalence between (1) and (2) in Theorem 1.1, which was established in
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Theorem 3.4 of [20], that qB ◦ ϕ̃ and qB ◦ ψ̃ are homotopic as ∗-homomorphisms.
Since A is separable, we conclude from Lemma 4.2 that there is a separable and
stable C∗-subalgebra D of Cb([1,∞), B)/C0([1,∞), B) such that qB ◦ ϕ̃, qB ◦ ψ̃
take values in D and are homotopic in Hom(SA,D). By Theorem 4.1, there is
a completely positive asymptotic homomorphism µ : cone(A) → D and a norm-
continuous path {St}t∈[1,∞) in M2(D)+ such that

lim
t→∞

St

(
qB◦ϕ̃(a)

µt(a)

)
S∗t −

(
qB◦ψ̃(a)

µt(a)

)
= 0

for all a ∈ SA. Let χ be a continuous right-inverse for the quotient map
qB : Cb([1,∞), B) → Cb([1,∞), B)/C0([1,∞), B). Lift S to a norm-continuous path
W = {Wt} of unitaries in Cb([1,∞),M2(B)+). (If necessary, the explicit construc-
tion of such a lift can be found in Lemma 3.3 of [28].) If r : [1,∞) → [1,∞) is a
continuous and sufficiently slowly increasing function with limt→∞ r(t) = ∞, then
ν = (χ ◦ µr(t)(·)(t))t∈[1,∞) is an asymptotic homomorphism ν : cone(A) → B such
that

lim
t→∞

Wr(t)(t)
(
ϕt(a)

νt(a)

)
Wr(t)(t)∗ −

(
ψt(a)

νt(a)

)
= 0

for all a ∈ SA. Since t 7→Wr(t)(t) is norm-continuous, we are done.

Note that the last result improves on Theorem 3.4 of [20] in two ways: The
asymptotic homomorphism ν is defined on cone(A), not only on SA, and the path
of unitaries comes from M2(B)+ rather than M(M2(B)).

5. A description of E-theory in terms of KK-theory

In this section, we will use the results of the previous sections to show that

E(A,B) ' KK(A,Cb([1,∞), B ⊗K)/C0([1,∞), B ⊗K)),

when A and B are separable C∗-algebras. Since the second variable of the KK-
functor in this statement is not even σ-unital, we must point out that we use the
following definition regarding the KK-theory of a non-separable C∗-algebra D:

KK(A,D) = lim
T
KK(A, T ),

where the limit is taken over the net of separable C∗-subalgebras T of D ordered
by inclusion.

Assume that B is stable. It follows from Theorem 1.1 that if two asymptotic
homomorphisms, ϕ = (ϕt)t∈[1,∞), ψ = (ψt)t∈[1,∞) : SA→ B, represent the same ele-
ment in [[SA,B]], the two ∗-homomorphisms, qB ◦ ϕ̃, qB ◦ ψ̃ : SA→ Cb([1,∞), B)/
C0([1,∞), B), which they define are homotopic. In particular, it follows that the
recipe [ϕ] 7→ [qB ◦ ϕ̃] defines a homomorphism Φ : [[SA,B]] → KK(SA,Cb([1,∞),
B)/C0([1,∞), B)).

Theorem 5.1. Let A and B be separable C∗-algebras with B is stable. Then Φ :
[[SA,B]] → KK(SA,Cb([1,∞), B)/C0([1,∞), B)) is an isomorphism.
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Proof. Injectivity: If Φ[ϕ] = Φ[ψ], it follows that there is a separable C∗-subalgebra
D of Cb([1,∞), B)/C0([1,∞), B) such that qB ◦ ϕ̃(SA) ∪ qB ◦ ψ̃(SA) ⊆ D and
[qB ◦ ϕ̃] = [qB ◦ ψ̃] in KK(SA,D). By Lemma 4.2, we may assume that D is stable.
As pointed out in [19], it follows from [10] and [6] that KK(SA,D) = [[SA,D]]cp.
So, we conclude from Theorem 4.1 that there is a norm-continuous path {Vt}t∈[1,∞)

of unitaries in M2(D)+ and a completely positive asymptotic homomorphism
µ : SA→ D such that

lim
t→∞

Vt

(
qB◦ϕ̃(a)

µt(a)

)
V ∗t −

(
qB◦ψ̃(a)

µt(a)

)
= 0

for all a ∈ SA. As in the proof of (1) ⇒ (2) in Theorem 4.4, we can ‘lift’ this to
get a path of unitaries {Ut}t∈[1,∞) ⊆M2(B)+ and an asymptotic homomorphism
ν : SA→ B such that

lim
t→∞

Ut

(
ϕt(a)

νt(a)

)
U∗t −

(
ψt(a)

νt(a)

)
= 0

for all a ∈ SA. It follows that [ϕ] = [ψ] in [[SA,B]].

Surjectivity: We must show that each element of KK(SA,Cb([1,∞), B)/
C0([1,∞), B)) is represented by a ∗-homomorphism. To this end, it suffices by
Lemma 4.2 to consider a separable stable C∗-subalgebra D ⊆ Cb([1,∞), B)/
C0([1,∞), B) and show that for any element x ∈ KK(SA,D) there is a sepa-
rable C∗-algebra D1 such that D ⊆ D1 ⊆ Cb([1,∞), B)/C0([1,∞), B) and such
that the image of x in KK(SA,D1) is represented by a ∗-homomorphism. To
this end, we use the Cuntz–Higson picture of KK-theory. There is then a pair
ϕ1, ϕ2 : SA→M(D) of ∗-homomorphisms such that ϕ1(a)− ϕ2(a) ∈ D for all
a ∈ SA and [ϕ1, ϕ2] = x in KK(SA,D). Let π : SA→M(D) be an absorbing
and saturated ∗-homomorphism, and {pt}t∈[1,∞) a continuous path of elements
in M(D) such that (1)–(5) of Theorem 2.6 hold. Since π is absorbing, there is a
unitary W ∈M(D) such that W (π(a)⊕ ϕ1(a))W ∗ − π(a) ∈ D for all a ∈ SA. If
we substitute AdW ◦ (π ⊕ ϕk) for ϕk, k = 1, 2, we will still have that x = [ϕ1, ϕ2],
and in addition ptϕi(a) ∈ D for all t ∈ [1,∞), i = 1, 2, limt→∞ ptd = d and
limt→∞ pt ϕi(a)− ϕi(a)pt = 0, limt→∞(p2

t − pt)ϕi(a) = 0, i = 1, 2, for all d ∈ D
and all a ∈ SA. Let χ : Cb([1,∞), B)/C0([1,∞), B) → Cb([1,∞), B) be a contin-
uous right-inverse for qB . Let {zi} and {di} be dense sequences in SA and D,
respectively. Set gi = χ(di). For each n ∈ N, there is a Nn ∈ N so large that

‖χ(ptϕl(zj1)pt)(s) + χ(ptϕl(zj2)pt)(s)− χ(ptϕl(zj1 + zj2)pt)(s)‖ 6 1
n
,

‖χ(ptϕl(zj1)pt)(s)χ(ptϕl(zj2)pt)(s)− χ(ptϕl(zj1zj2)pt)(s)‖
6 ‖ptϕl(zj1)p2

tϕl(zj2)pt − ptϕl(zj1zj2)pt‖+
1
n
,

‖χ(ptϕl(zj1)pt)(s)
∗ − χ(ptϕl(z∗j1)pt)(s)‖ 6 1

n
,
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‖χ(ptϕl(zj1)pt)(s)gk(s)− χ(ϕl(zj1))(s)gk(s)‖ 6 ‖ptϕl(zj1)ptdk − ϕl(zj1)dk‖+
1
n
,

‖χ(ptϕ1(zj1)pt)(s)− χ(ptϕ2(zj1)pt)(s)− χ(ϕ1(zj1)− ϕ2(zj1))(s)‖
6 ‖ptϕ1(zj1)pt − ptϕ2(zj1)pt − (ϕ1(zj1)− ϕ2(zj1))‖+

1
n
,

for all j1, j2, k ∈ {1, 2, . . . , n}, all t ∈ [1, n] and all s > Nn, l = 1, 2. We may assume
that Nn < Nn+1 for all n. Let r : [1,∞) → [1,∞) be a continuous increasing func-
tion such that r(Nn) = n− 1, n > 2. It follows from the first three inequalities
above that αlt(z) = χ(pr(t)ϕl(z)pr(t))(t) defines an asymptotic homomorphism
{αlt}t∈[1,∞) : SA→ B, l = 1, 2. Let αl : SA→ Cb([1,∞), B)/C0([1,∞), B) be the
∗-homomorphism defined from {αlt}t∈[1,∞). It follows from the fourth inequality
above that

αl(z)b = ϕl(z)b (23)

for all z ∈ SA, b ∈ D, l = 1, 2, and from the last that

ϕ1(z)− ϕ2(z) = α1(z)− α2(z), (24)

z ∈ SA. By Lemma 4.2, we can find a separable stable C∗-subalgebra D1 of
Cb([1,∞), B)/C0([1,∞), B) such that D ∪ α1(SA) ∪ α2(SA) ⊆ D1. Then the image
of x in KK(SA,D1) is represented by the pair (α1, α2). This is best checked via
Cuntz’ picture of KK, [5]. Indeed, (23) and (24) imply that the ∗-homomorphisms
q(SA) → D1 coming from (ϕ1, ϕ2) and (α1, α2) are identical. Since α1 and α2 both
takes values in D1, a standard homotopy argument shows that (α1, α2) defines the
same element of KK(SA,D1) as the ∗-homomorphism α1 ⊕ α2 ◦ γ where γ : SA→
SA is the automorphism γ(f)(t) = f(1− t), t ∈ [0, 1].

6. An example

It is natural to ask to what extent the main results of this paper depend on
having a suspended C∗-algebra as domain algebra. Let us therefore in conclusion
show by example that the implications (1) ⇒ (2) of Theorem 1.1 and (1) ⇒ (2) of
Theorem 4.1 can fail when this is not the case.

Example 6.1. In this example, we exhibit an asymptotic homomorphism ϕ0 =
(ϕ0
t )t∈[1,∞) : C(T) → C(T)⊗K consisting of ∗-homomorphisms and a ∗-homomor-

phism ϕ1 : C(T) → C(T)⊗K such that [ϕ0] = [ϕ1] in [[C(T), C(T)⊗K]]cp, but such
that ϕ0 and ϕ1 are not equi-homotopic as asymptotic homomorphisms, i.e. there
is no homotopy of asymptotic homomorphisms between ϕ0 and ϕ1 with the equi-
continuity property described in (2) of Theorem 1.1.

We identify C(T) with {f ∈ C[0, 1] : f(0) = f(1)} and C(T)⊗K with {f ∈
C([0, 1],K) : f(0) = f(1)}, and we denote by {eij}∞i,j=1 the standard system of
matrix units in K. Let ht : [0, 1] → R be the continuous function which is affine
on [0, 1

2 ] and [ 12 , 1] such that ht(0) = ht(1) = 0 and ht( 1
2 ) = t. Define ϕ0

t : C(T) →
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C(T)⊗K by
ϕ0
t (f)(x) = f(e2πiht(x))e11, x ∈ [0, 1].

Set ϕ1 = ϕ0
0. Define Φ = (Φt)t∈[1,∞) : C(T) → C[0, 1]⊗ C(T)⊗K by

Φt(f)(s, x) = f(e2πisht(x))e11, s ∈ [0, 1], x ∈ [0, 1].

Then Φ is a continuous path of ∗-homomorphisms C(T) → C[0, 1]⊗ C(T)⊗K,
and hence in particular an asymptotic homomorphism, showing that [ϕ0] = [ϕ1]
in [[C(T), C(T)⊗K]]cp.

To see that ϕ0 and ϕ1 cannot be equi-homotopic, assume that Ψλ, λ ∈ [0, 1], is
an equi-homotopy with Ψ0 = ϕ0 and Ψ1 = ϕ1. Since limt→∞ supλ∈[0,1] ‖Ψλ

t (1)−
Ψλ
t (1)∗‖ = limt→∞ supλ∈[0,1] ‖Ψλ

t (1)2 −Ψλ
t (1)‖ = 0, the spectral projection of 1/2

(Ψλ
t (1) + Ψλ

t (1)∗) corresponding to the interval [1/2, 3/2], will give us a continuous
family of projections, pλ,t ∈ C(T)⊗K, such that

lim
t→∞

sup
λ∈[0,1]

‖Ψλ
t (1)− pλ,t‖ = 0. (25)

Since p0,t = 1C(T) ⊗ e11 for all t large enough, we see that ps,t is a rank 1 projection
for all s, t. Let z be the identity function on T. For t large enough, pλ,tΨλ

t (z)pλ,t
will be invertible in pλ,t(C(T)⊗K)pλ,t for all λ, and the unitary from its polar-
decomposition will give us a continuous family of functions gλ,t ∈ C(T,T) such that

lim
t→∞

sup
λ∈[0,1]

‖Ψλ
t (z)− gλ,tpλ,t‖ = 0. (26)

It follows from (25) and (26) that there is a K > 1 such that

‖g(λ, t)− g(λ′, t)‖C(T) = ‖g(λ, t)p(λ,t) − g(λ′, t)p(λ,t)‖C(T)⊗K
6 ‖g(λ, t)p(λ,t) − g(λ′, t)p(λ′,t)‖C(T)⊗K + ‖p(λ′,t) − p(λ,t)‖C(T)⊗K

6 ‖Ψλ
t (z)−Ψλ′

t (z)‖+ ‖Ψλ
t (1)−Ψλ′

t (1)‖+ 1/2

for all λ, λ′ ∈ [0, 1] and all t > K. Combined with the equi-continuity of Ψ, this
shows that there exists a δ > 0 such that

λ, λ′ ∈ [0, 1], |λ− λ′| < δ, t > K ⇒ ‖g(λ, t)− g(λ′, t)‖ < 1. (27)

By increasing K if necessary, we may assume that g(0, t)(x) = e2πiht(x), g(1, t)(x) =
1, x ∈ [0, 1], t > K. It follows from (27) that there is a finite set of continuous real-
valued functions τ1, τ2, · · · , τm : [K,∞)× [0, 1] → R such that |τi(t, x)| < 1, and

e2πiht(x) = e2πiτ1(t,x)e2πiτ2(t,x) · · · e2πiτm(t,x)

for all x ∈ [0, 1] and all t > K. Hence, ht(x)−
∑m
i=1 τi(t, x) ∈ Z for all x and all

t > K, and by continuity, we conclude that

ht(x) =
m∑

i=1

τi(t, x) + c, t > K, x ∈ [0, 1],

for some constant c ∈ Z. Since |∑m
i=1 τi(t, x)| 6 m for all t > K and all x ∈ [0, 1],

this contradicts the fact that limt→∞ ht( 1
2 ) = ∞.
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Let us also show that there does not exist an asymptotic homomorphism λ =
(λt)t∈[1,∞) : C(T) → C(T)⊗K and a strictly continuous path {Wt}t∈[1,∞) of uni-
taries in M2(M(C(T)⊗K)) such that

lim
t→∞

Wt

(
ϕ0

t (a)

λt(a)

)
W ∗
t −

(
ϕ1

t (a)

λt(a)

)
= 0

for all a ∈ C(T). If there did, λt(1) would be asymptotic to a projection of constant
rank, say m, and there would be an asymptotic homomorphism λ′ : C(T) → C(T)⊗
Mm(C) ⊆ C(T)⊗K such that λ′t(1) =

∑m
i=1 eii and a norm-continuous path of uni-

taries {St}t∈[1,∞) in M(C(T)⊗K) such that limt→∞ Stλ
′
t(a)S∗t − λt(a) = 0 for all

a. So, by working with λ′ in place of λ and

W ′
t =

(
1
St

)
Wt

(
1
S∗t

)

in place of W , we may as well assume that λt(1) =
∑m
i=1 eii for all t. Then

lim
t→∞

‖Wtp− pWt‖ = 0,

where
p =

(
ϕ0

t (1)
λt(1)

)
=

( e11 Pm
i=1 eii

)
,

and we can therefore substitute W with a norm-continuous path of unitaries in

D =
( e11 Pm

i=1 eii

)
(C(T)⊗K)

( e11 Pm
i=1 eii

)
.

Since
lim
t→∞

‖Wt

(
ϕ0

t (z)
λt(z)

)
W ∗
t −

(
ϕ1

t (z)
λt(z)

)
‖ = 0,

we would get a K > 1 and a norm-continuous path at = a∗t , t ∈ [K,∞), of elements
in D such that ‖at‖ 6 1 and

Wt

(
ϕ0

t (z)

λt(z)

)
W ∗
t = e2πiat

(
ϕ1

t (z)

λt(z)

)
(28)

for all t > K. Since D is a copy of C(T)⊗Mm+1(C), we can take determinants in
Mm+1(C) to conclude from (28) that e2πiTr(at(s)) = e2πiht(s) for all s ∈ [0, 1] and all
t > K. This would imply that

Tr(at(s))− ht(s) = c, t > K, s ∈ [0, 1],

for some integer constant c. Since |Tr(at(s))| 6 m+ 1 for all t, s, this contradicts
again that limt→∞ ht(1/2) = ∞.
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