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Abstract: We derive a perturbation theory, based on the renormalization group, for
the Fermi surface of a one dimensional system of fermions in a periodic potential
interacting via a short range, spin independent potential. The infrared problem is
studied by writing the Schwinger functions in terms of running couplings. Their
flow is described by a Beta function, whose existence and analyticity as a function
of the running couplings is proved. If the fermions are spinless we prove that the
Beta function is vanishing and the renormalization flow is bounded for any small
interaction. If the fermions are spinning the Beta function is not vanishing but, if
the conduction band is not filled or half filled and the interaction is repulsive, it
is possible again to control the flow proving the partial asymptotic freedom of the
theory. This is done showing that the Beta function is partially vanishing using the
exact solution of the Mattis model, which is the spin analogue of the Luttinger
model. In both these cases Schwinger functions are anomalous so that the system is
a “Lutttinger liquid.” Our results extend the work in [B.G.P.S], where neither spin
nor periodic potential were considered; an explicit proof of some technical results
used but not explicitly proved there is also provided.

1. Introduction and Statement of the Results

We study by renormalization group techniques the analyticity properties of the Beta
function and the behaviour of the pair Schwinger function for momenta near the
Fermi surface for a one dimensional system of n fermions moving in a common
periodic field —0;U(X) and interacting by a short range pair potential. We con-
sider both spinless ¢ = 0 or spinning fermions ¢ = +1/2. The recent interest about
interacting electrons in a periodic potential [D.M., Sh.] motivates our study. The one
dimensional hamiltonian is

H=T+ iV, 1)

L/2 o2
T=Y fzdfx/g, (—— + U(f)—u) i s
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L/2
V=3 | didyo— P .
o0’ —L/2

where wfi” are creation or annihilation field operators with spin ¢ on the Fock
space of a fermion system confined in a box (—L/2,L/2) with periodic boundary
conditions and at zero temperature, m > 0 is the electron mass, p is the chemical
potential, U(x) = U(X'+ a) is a C*-smooth periodic potential, which for simplicity
will be assumed even U(x) = U(—X); a is the lattice spacing, Av(f’) is the spin-
independent, electron electron, interaction, supposed to be even in 7, bounded C*°
smooth and Po is the interaction range. Clearly we must have L = Na, N integer,
and we choose a system of units in which A = 1.

It is well known (see for example [Ko.,T.P. ]) that it is possible to find two
functions e(k) and ¢(k,x) defined for complex k and satisfying the equation:

— (%) + UER)P(k, ) = s(k)p(k, %)

with ¢k, %+ a) = ei’?“¢(§ x). Two such functions are holomorphic everywhere
except on the vertical segments joining the pomt kn = (n+ 1)n/a + ih, with the
point k and the point —k* with the point —k,, where hy,n=0,1,2,... is a
sequence of real numbers such that lim,_, .4, = 0. On the cuts the functions present
a jump discontinuity and near the point k, we have

6(K) = &0+ calk — kn)'> + 0a[(K — k)1, )
where ¢, is a bounded constant, lim,_,..2ma*(n + 1)"2n~2%¢, = 1, and

o D@
YER = Ty

where C(x) and D(X) are holomorphic functions. The symmetry of U(x) clearly
implies analogous formulas for k* —k, and k* Finally it is possible to fix the
mean of U(xX) so that &(0) =

For k real, d)(lz,f) are called “Bloch waves” and s(l;) is the “dispersion
relation.” The functions s,,(E) and q’),,(l?,f), where n is the “band index,” are ¢
and ¢ restricted to the segments (nm/a,(n+ l1)n/a] and [—(n+ 1)n/a, —nn/a).
The periodic boundary conditions imply that k = 2"—" Physically one defines the
Fermi momentum pr so that the ground state energy of the hamiltonian Egq.
(1) has the minimum at n = %HLL when p = &(pr), and the Fermi velocity vy is
defined as the minimum energy increase by adding a particle to the ground state,
divided by ko — pr, if ko is the momentum of the particle added. We require that
PF = ZL——"(nF + 1/2), where np is an integer (and this of course is possible if pra/n
is a positive rational number). It will be easy to see that our results remain valid
also without this simplifying condition. The band “containing” the Fermi momen-
tum (i.e. the band such that ¢(pr,X) = ¢,(pr,x)) will be called the conduction
band.

The creation or annihilation operators 'l’k“io of a Bloch wave are defined by

(14 CEYk — kn)'"? + 0a[(k — ka)'?T, 3)

1 =~ -
wi = g7 fie_xor =7 Zei(s(k)_”)xo o(k, :I-_)c")lﬂl;:t:7 . 4)

X,0
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The “propagator” of a Bloch wave in a volume L with temperature f~! is given
by

1 e~ koxo—¥o)
g(x,y) = 5a,a/L—ﬁ > md’( ,—X)p(k, )
= boa' 75 ﬂ e~ 00 gk, —x)p(k, 7)g(k) - (5)

Here x = (x9,%),k = (kO,E), e'hof = —l,e";" = I,E(l?) = s(l;) — p. It is important to
note that in terms of the operators 1//;7, the interaction ¥ can be written

1\* - o o o - - - - 2

V=73 (Z) Y Abu(ky, ko, ks, ka)o (kl +hy — k3 — ks + ﬁ'—n)
oo’ a@@a a

, (6)

kla kzo’ k3a’ k4a

if (k) = Lo io and 6; ; is the Kronecker delta. The presence of the periodic potential

has the effect that the sum of the “incoming ” and “outgoing” momenta (i.e. ky, ko
and k3, kq respectively) is not zero but it is equal to a vector of the reciprocal
lattice 2nmt/a, that is momentum is not conserved. The terms in which 7+0 are
called Umklapp terms.

If the fermions are spinless and there is no periodic potential, then one
can prove rigorously, [B.G., B.G.M., B.G.P.S.] that the pair Schwinger func-
tion has an anomalous long distance behaviour. This essentially means that the
occupation number at the Fermi surface is not discontinuous but is given by
ng —np = ||k| — prP"Psign(|k| — pr),n(2) = O(A?) (anomalous Fermi surface).
In the present paper we derive new, corresponding, results about one dimensional
interacting Fermi systems in a periodic potential, both for spinning or spinless
fermions.

If the fermions are spinless and the conduction band is not filled the Fermi
surface is anomalous at small enough coupling; in fact we prove:

Theorem 1.1. Given a C*-smooth pair potential Av(X — 7) with short range p;', a
fermion mass m, a Fermi momentum pr and a C*-smooth periodic even potential
U(X), and if pr=+"7, n integer, then there exists ¢ > 0 such that one can define,

for |} < &, functions pp(L),n(1) analytic in ). and divisible by 2%, such that:
1. the one dimensional spinless Fermi system with hamiltonian

(B
zi: <—E + U(x)) —/l) +)Z;U(x, @)

admits a ground state with a Euclidean pair Schwinger functions S(k)
verifying, for |k| — p% and ko small, where p% = pr + pr(1), the relation

S(k) = So(k)| py "K' + Ax(A)| pg 'K |1,

where |k'| = \/(|I€| = P22+, 2k(i)",So(k) is the Schwinger function for the

free gas with Fermi momentum p%. and Fermi velocity vy and |4;(1)| < C|1],
for a suitable constant C;
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2. n(A), the “anomalous exponent,” has the expansion 2213(2) + O(A3) with the
coefficient 1y given by by = 6o( pr, — PF, — PF, DF)-

This result agrees with the considerations in [Sh.] based on an analogy with some
solvable models, suggesting that the periodic potential in a spinless d = 1 interacting
Fermi system has “no effect” unless A = O(1) (i.e. the results are not qualitatively
different from those of the case of translation invariant spinless fermions in the
continuum). If the fermions are spinning we have that, if the interaction is small
and repulsive and the conduction band is neither filled nor half filled, the Fermi
surface is anomalous; more precisely we prove:

Theorem 1.2. Given a C*-smooth pair potential Av(X — y) with short range p, !
and with 0o(— pr, pr,— pr, pr) > 0, a fermion mass m, a Fermi momentum PF
and given a C*-smooth periodic even potential U(X), and if pr+ 733, n integer
then there exists ¢ > 0 such that one can define functions pr(1),n(1) analytic in

A for , such that:
1. the one dimensional spinning Fermi system with hamiltonian
o q
S| g+ U — k| + 2T 0 - 7) (8)
i i<y

admits a ground state with a Euclidean pair Schwinger function S(k), veri-
fying for |k| — p% and ko small, where p% = pr + pr(A), the relation

S(k) = So(k)| pg 'K'|*" + Ax(A)| py K|~

where |k'| = / (k] — p2)? + vy 2k&,So(k) is the Schwmger functton for the

free gas with Fermi momentum p%
for a suitable constant C;

2. n(L), the “anomalous exponent,” has the expansion 263 + O(J3) with the
coefficient ¥y given by 0y = 6o( pr, — PF, — PF, PF)-

The above theorems show that the Fermi momentum and the Fermi velocity in
the free system (i.e. A =0) and in the interacting system (i.e. A=0) are different:
one usually says that the interaction renormalizes the values of the Fermi momentum
and Fermi velocity. From a physical point of view it is more natural to fix the value
of these quantities in the interacting theory so that we can replace the hamiltonian
Eq. (1) by an hamiltonian containing two free parameters to be tuned so that the
ground state has some fixed value of the Fermi momentum and Fermi velocity (we
call them simply pr and vg). So we shall study

H=T+V+al +WN, )

where N =) ff/Lz/z +‘pr; and we prove, for instance in the spinning case,
that there exists an ¢ > 0 so that it is possible to fix a(4),v(1),n(L) analytic in

|2 —¢&/2| < ¢/2 and divisible by A% such that the Euclidean pair Schwinger function
verifies, for ]I;} — pr,ko small, the relation

S(k) = So(k)| py "K' " + Ae(A)| pg K |71 (10)
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where [k] = \/ (|k] = pr)? + v52k3, So(k) is the Schwinger function for the free
gas with Fermi momentum pr and Fermi velocity vo, |4x(4)| < C|4|, for a suitable
constant C and the x(1), “anomalous exponent,” has the expansion /1213(2) +0(23)
with the coefficient &y given by 0y = do( pr, — pr, — pr, pr)- This result is of course
equivalent to Theorem 1.2, by a trivial application of a implicit function theorem.
Analogous considerations can be made for the spinless case. From Egq. (10) we
see that our choice of a(4),v(4) fix the value of the Fermi momentum to pg; our
choice will fix also the value of the Fermi velocity to vy. This is not clear from
Eq. (10): it is not, strictly speaking, proved here but it should be clear from the
proofs that follow. We note that there are many ways different from Eq. (9) to
introduce two free parameters in the hamiltonian (for instance one can have instead

of aT a term like &y, [*2, d¥ye, UG, or o), [X7, d%y (5 — p)e, ), but
it is easy to check that what follows does not depend on the particular choice
Eq. (1). Finally in the cases not covered by the theorems we are not able to give
rigorous results. The difficulties we met in such cases are discussed briefly in the
last section.

Technical comments. The proof of the theorems is based on the renormalization
group and follows the ideas in [B.G., B.G.M., B.G.P.S] for a system of spinless
fermions with no periodic potential. However our proof contains new technical
results necessary to treat our model. The first difficulty one meets in studying
fermions in a periodic potential is that the estimates on a Bloch wave propaga-
tor are not trivial as in the case of plane waves and requires a careful analysis,
for the presence of the non-analyticity points in the dispersion relation and in the
Bloch waves themselves. Due to this fact and contrary to the case studied in [B.G.,
B.G.M., B.G.P.S] we are not able to find a definition of quasi-particles such that the
free quasi-particle propagator “at scale 4” decays exponentially with the distance;
we have only a power law decay (see below, or [B.G.P.S.], for the precise notion of
quasi-particles and of scales). In [B.G.P.S.] the convergence of the anomalous Beta
function, as a power series in the running coupling constants (redefined precisely
below, for completeness), was proved by using in an essential way that the fixed
scale quasi-particle propagators have an exponential decay; extending the proof to
propagators with a weaker decay, i.e. power-law, is non-trivial and requires some
new technical results (see App. 2,3).

The use, for spinning fermions, of the localization introduced in [B.G., B.G.M.,
B.G.P.S] leads to local terms containing irrelevant operators (this was the reason for
the apparent difficulties found by [B.G.] in the spinning case). From our definition
of localization we have in the spinning case six relevant running couplings when
the band is not half-filled, and seven when it is half-filled; the Umklapp scattering
is relevant only at half-filling. In the spinless case there are four running couplings
like in the U(X) = 0 case and Umklapp is never relevant, not even in the half-filled
case (by Pauli’s exclusion principle).

In the spinless case the exact solution of the Luttinger model, [M.L.], is the
key to the proof that the Beta function is vanishing, the renormalization flow is
bounded and that the Fermi surface is anomalous. Schwinger functions and running
couplings are analytic for |1| < &. However there is a major difference between
the spinless and spinning case, namely in the spinning case Schwinger functions
are not analytic in A4 around 4 = 0 and this is a manifestation of the fact that the
analysis of the renormalization group flow is substantially different from the spinless
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case: the beta function is not vanishing, not even to the second order. We show
nevertheless that, if the conduction band is not half filled and the interaction is
replusive, it is possible to control the flow, but this can be done only giving up
analyticity (but retaining almost surely Borel summability). This is done proving
that the Beta function is partially vanishing using the exact solution of the Mattis
model [M.]. Our proof is conceptually similar to the proof in [B.G.P.S.] for the
vanishing of the Beta function in the spinless case and provides the proof of some
technical results stated and used in [B.G.P.S.] for this proof but not explicitly proved
there.

Another noticeable difference is that our discussion is consistently performed at
finite volume and temperature !, taking care in getting bounds which are uniform
in L, — oo (in [B.G.P.S.] the theory is developed directly for f = 0o,L = 0o and
the uniformity in f,L is not really discussed). As a byproduct we extend and derive
explicitly the expression of the running couplings at the cut off scale [B.G.P.S.]
Eq. (7.10).

2. Multiscale Decomposition and Effective Potential

We consider a Grassmann algebra, whose elements ;. verify {y}, il',a/} =0.
The Euclidean fields are, if ¢ = =+,

1 i >,
)ec,a = ﬁ ; ezekoxo d)(k’ &x )lpli,a >

where e = —1, ¢l = 1 (see [B.G.P.S.] or [B.G.]). Although f and L are kept
finite we will write [ -2 777 instead of /}—ILEk to make the notation more clear. A

“functional integration” is defined on the monomials by the Wick rule

fP(dlﬁ) X1,01 ° ;;,,o,, y:,g/l . yn o',, ZI:’( l)an(xuyn(t))(so a ’
nePy

where P, is the set of all the permutation of n elements and (—1)" is the parity
of the permutation. The above integration rule is extended to a more complicated
expression by linearity. We call this rule for associating numbers to grassmannian
monomials, and by linear extension, to grassmannian polynomials a grassmannian
integration with propagator g(x,y) or a measure with propagator g(x, y). For our
purposes the case in which g(x, y) is given by Eq. (5) will be of interest.

All the properties of the Gibbs state generated by the hamiltonian Eq. (1) at
temperature ! = 0 can be deduced from the functional V. defined by

1 —
e Var(o) — — fP(dl//)e_V(‘/’“L"’) , (11)
where A" = [ P(dy)e~"W is a normalization constant (so that V, 47(0) =0) and
V = AV +aT +vN with, if x; = (x5, %),

V= Z [ dxidxyv(x) — x2)0(x0,1 —‘502)%1 a'/{;g/l/{Q o xla >

go”AX/l

0%
r= s, (-2 @ - u) v N =5 fdb



Fermi Surface for a d = 1 Interacting Fermions in Periodic Potential 63
and A = (—f/2,8/2) x (=L/2,L/2). The Schwinger functions are defined by
S(X1, 015+ Xns Oy Y1, 015, Yy Oy)

1 _ -
= [P@p)e "Wyt Lyt foo! W (12)

We decompose the measure into a product of two independent measures, i.e.
P(dy) = P(dy**) - P(dy'"). The grassmannian integral in Eq. (11) can be
rewritten as

N
e V(@) — _A_/O fP(dler_)e—Vo(l//u-'HP) , (13)
e—VO(Iﬁua"“P) — j‘l/— fP(dl//uM)e—V(l//ir+|//ur+(/>) , (14)
0

where y“, Y, ¢ are anticommuting grassmannian fields, 4o = [ P(dy,.)e” VWus)
and P(dy*"),P(dy'") denote respectively the grassmannian integrations with van-
ishing cross propagator and with propagators g,,,d,, given by

(o) = [ 2E T B e, R + BGR) (15)

u. x’ = = 5_x B + >

Guelo V) =1 0ny ik + BB 7o
dk e *oGo—y0)

(2m)? —iky + E(K)

g, y) =/ Pk, —X)p(k, 7)1 — h(k3 + E(k)?))

where A(t) is a C function in its argument ¢ and it is identically 1 if ¢ > u?, hence
(kG + E(K)?) is identically 1 if k is above the first band (Jk| > m/a) and it is also
identically 1 for ko, k near (0,0): this property shows that the integral in g,,(x, y)
involves only (ko,l;)’s which are “far” from the Fermi surface ky = O,E(/;) =0,
thus justifing the u.v. name.

It is possible to check that (see App. 1)

Guox,y) = G(x — y) + R(x, y) ,

12 ey
G(x) = H(¥ — J)H(xo — y0)0(xo — yo)e™0 0% (——m——) e 20730,
2m(x0— o)
(16)

O 2 2,2 . i
where R(x, y) £ 1+(polJ]cv—yl)N’ |x|* = xgv§ + x2 for all N, and H(¢) is a smooth func

tion of compact support such that H(¢) = 1,if || £ l and H(z) =0 if |{| =2 y = L

The Eq. (16) shows that g,, has the same properties of the ultraviolet propa-
gator with U(x") = 0, so that we can repeat the proofs leading to the theory of the
ultraviolet problem for the U(x) = 0 case in [B.G.P.S.], (it is trivial to include the
presence of the spin in developing the proof). In [B.G.P.S.] as well as in our case
the following statement is rather easy and the difficult part does not concern the
ultraviolet problem but only the infrared one:

Theorem 2.1. There exists ¢ > 0 such that VO, see Eq (14), can be written for
lz| £ ez =(Ao,v) and if Y =", in the following way as a sum of a term
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linear in the couplings:

VO(‘P) = Z ;”/ji‘dxdy U(x - y)l//):—o lpy:t;/l//y:;/ lpx;r + 2)”.[dxdy U(x - y)R(x’ y)'/jx; y};

+ s~ KO U+ 3 S iy (4 U~ ) i
(1)

with K(x) = [, 0(X — ¥)R(y, y)dy and of a remainder of order at least 2 in the
couplings A,a,v,

il
Zfdx A (—5—+U(x)—ﬂ> Uy Wa(x, y;2) (18)

+ > S [dxp...dxy, ;—l ;‘:1 ;'H'l ;2”_’,2

OlysOn HH1M
ny+ny=n

4 4
X (‘2— + Uxn—n,) — ,u) ean g1 (’ﬁ + U(xon) — #)
X ¢x2 ni, nz(Z X1s. 9x2n) >

where the kernels W, ,, are products of suitable delta functions times bounded
Sfunctions analytic in z if |z| £ ¢ and, if d(x1...,x,) is the length of the shortest
tree connecting the points (“tree distance” or “graph distance”), the following
bounds hold:

Jaxy...dxon| Wy my (2,31, (L +d (1., %)) < e(N)Afz|"Em=D
while W, satisfies the weaker bound
| [ dxdyp(kr, ©)p(—ka, F)e 00O Wy(x, y;2)| < DIz

for |k, k2] € m/a and |z] < e

A more interesting and difficult problem is the analysis of the “infrared” inte-
gration Eq. (13): We decompose the grassmannian integration P(dy) into a product
of independent grassmannian integrations, that is P(dy;, ) = HZ__OO P(dy"). This
can be done by setting g,,.(k) = Eh__oogh(k) and by writing y,;, = >_,y"), with

Y" being a family of grassmannian fields with vanishing “cross propagator” (i.e.
independent) and with propagator [ '///1:1»01 z//ﬁz‘azP(dtp”) = 8,,0,0(k1 — k2)g" (k1 ):

fO™2( + E(k)))
—iky + Eo(k)

g'(k) = (19)

where f(x) = h(x)(1 — A( yiz)) is a C*° function with compact support and y > 1.
However such decomposition is not suitable for a renormalization group analysis,
because g”"(k) have no good scaling properties (as the system has two intrinsic
scale lengths, i.e. @ and pr). In order to overcome this difficulty we introduce new
grassmannian fields l//z’(a’a, called quasi-particles field operators, with propagators
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gg')(k) and vanishing cross propagators, such that

l//l}c'a = Z lPkwa’ l//kcr = Z Wl}cl,&,w gh(k) = E gz‘)(k) .
G=%1 F=+1 @=*1
Although there are infinitely many ways to represent g”(k) in this form, there
is at least one such that gf’;)(k) has good scaling property. Define
( —2h+2 k + E k 2
G=+1 —iko + E(k)

where 6 is the step function. If k = k' + (0, @ pr), i.e. k' is the momentum measured
from the Fermi surface and is restricted to values of the form 2L—"(n +1/2), where
n is an integer, it is possible to prove that:

Lemma 2.1. If v is different from zero then the quasi-particle propagator can be
written as

() = 7G0T ) + GO
where
gty = SO kol + ([~ hk']vo)z)
—i[y~hvoko] + @Bly~"k']
and Cy(t) is C* with support contained in (—n/a,n/a) and such that |Cy(¢)| £ M,
where M does not depend on h,T,L.

gw Y

b

Note that vy = 0 only if pr = 0,7/a, as we have supposed that | pr| < 7/a.
We define the “position space” quasi-particle fields as

~ht dk o Eilkot -+ ~hi +
l// — f i(kot+ i')l// Z za)ppxl/j ,
X,0 (27.[)2 w___._.t] X(DU
et Ak’ sikgr+iin) b - dk' _oriirn)
Vigo = f(2_n)—2e ot /ﬂ'h(’+d)'pp,(f)',0' Josx)=[ (—2—71—)26 otk gh (k'Y . (20)
Note that, at variance with the work in the translation invariant case, [B.G.], the
fields _eEiGPEI " cannot be identified with the fields W' above' this is an
h,@ X,0, X,0
important difference with respect to [B.G.]. The relation between 5 and l[l”i
p Y X0,
is more complicated as it is given by

11 + _ dk¢(k :i:f)ei’koxo fdx eIFth :I:lwppx/l/jh;iq .
x!@B,0

The natural definition, if we wanted to operate in analogy with [B.G.], would be
introducing the field

dk’ e:szoxO d)(k + pr7 iX)lp
Grr® " §apr, ) Wramas

ht _
lly)r,d)',tr - f

X,00, o
would be “the same” as in [B.G.], w1th of course plane waves replaced by Block

waves, but the definition of “localization” would become very cumbersome, so we
prefer not to use these fields.

with propagator gw(x ) and to set Y7ot = = Y o2 (@ pr, +)"E | Such definition



66 F. Bonetto, V. Mastropietro

It is not difficult to check that:
Lemma 2.2. For N > 1 we have:
Cn(a, pr)
L+ py DR + oy (o) )V

Cn(a, pr)
1+ po M [y2(E)2 + y2hvd(x)2) V2

gh(x) < o'

Cilx) < y*

sinxm/L

where Cy(x) is the Fourier transform of Cu(y™k), () = =T and (xo)n, =

sinm/f
R Moreover

Cn(a, pr)
L+ "] pox|V

CN(a> pF)

1+ ] pox |V Jor ¥ £ L/2, x| = B/2

dhx) < Calx) < 9™

with |x|? = v3x2 4+ 37,

One could hope that, by using an analytic (rather than C°°) cut off function 4
to realise the decomposition Egs. (15),(19), and by making a shift in the integral
of the infrared propagator gg(x, y) or gf},(x) to a complex line with imaginary part
v'h, Y'h+h,, following a path similar to that of Appendix 1, one would obtain
that g"'(},(x) decays exponentially for large distance. However this does not happen:
essentially because one cannot use in this case the symmetry properties used in
Appendix 1 and because of the accumulation of the non-analyticity points on the real
k line. We strongly suspect that there is no way to realize a multiscale decomposition
for our problem such that the quasi-particles have propagator with exponential decay
in the x-variables. In any event we were not able to find it: so that we preferred a
compact support cut-off. In this way the analysis of the perturbative expansion is
clearer, as the distinction between ultraviolet and infrared term is sharper.

3. The Effective Potential in the Infrared Region

In this section we set vy = 1 for simplicity and we begin the analysis of the infrared
problem, which consists in the study of the possibility to give a rigorous mean-
ing to V,(¢) defined by the functional integration Eq. (13). We start by studying

the functional integral [ P(dy;,)e" °Wir), which is the normalization constant in
Eq. (9). We can represent VO(y), see Eq. (17),(18), in terms of quasi-particles
fields l/JkE(BJ, where ¢ = +1, so that V() is given by a sum of terms like

dk,  dk!

0 —
Vm(lp) - f (27'[)2 e (27’[)2

S 2
fm(k{,...,k,’,,,;@_)5<z(k; + @ pr)e + _;g)

1=1

,]31 ‘//k:;+u_jipF5“—)'i,0’i : (21)

We can isolate the relevant part of V°(y) by introducing a localization
operator ¥ on the Fermi surface acting on VO(y)) as follows; L V() =0 for
m > 4, while (see discussion after Eq. (30),(31) for a motivation of the Jocal-
ization name given to %) a “natural” definition for ¥ if m =2, 4 should be to
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computing f™(k{,...,k,,;@) and (if m = 2) its derivative at the Fermi surface, i.e.
for k| = = k), = 0. However &’ cannot assume the value 0 as ¥’ = k — (0, pr)
has the form k' = Q2n/L(ny + 1/2),2n,n/ B + 1/2), with ny,n; integer, for the an-
tiperiodic boundary temporal conditions and the definition of pr = 27n/L(nr + 1/2),
and this takes to the complicated formulae below:

4
& [ T1ak] f4 (ki b, ks, ki 3)S(ky + ky — ke — Ky
=1

. o 2nm
+ | @1+ @y — a3 — CU4)PF+7

+ + - —
wk{-!—(ﬁl pp,a')’l,ol//ké-l»d)'zpp @y, a’ lpk/+(53p]: @3, a’ lpk’*}-a-)“gplr Dy,0 (22)

20/ @) [ H dkio(k] + by — ky — ky)

5(wl+w2"w3—w4)l71~"+”
+
X l'bkf-‘-@]pF,Lb’],o"pké+L52pF,0_)‘2,o'/ lljk;-‘-(f)}, PFB3,0" !’b/(‘;+a<54pp,(34,0' ’
where J, , is the Kronecher delta equal to 1 if a = b and zero otherwise;

L [ dk;diyo(k] — Ky + (@) — &) pr + 2nm/a) f2(k], k}; @)

+ - _
X l/jkll+a‘)’1 pp,a')'l,al//lcé-ku')'zpp,cb'z,a - (23)

83, —3y) pr+2nm/a0 | ki diSS(k] — k) [ f21(@) + E(IZ; + @1 pr)
x @y f2H(@) + k) (@) | Yh

1+d) pp,w‘],alpk£+u32pp,u72,6 >
where if 5,; 7(k), the discrete derivative, is defined for instance as M’z—%—%—‘&k—),
and an analogous definition is set for 4y, and:

2 i : .
ISGES P [(—D’%A—l)f%),((—1)'%,(—1)%),

J
( S5 1)!2),(<—1)f%,<—1)f§);@},
2 .
J;,f;f“@)—— > oy (( 1)'B (—W%;Q) ,

l,j=

.:;
[ ]

f;,fjb@)— >0 (( 1)'%,—;—%@),

@ =5 S, (-5.c0Tia)

Lo

In Eq. (22) the Kroneker § can be satisfied only by n =0 and @& = &5 = —@, =

—@3, B = B3 = —@y = —WBy O B = @y = B3 = Dy unless pr = n/2a, ie. the
conduction band is half filled, in which case the Kroneker 6 can also be satisfied
also by n=1 and @&; = @, = —@3 = —@4, Le. umklapp is relevant only if the

conduction band is half filled. In Eq. (23) we must have n = 0 and @&, = @,.
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The relevant part of ¥°(y) in the spinning case is then

LV° = wF, + aoFy + (oF; + 910F1 + 920F2 + 9300 pp nj2aF3 + gagFs ,  (24)
— + _ ,
F, = wZ Tdkdkr s, 5.0% 50,00 = R2)

F,= ZfdkldeE(kl + (Upp)l//k, (S(k{ - ké) ,

+@pp wawk’-f-wpp 3,0

- 200+ -
Fo = 5 bl U5, U OO~ )

/
w%;;,fl[ldklpk’-prpwowk’ —dpr, a)UI‘pk/‘i-prCUG/‘/Ik/ —Bpp,—@,0 (;S’ki) >
/
wzlf,l_ld ll/k’-Hup,:wtrlllk’ —@pp,— wo’l//k’ wpp—wa’wk’+wppwa (Zsikl> >
oo’ i=1

F3 = 0 pp/2a E/I,H dk; lpk’-mppwo‘pk ! +@pr, wd"//k’ ~@pF, —wtf'wk —@pp,—@,0
w,0,0° =
5 <Z 8,’k{> N
1

/ /7
Z fHdk lpk'+a)ppa.mlpk'+a)p1:w awk’+wppw a'//k’+wppwa (zljslkl) >

@do6 =1

where & = & = —&3 = —e&4 = 1. We note that the relevant part of VO(y) is similar
to the phenomenological hamiltonian introduced in [S.] via heuristic considerations.
Note, moreover, that there are no terms renormalizing the periodic potential in the
relevant part of ¥°(¢). In the spinless case ¢ = 0 and LV}, = voF, + aoF, + CoFe +
AoF, where

4
F = S TLOU s - (S )
w = 1

Therefore, in the spinless case, goy = g14 = Ap and F3 = F4 = 0 (because of the
anticommuting property of the grassmannian variables).

The most natural definition for the effective potential on scale y~*, k < 0 for the
infrared problem (but not the correct one, as it will appear clear in the following)
would be:

ko <h ya _ 0y S0
eI = S Py Py)e (25)

where =k = ZL_OOW'. The inductive evaluation of Eq. (25) is made by writing
at each step V(Y =") = LV"(y=") + RV"(y="), where LV" is given by an equa-
tion like Eq. (24) with (vo, %, 0, 91,0, 92,0, 93,0 a0 ) replaced by (v, o, {hs G145 2o
93, 9ap) =V plus an additive constant #|A|, |[A| = L, i.e. the vacuum contribu-
tion. The quantities y"v;, a;, {4 are @ independent (by the rotation invariance” of
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the theory, i.e. by the invariance under the transformation ¥’ — —x). An essential
role in this analysis will be played by the tree expansion.

We call 1, the set of all the labeled trees with n end points t € 1, that can be
constructed as follows (see also the picture). Draw on the (x, y) plane vertical lines
atx =kk+1,...,0, 1. Let t (the root) be a point on the line x = k. Starting from
7 draw an horizontal line leading to a point vy on the line x = k,, = k + 1. Choose
Sy, = 0 and draw s, lines starting from vy leading to s, points vy,...vs, on the
line x = k,, = k, + 1, i.e. the lines cannot go back. Do the same thing starting with
the points v; and go on recursively. A point v is called an end point if 5, =0, i.e.
if there is no line starting from this point. Moreover a point v is a trivial vertex
if s, = 1 and a non-trivial vertex if s, = 2. Finally if A, = 1, then v is necessarily
an end point. Clearly this process ends when all the reached points are end points.
A cluster v with frequency 4, is the set of the end-points reachable from the ver-
tex v with frequency 4,; and the tree provides an organisation of the endpoints into
a hierarchy of clusters. Each non-trivial or trivial vertex bears a label % except vg
(see the picture) on which can bear either a label # or a lable %. To each tree
we associate a term V®)(z, (=) defined recursively as follows. If = has only one
end-point with frequency k + 1 then V®)(z, (=) is equal to one of the terms of
Eq. (24) with #; instead of # or, only if k = 0, one of the monomial in ZV°. We
attach a label to each endpoint of the tree to distinguish among these possibilities.
Otherwise

VO, Y50) = 06T, PR, D), )] (26)
Sp!

where O is & or # if the vertex v bears an % or £ label, n = 2, 1'...7% are
the subtrees starting from v and the symbols &7 denote the truncated expecta-
tions with respect to a measure with covariance g). We have that ( is equal to
& only if v =1, and the tree contributes to the local part of the effective po-
tential. We also associate to each field a labels, f, f = 1,...,n;, where n, is the
number of the fields associated with all the endpoints of the tree. To every field
with label f corresponds a momentum k( /) and the indices &(f),o(f),e(f) = £1
and, also, the index s(f) =0, 1, 2 allowing us to distinguish the three possibilities

e(f) 7\ /,E) i 1 &(f)
l/é((f)’a-i(f)’a(f),E(k)%(f)’a-j(f),a(f),—lkolh((f),a-i(f)ya(f). We call 1, the set of f labels.
It is possible to check that the effective potential Eq. (25) can be written as
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POQED) = 35 5 @, g0y
n=11€1,

From Egq. (26) we see that each set of running coupling constants &, is deter-
mined once that a set 7 is given from the relation vj—; = 0} + Br(Uh, Tht1,--- Vo),
where f, called beta function, is a sum over all the trees contributing to the relevant
part of the effective potential. We define

VO (e, =0 = [ dhy, 32 VR, Py, kuo)nﬂ‘é")(Pm( ) s(f)k(f)+2nn/a> ,

PL‘O fePLO

where k,, is the set of all the momentum variables of the n. fields, P,, is a non-
empty subset of I, |Py,| are the number of elements of this subset, ZPLO is the

(=) (Zk
sum over such subsets and Y~ (Py) =[] ep,, E((f)),é(—f)?d( s

If in Eq. (26) we expanded the expectations by Wick’s theorem, we could rep-
resent the r.h.s. as a sum of Feynaman graphs (see [B.G., B.G.P.S.]). A Feynman
graph is constructed by symbolising the fields associated with every end-point of
the tree as oriented half lines emerging from that point and enclosing the end-
points belonging to the cluster v together with their half lines into a ideal box.
We pair, i.e. contract, the half lines in internal lines (all but the external lines

l/J(ék)(PUO)) and we associate to each of them a propagator g', if the line is con-
tained in the ideal box containing the cluster v and not in any one with higher
frequency. Every graph contributes to the effective potential with a term of the
form [ dkP Wi, (k0)0(S ep, (1 WeC 1)+ 2nm/a)) =Py, ), where k™o s the
set of the variables k(f) with f € P,, and W, called value of the graph, is the
product of the propagators of the graph and of the running couplings or the kernels
in Theorem 2.1 associated to the end points, integrated over the momenta of the
internal lines.

Furthermore, if G is the set of all Feynman graphs associated with 7, given g €
G, it is natural to associate a subgraph g, to the vertex v enclosing into an ideal box
the cluster v and cutting into half lines the lines connecting points in the v cluster
with points outside from it. Each g, is of the form [ dk™ W), (k" )o(3_ ;cp, (S I(f)

+ 2nm/ a)l/;(éh”—l)(P,,) where l/;(§hv_1)(P,,) are the half lines emerging from v before

contraction and P, is defined as P,,. On all this term the # operation acts, if v= vy,
while if v = vy the operation ¥ or £ acts, depending on whether it contributes to
the relevant or to the irrelevant part of the effective potential. It is convenient
to write W(k) as a function of ¥’ = k — @ pp introduced in the preceding section
defining W, (k' + & pp) = fi, (k73 &),

We call scaling dimension D(P,)) = =2+ ,¢ PLO(I /2 + x4), where x4 =0 if
4= l/&!ﬂr@pF,a;,,,,XA =1ifd= E(k)l//,('5+a~,pF,ag,o ord= —ikolll,ffﬂjppmd. The size of a

~<h

generic graph associated with a monomial y~ (P,,) with value W" is defined by

19 = sup PPk (WK, @7)
kg

where d, (k) is the characteristic function of the support of h(y~2/*2(kZ + E(kK)?)).
In order to motivate our definition of localization suppose for a moment that
R =1, where I is the identity operator; by a standard calculation it is possible
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to prove that the size, Eq. (27), of a Feynman graph is bounded by ||W] <
c"e"[[,y~"=h )PP where v is the vertex preceding v in the tree ordering. To
obtain an estimate of the perturbative contribution of order n to the effective po-
tential, we must sum over trees. In order to have an estimate uniform in f§, L it
is necessary that D(P,) > 0 for all P,. But we have that D(P,) = —1 if |P,| =2
and ZAEPL»XA = 0, while D(P,) = 0 if |P,| =4 and ZAEPEXA =0 or |P,] =2 and
> acp, x4 = 1. Like in [B.G.] one could define as “relevant part” of the effective
potential the sum of its local quadratic and quartic parts in the fields. However
such definitions would still contain irrelevant terms. This can be easily understood
by remarking that for 4 suitably small the contributions to the effective potential
V" having forms:

4
i=1

Ul i3m0Vt w5 s Vel 52 w0 3 o
k|81 pr.@1,0 Tky+@y pr.@y,0" Thy+03 pr @30 Thy+@ priGiao

[ A RO — K+ (@1 = B2) pr + 207 @) 2K k3 B 5 W

are vanishing unless (@, + @, — — @4)pr + 2 2’”‘ =0 in the first case and

(@) — B2)pr + 2nm/a = 0 in the second as the delta’s in the above equations cannot
be satisfied for the support properties of the propagator (see Eq. (19) and relative
discussion).

It is possible to check by a standard calculation that the size of the generic
Feynman graph contributing to the effective potential defined above is bounded by

W] < cme [Ty~ (=t PE 20 (28)
v

where D(P,) + z, > 0 (the % operation was defined in order to make true such an
inequality), ¢ = max|?,| and ¢ is a suitable constant independent from n. By repeat-
ing the estimates in [G.] it is easy to see that Eq. (28) implies that |V®)(z,y=F)| <
g"c"n!. We shall use (and prove) an equation stronger than Eq. (28), hence we do
not dicuss its proof in more detail.

It is convenient to see the effect of ¥ when V (yy=F) is written as an integral
over the coordinates. Writing

/dk”’fé( v e(f)k(f)+8(f)w(f)pp+2nn/a>ﬁu(k'P‘ =",

fepr,

AMEhe—1)
= [dxP W (P P,

= (S I(=k) - . . .
where lﬁ (P )y=11 fePLO i(J;)w( o) D e is the set of quasi-particle vari-

ables @( f) such that f € P, and W (x*) is a not traslation invariant function unless
> £ mp, & f)S(f)pr + 2nm/a = 0 in which case it is translation invariant (see the
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delta-function in the above equation). By Eq. (22), (23) we see, by performing a
Fourier transform, that the #-operation acts in the following ways:

- e
i”/fl Wh (X1, X OWy, 500, - Vidinon@X1 - dXn =0 n >4, 29)

At ~t o ne 4
‘g}/l‘ th (xl - x4’ x2 - x4> x3 - x4;..a_))wxl,dil,al//xz,a'iz,tr"/’m,cb},a’ l/l.X4,L54,17 I—[] dxi =
=

O() +@y— 3y —34) pr+2nm/a0 [ At1ddts Wy (11, o, 135 B)spp(t1, b, 13)
A

At At P ne 4
X /flé(xl — X2 )5()62 — X3 )5()63 — x4)l//xl,(b'l,a’l//xz,ﬁz,o’l//x3,a'i3,a’l//X4,a'i4,o 1_[1 dxi 5 (30)

k -0
where s;4(t1,1,83) = 3 szlelz( W @+t =B i (D 4 1) and is present only

because we are studying the sytem with finite volume and with temperature different
from zero; moreover

- . T2 7
$fdx1dxzx//x] @ ,,npxz &0 Wi (x1 — x2; @) = 05, 3, ﬁdtWhv(t; @) cos (Zt) cos (Bt())
~t A
X £ dx1dx0(x, — xz)l//xl’aalﬁxz’@a
+ [ A (3)5 sin (;%) cos (7 ) [ dx1dxsd,0001 =32, Ve 31
T T —= At P
+ fdtWhL(t w) sin ( L) cos (Eto) /{dxldxza;z,@é(xl — X )lﬂxl,@’alpn,@’a s

where the kernels W are antiperiodic functions both in the time and space variables
with period f and L,t = (£°,7), Oz, the covariant derivative, is defined by

Oz f (®) = i3 GE(k + Bpr)f (k) .
k

If 6(x; — x;) are integrated away in the r.h.s. of Eq. (29), (30),(31) we see that
the action of # has the effect that the monomials in the fields are changed into
local expressions. This is the main reason for which we introduced the fields l/lxwa
rather than working with Eq. (4). The non-trivial action of # on the terms
with four external lines is

xwo

4

N o At ~— ~e
ﬁf%Whv(xl — X4, X2 — X4, X3 — x4;Q)!//xl,a_)’1 K xZ,a')'z,o'/ ¢x3,63,a/ '/Jx4,([)’4,g ],_]; dxi = (32)
i=

A4

l// ,wl,al//xz,a)z,a"/lx3,w3,a l//x4,a)4, {th('xl — X4,X2 — X4,X3 — )(4;6(_3)

[ :];

J
Ai

—5(x1 — x2)0(x2 — x3)0(x3 _x4)£dt1dt2dt35L,ﬂ(tla t, YW (11, b, 13, @)} .
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In the estimates of the following section it is convenient integrating &'s in Eq. (32)
obtaining a different, equivalent form:

4
- A4 A4 A A=

f‘%W(xl — X4, X2 — X4, X3 — X4; Q)wxl,u_jl,awxz,ajz,ol X3,03,07 ¢x4,a_)’4,o' ],-]; dxi (33)

i=

4
= [TIdx,W(x1 — x4, X2 — X4, x3 — Xa3 )1 — 57,p(¥1 — X4, X2 — X4, X3 — X4))
1=1
A+ A4 A— A—
X ‘pxl»"_jl ,a¢x1,62,0’¢x1,033,a" lpxl,a'54,0'+

At A ~e

4 At
fnl dxiW(x1 — X4, X2 — X4, X3 — X435 D) {l//xl,@,a'ﬁxz,aﬁz,a' Vs 630 Vapigo
i=

2 .4 .y . o
- 1/22% !ﬁx,,d)'l,a'wxi,(isz,ol ‘px’,a—}},a'/ lpxi,a'j‘;,o'} 4
i=

where s;p(t1,%,1) is, once again, present only because one wants to distinguish
carefully the L, < oo from the L,f = oo case. Equation (33) shows that there
are two ways in which the renormalization acts on a subgraph with four half lines
connecting points in the cluster v to points outside it. One way renormalization
affects the graphical analysis is that one of the half-lines does not represnt a y-field
as we can write:

At Am A +

~ At At At
(‘pxl,(l)l X2, 1,31 w w X4,034 + lpxlvtal w X2,W: ZDXS 1,03 lp o W
071 l/j +

X3,003
D} : Ve
x12,@) ¥ X1.0] X202 x3 2,093 7 X404
where

A

(34)

81

l// X3,0 X4 1,04

X
‘// l//)cz,wz l//Xz, 23 D;;,z,@ >

~E

~E 1 e
Df;/,i,u; = wx,,ﬁ - '//xj,(ﬁ = (Xi - xj)gduaw",',,(")»@ s (35)

X)) =w;+ (1 —u)x,, 9=(3 0g) -

x;(u) are called interpolated points. It is easy to check that the effect of this
substitution (i.e. a D-line instead of a y-line) is that in the estimate of a generic
Feynman graph, in which the line representing D-field has an end in the cluster v
and the other in cluster the v’, there is an extra factor y_(h”‘hv’) with respect to the
case in which # = 1.

The other way in which # can act, from Eq. (33) is that the kernel W is
substituted by a kernel W (1 — s) and this produces, in the estimate, at least an extra
factor y~("~"") with respect to the not renormalized case, with A* = min(fy, hg),
where 4; is such that if 4 < Ay g’(% =0 for k of the form 2nm/L, n integer. Of
course y~* = const L. We define hg in the same way. Of course if # < 4* and

Vh(p) = —log [ P(dy+1) e~ """ 40) then
Vi) = V"1 (¢) (36)

that is the effective potential stops flowing. Equation (36) is the analogue of
Lemma 1 in [B.G.P.S.] whose proof (not explicitly written there) is not so triv-
ial for the exponential decay of the propagators in momentum space. Since there
are no non-trivial vertex with ' < h*, then we have that y~(v=h") < 5= (h—hy),
Similar considerations can be made on the terms with two external lines.
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4. Analyticity of the Anomalous Effective Potential

In order to see if the flow of the relevant running coupling o, (see lines following
Eq. (25)) is bounded we write then the equations for the 7}, up to the second order:

gin-1 = gip = 2Bgi, + 00"
G2h—1 = gop — Bgt, + OG"),
Gap—1 = gap + O(")
op—1 = oty + ﬁlg%,h + ﬁzg%,h + 00",
=0 ﬁlg%,h + ﬁzg%,h +0("),
V= 100", (37)

where f, ﬁl,ﬁz > 0 and the equation for #, (see lines following Eq. (25)) is not
written for simplicity as @, does not depend on #,. We have supposed that pr +7/2a
postponing the discussion of the case pr = 7/2a to the last section. These equations
are qualitatively similar to the equation founded by Solyom [S.] for his phenomeno-
logical hamiltonian. If g9 < 0 and the corrections O(y") are neglected, then g;
grows so that the second order truncation has no meaning. If g;o = 0 things looks
different. It is easy to check by using the general methods of stability theory that,
for vy small enough:

gi,0
~ 0, = )
9 =71_ 2Bhgrs - 9a,h = 940
oo 2
92.h = G200 2 4 —ﬁE——g"O =g20+ O(g3,) - (38)
Jh 2,00 2,0 = (1 — Zﬂhglo)z A 1,0

However also in this case the flow is unbounded. In fact we have that oy =

oo + Egz_m(ﬁlgih + Bg3,) and similarly for {j; so that in any case oy, {; — 00
because g2, gan do not go to zero. Note that even if the third order contribution to
the Beta function makes that g,;,gs4, tend to zero, this would happen very slowly,

i.e. not faster than 1/v/—h.

This suggests that we try a new and more general scaling approach, including
the one described in the preceding section, the anomalous scaling. Given a sequence
of positive numbers Z;, with Zy = 1 we can write, for 2 < 0,

fpzh_H(dlp(éh))e—f(h)(\/mw(gh)) — fpzh(dlﬁ(h))PZh(dW(<h))e_V(h)(\/Z_h¢(§h)) ,

(39)

h
where ch(dzp(h)) denotes the Grassmannian integration with propagator %: and

Pz,(dy™) the one with propagator g—z where, if we call Cy(k) = Zzz_oo f(y=2+2
(k3 + E(k)?)), dP(k) is given by g™ (k) + t"(k) with:

Gh(k)(1 — Cy(k)) — zp

M(k) = = .
() —iky + E(k) 1+ 2zaCu(k)
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I7h(¢) is determined from V**!(y) using the following relation, for # < 0:

(h) (<h) ~ (h+1) (h+1) (<h)
-V Z = h+1 -V Z +
e W Zp1¥'="") fPZ;,H(dl/’( + ))e [\/ 1 (Y 2 )] .

Note that 170(¢) = V%) and that the relevant part of I7h(1//) (we write in it also
the constant part of Vh(wéh)) is given by

4
~h o
LV (N ZptW=") = Zpo V" miFy + ZnranFo + ZigrzaFre + 25y S G'Fi + t3]4]
i=1

where |A| = LB. The sequence of Z, is chosen so that the relevant part of ¥’(y/)
does not contain the term proportional to F, i.e.

4
LV ZWE"Y = Ziy"viFy + ZhonFy + 23 S g'F, + 90,14, (40)
1=1

and this is achieved by taking Z, = Z;;1(1 + z;). Clearly we have v, = ﬂn;,,
2
gn = (ZQ—:I) q. o= h+l(ah —z), YO =n+1, where f=[g%
log ( + Z"_ZﬁC (k)) Vh is called anomalous effective potential.
We can write YOG =) = £ 7 79(2,§=?) with
5 (k) i
PO 229 E0) = 0B, IPH D 22, WD), (41)

where n = 2,7'...7% are the subtrees starting from vy (the first vertex above the
root), the symbols Ej, E! denote the expectations with respect to a grassmannian

integration with propagator Z, 1gM and 0 is equal to #*, if the tree contributes
to the local part of the potentlal or 4, if it contributes to the irrelevant part,

where Vi(y) = 2°7"(%ety) + 27"(%2y) and 27" differs from 27"

only because it does not contam the addend proportional to —ikoy/, V. -
We write the effective potential as an integral in position space, i.e. we write:

VO (¢, \/Zp =Py = fdxvopzak)%"’to' VE (g, Py x0 WSO (P,
Lo

where x,, is the set of all the coordinate variables. We define also the kernels

WOz, Py, xP0) = [ d(xyy \x 0 )W BN (2, Py, x4 ) s
A

so that

1 Pyl 7 (Sk
V(k)(T,Zkz Yl=hy = S [ dxo W(k)(T,PUO’xPUO )Z;'P°l¢(< )

Py A

(Pyy) -

~(k
Here x"0 is the set of points on which the monomial 1//(5 )(on) depends (recall
that there can be more than one point for each field). Let us define: o, = (g}, on, Vi)
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and & = max;;>4|vis| and let us formulate the following theorem:

Theorem 4.1. There exist a constant € > 0, such that, if ¢ < & and supyy <
ZZTh/l < 148, ¢c; > 0 then, for every N:

[P+ d(Py )Y 3 W (2, Pogpx™0)| < Ay~ PP0)(Cyg ),
A TET,

where d(Py,) is the length of the shortest tree graph connecting the set of points

x\P0) Cy is a constant and D(P,,) is the scaling dimension of the monomial

YER(Py).

Proof. Let be & ,{L (l/;(Pl ) ,l[l(Pk)) the truncated expectation with propagator g(hﬂ
of n fields. By using a well known expansion of truncated expectation in terms of
interpolating parameters s;,¢ = 1,...,k — 1 [Le., B.G.P.S.], we can write:

EF (PP, ..., Y(Pr)) = ;IHT §"(x; — y1) [ dPr,(s)det GTe(s),  (42)
v €Ty

where T, is an anchored tree graph between the clusters of space vertices from
which the fields labeled with Pj,...,P; emerge: this means that 7, is a set of
lines connecting two points in different clusters, which become a tree graph if
one identifies all the points in the same cluster; we call 7 =U,T, and, if / €
Ty,x;, y; are the end-points of the line and are such that x; =x;; or y; = xy j,
where x, ; is the coordinate of the i field of the ;™ monomial J/(P;).G™i(s) is a

(n—k+1)x (n—k+ 1) matrix whose elements are G;;,i, = Sjj/gN(h”)(x,/’j/ —Xi,j)
!

with x;  — x; ; not belonging to 7,5, = H{:;ls, and dPr,(s) is a normalised
measure which depends on s, and 7.
From Eq. (41) and App. 2 we have that

\ Z, \*l 1 g
VO, Pyxog) = S 1 <——> En WPy /0), ...,

(Poyonote.p. \Zh—1 5!
V(P /Qoe)) I1 i 43)
vnot e.p.
where [], . , U is the product of the running couplings associated to the end

points of the tree t (which are »n if 1 €1,), P, is a not empty subset of I,
the field labels reachable from v,v; are the s, vertices immediately following
v, ZPL_ represents the sum over all the compatible choices of the subsets P, such
that O, C Py, P, =UQ,, and és,i obeys to an equation like Eq. (42) in which

g(h”)()q — y1) is replaced by |&; — h,|zzg<"v>(§, — 1), where z; is a positive integer
z; < 2 and such that Zlen z; = 2. The end points of the lines in 7, &, #; can be
simple points x;, or interpolated points x},i (see Eq. (35)), i.e

x]", = Zsi’,j(ﬂ)xi’,j > Zl:az/,j(ﬂ) =1, 8i',j(0) =0y,
1 1

and ij;,i, =S g~(h”)(x,’,, o x; ;) with xj, a- x; ; not belonging to 7.
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Estimating the determinant in Eq. (42) by the Grahm-Hadamard (see for instance
[B.G.P.S.]) inequality it follows:

317l

_ Zp, \? 1Py

lV(k)(T’PUO’xvo)I = 8"{2} H (Z__l) ClQLI 'PLI‘-J(Tanmxm)
P Yvnote.p. L=

hes2 o _
.y22,20<2/+1>2,(|1);,| IQZ_,-I)’ (44)

where P denotes the subset of P, correspondent to field with a derivative index of
order j, O/ is defined analogously and:

1
J(r,on,xvo)=< [T — |/ I SIldulé—mfa™ 6" & —m). (45)

vnote.psv-> v not e.p Ty IET,

The interpolated points and the terms |¢; — 7| are produced by the renormalization,
see Eq. (35). In [B.G.P.S.] it is found an equation very similar to Eq. (44), except
that in the equation analogous to Eq. (45) the terms | — ;| produced by the
renormalization would not coincide with the argument of the propagator belonging
to the anchored tree T, and z; would be bounded by 2n. However the proof given in
[B.G.P.S.] for the boundedness of the integral over the coordinates of the analogue
of Eq. (44) would not apply here as it requires exponential decay for the propagator.
The elimination of the latter condition is the main technical innovation that we
develop in this section.

We can perform in Eq. (45) the change of variables &; — #; — y; realised from
the following linear system y = Ar(u)x, where Ar(u) is a square matrix n X n
whose elements are functions of the interpolated parameters u, so that we can write:

/fldxuo(l + 9K d(Pyy )YV (2, Py xsy)

= ZTI ( I1 r'.) fdz!detAr(u)‘llll—Ideyz(l + 9k d (P WV |91 1§ G i)
€

vnote.p

(46)

where d,(P,,) is the length of the shortest tree graph expressed in terms of y-
variables. In Appendix 3 it is proved that |detAr(u)| =1 so:

Loy (14 1 d(Puy))'T (5P ag) < JAICHTIC 110y =2htsemzch - (47)
v

Then Eq. (44), (46) imply that

P00 S Ladrog (14 (P Y VO e Py )| £ (CClae)' . (48)

TET,

so that the theorem is proved. We remark that, without the result of Appendix 2,
one would obtain Eq. (48) with C” replaced by C), where C, would be a function
of n and C, could only be bounded by n! or worse.
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5. The Flow of Renormalization Group

The Beta function can be written as Sy(Oh,...,00) = By(Th...00) + yhﬁh(ﬁh,...,ﬁo).
In the spinless case vy = {Vvx, On,Zn, 4n} and the function f,(7,...0) is the same
as in the U(¥) = 0 case. So repeating the arguments in [B.G.M., B.G.P.S] it is
possible to prove that the flow is bounded and anomalous so that Theorem 1.1
holds.

The spinning case is more involved. The equations for the running coupling can
be written explicitly in the following way:

ZZ

Jr—1= Zz—h[gl,h + g1 4(=2B + Bi(gzn Szmvzn) + V' Ri(G2n 62mv2n)]
h—1

z

G2p—1 = Zz—[gz,h + 921B2(92,2h> 94,21, 021, Vi)
h—1

+ G p(—B+ B3(gzh 02n V=) + V' Ro(G2h O2h V)]

Z2
Jap—1 = Zz—h[(g4,h + Ba(92,21, 94,2, Oz V1)
h—1
+ g3 uBs(gzhs Oz Veh) + V' R3(G2h O2hven)l
Zh 2 2
o1 = 7 [6n + 0rghBes(g=h) + ViB1(gzh> O=hs Vi)
-1
+Y"Ra(Gzhs 020, V)] » (49)
Zy oy 2 h
Vho1 = VZh l[V + VigyhBs(Gzhs OzhsVh) + V' Rs(gzh> 02> V)]

Z . .
1= K[l + i1 By + GiaB + GiBo(g=h) + OngiBro(g = Ozh)

+ GBI Gz O2nV2h) + V' Re(G2hr O 21 v2)]
where by g, we mean generically the quartic running coupling, i.e. one of gy, gn2,
gna. We know from Sect. (4) that B; and R, are expressed by a power series in j,
converging to an analytic function if the running coupling &, are such that |7} < e.
In writing Eq. (49) we make explicit the lowest order contribution in the running
couplings to the power series B, and we use some symmetry considerations.
Using the last relation in Eq. (49) to eliminate #Z—T’ the fact that y > 1 and

the implicit function theorem it is possible to prove that the above equations are

equivalent to:
Bnet = pn + Gh(Grp ths - 9105 o3 Vi) + V' Ry(Guns s -3 G0, Hos va) » - (50)
Gin—1 = gun + G(Gus s ---5.910, 10 Vi) + V' RI(Gus ttns -5 9100 o3 vi) » - (51)
Vhot = Yk + GE(Gun a3 -3 1.0, 103 Vi) + V' REG1 s it -3 10 03 Vi) 5 (52)

Ah sh . .
where w, = gap, gan, On and G R, are analytic for |g; | < & || < e if B’ = h
and |vp| < e.
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Eq. (52),(49), given any sequence of g p, up With |g1 4], |us| < &, imply that
there is a unique vy, analytic in gy 4, s for |gial, | < €, such that |v,| < ¢ and
v, converges to 0 for # — —oo at the rate O(y"). The proof of the existence of vo
is essentially a version of the unstable manifold theorem. The equation for vy is:

0 . .
2 VGG s -3 910, o3 Vi) + VR G -3 G10, o3 V)] = 0. (53)
i=—00
By Theorem 2.1 this value vq is obtained, given a, A, by a unique choice of v.
By a similar argument it is possible to choose dy (and this corresponds to fixing
o) such that 6, — 0 for 2 — —oo: this choice corresponds to requiring that the
Fermi velocity is fixed to 1 (see [B.G.M]) but we can avoid the work of checking
the latter statement here because this choice, contrary to the choice of vy, is not
essential to control the flow of g;,, uy. With the above choice of vy, dp we have
that

fnmt = th + Go(grm s 39105 103 0) + V' RE(G1,ho tths -3 1.0 Ho Vi) »

Gihet = gun + GHGUn s -5 G105 105 0) + Y RY(G1 ho s -3 Gr0s o3 Vi) s (54)
Vhet = YVi + GE(gi o s -5 91,05 103 0) + V' RE(G1 by b3 - -5 9105 Hos Vi) -

_ N —h
Remembering that G, (g1, th3 - - - 910, 105 0) = g3 (=28 + G (g1, 1> th3 - - -3 G105

Ho; 0), with 6? analytic as a function of its argument, it is clear that, for any
sequence of [u;| < ¢ and any complex g0, such that [g19 — &/2| < &/2, then [g1,» —
¢/2| < ¢/2 and g, — 0 for A — —oc0 as 0(”11_|).

Remark. Chosen v as above and A complex such that |4 — &/2| < §/2, where £ is
chosen so that |vgl,|to] < ¢ and |g1 — /2] < ¢/2, if it happens that |y | < ¢ for
h' = h, then )y for ' = h— 1 is analytic as a function of 4 in |4 —&/2| < &/2
and vp, g1, — 0 for A — oo.

We want to show that || < ¢ for all & if |4 — £| < £. We define the function

limh_,_oolimT,L_,ooGA,’»'(v;...;v;O) = G;(v), where i = p,v,1 and v = gy, u. We prove
that:
Gu(0,u)=0. (55)

Equation (55) can be proved by comparing the beta function of our system with
the Beta function of the Mattis model. The Mattis model describes two spinning
fermions with linear dispersion relation. The Hamiltonian is:

Ty + Hj Zfdx xwa(zw@)&//f(ﬁo +a2fdx xwa(zw@)l//f(ad :

b AT 5 W V) Vo Vo)

@,0,0'
+ Z fdxdy/IQZ(x - y) ( xwalpx,a‘),tf) - (‘//;—cb’,a’wj/_',—a”),o’) o (56)
(U T, a’
where :: denotes the Wick ordering respect to the free vacuum and f(ﬁ are creation

or annihilation operators of @-fermions. Note that, contrary to the model with hamil-
tonian Eq. (1), the Mattis model hamiltonian is written directly in terms of quasi-
particles. We can introduce a family of Grassmannian variables v - ~and study the
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Mattis model by a renormalization group analysis similar to the one discussed so
far. The ultraviolet part of the theory is rather delicate, due to the linear dispersion
relation of the propagator of the Mattis model, but it has been discussed in [G.Sc.]
(only for the Luttinger model, but the same considerations trivially hold also for
the Mattis model).

The discussion of the infrared part is made by repeating the arguments in
Sect. 2~ Sect. 4 with U(X) = 0. The infrared integration is written as []

Hh__oo P(dlﬁkwa) where the covariance of l//k 5o 18

oh TSGR+ K

Iax . -
PHM —iko + @k’

£,0,0=%1

(57)

The effective potential is given by Eq. (24) with g; 5, = g3, = 0 and v, = 0 by the
symmetry of the interaction and for the parity of the Mattis model propagator.

The Beta function is given by ;1 = —i—Bﬁ’M(uh;...;uo) + VhRZ(”h;”';Eo)‘
The crucial point is that

By (s -3 o) = G, 05 .5 1o, 05 0) .

This essentially follows from the fact that the propagators g’ (x) of our model differ
from the Mattis one only for terms of order )" (see Lemma 2.1) and from the
fact that in our model v, = O(y"). The analysis in the preceding section shows that
the Beta function is analytic as a function of its argument in a circle with radius
independent from f,L (see Th. 4.1); this implies that the limit of the Beta function
as § — oo is an analytic function of its argument in the same domain. We call from
now on i the running coupling in the theory with finite volume (but not temporal
cut-off) and lim; _oopf = . If Ly = py y=* the following lemma, analogous to
Lemma 2 in [B.G.P.S.], holds:

Lemma 5.1. If wy is defined and |wy| < & < ¢/2, for W' = h, then also ,ui,” is
defined for h' = h and

L 32, h—h!
i — | < ey Bz h (58)
for some constant c.

Proof. We proceed inductively noting that Eq. (58) holds for A’ = 0 and proving
that Eq. (58) holds for A’ — 1 if it holds for the couplings with frequency greater
than or equal to 4’. We write

L ' L /
:uh/h_l Hn' —1 ‘-Mh/ — Ky +ﬁ ’Lh h" ,ﬂoh)—ﬁZ7M(/lh/,...,ﬂ()) s (59)

/
where BZAL/ and ﬁfj/ » are the Beta functions for the Mattis model with finite or
infinite volume. It is convenient to write the second difference in Eq. (59) as

h ” n /
:Y; Wi 27,~--,.uéh)—ﬂz,ﬁ'(#h/,---,#o)]+[ﬁ,,,’ff(#h',m,ﬂo)—ﬂZ,M(#h/,--.,#o)]-
(60)

The first term can be bounded, proceeding as in Sect. 4 and using the inductive

assumption, by czsl/ th ~H_In order to estimate the second difference in Eq. (60)
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we remember that ﬁZfM( Up's-- > Ho) can be written, by Eq. (42), (43), as a sum over
trees 7; to each tree is associated a product of terms which can be written as the
integral of products of propagators whose arguments &; — #; form an anchored tree
graph T times a determinant; all except one of the points belonging to the anchored
tree graph are integrated. We perform a change of variables & —#; = y; as in
Eq. (46) and we write

/ Ah/ ~h/
ﬁZ,M(ﬂh’w"qu) = ﬂ#‘M(,Uh/,...,/lo)+,B#’M(,U},/,...,‘Ll0) 5

~z!
where ﬁZ, y contains terms integrated in |y,| < L/2 for each y; belonging to the

~7!
spanning tree. All the terms contained in ,BZ’ » contain at least an integral with
domain |y;| > L/2 so that, proceeding as in Sect. 4 and remembering Eq. (46), it

~p!
follows that ﬁz’ » 1 bounded by c4e§y”—h’,
’ '\hl
It remains to bound BZ”fj’(uh/,...,uo)—ﬁ“’M(uh/,...,,uo); this can made by

noting that this term can be written as a sum over trees similar to that one in
Sect. 4 for B"°L, with the integrals over the arguments of the spanning tree T with
domain |y,| < L/2: the only difference is that at least one of the propagators of
the spanning tree ¢""*L(y;),h" > K’ is replaced by ¢"" (y/) — g" *“#(y,), or at least
one of the determinants is replaced by det GT — det G-*#. Noting that the number
of possible substitutions is bounded by C”, if 7 € 1,, and that

-" L
W — hI’Lh < V——N__ v < —:
lg" (») =g (¥)] £ Y =5
lellid
|det GT — det GT-1#| < L—hy"iPW (61)
if |P| is the number of the fields in G and proceeding as in Sect. 4 we find that
this term is bounded by c3¢2y"~"'. Finally we can write
h—h' 5/2, h—h' 2, h—h' 2, h—h'

L
= ] £ a4 ey gy T gely

3/2, h—h'+1
< ag’y ,

where the first term comes from the first difference in Eq. (59) and the last three
from the second difference in Eq. (60). The above inequality is always verified if
&1 1s chosen suitable small.

Let us remark that the effective potential at scale 4 can be also obtained by a
one step integration by the relation

th(l//éh) — ‘/_‘;ﬂﬂ fP(dl,b>h)e_V0(l//§0) i

Vh(y=") is given by a series over one step Feynman graphs similar to those
ones of Sect. 4 except that to each internal line is associated the propagator
g5Mk) =0_,., g"(k) and to each vertex one of the terms in V'O Eq. (17), (18).
The expansion is well defined if |A] < ¢, which is not O(1), and hence very
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small as L — oo. By the definition of the localization in Sect. (4) it follows that

1.2 T 2
ZEyhyy, = Z21/2”<0,(—1yz;w> =0; ZF - = 2V2"<k0,( 1)' )|k0=0,
j=1 0i=1

) (@)
7 -1+ 2= 50 (v (0.7:0) - ¥ (0-F:9))
(z,f)Zg%,F%;Vf((0,(—1)'%);(0,(—1)"%) (0.-17 )5 (0 l)kg);@),
@y =557 (00 ) (010 F): (017 ) (01T ) i)

where V(k'; @) is given by the sum over all the one step graphs with two external
lines with momentum &’ + @ pr and quasi-particle index ¢ and V) (k] Sk, kS, ks @)
is given by the sum over the one step Feynman graphs with four external lines
with momentum k! + @;pr and quasi-particle index @, i=1,2,3,4 and &, =

1,-1,-1,1),,8, = (1,1,1,1). Of course the one step expansion for V,(k’; @)
and Vj’ (k{,ké,k;,k"‘;d)’) is convergent only if |A| £ 4 If L=Ly_, and n > 2
it follows from the compact support properties of g2 "(k) that g>*(k)=0 in a
small domain around the point (n/L,0) so that the one step graphs contributing
to ,u,f"'" or Z,f”_” are only the irreducible ones, defined as graphs which cannot

be splitted into two parts by cutting a single internal line. We call Eh(k;d)‘) and
r f’(kl,kz,kg,k4;g") the sum over the irreducible one step graphs contributing to
VI(k'; @) and V] (k{,kj,k},ki; @3). Then Eq. (62) can be written, if L = L, and
n > 2, replacing V! and V! by " and I'.

By definition Zh(k;cb’) and I f-’(kl,kz,k3,k4; @) are simply related to the two
point or truncated four point Schwinger function with infrared cut-off at scale 4:

1
S @) = — — (63)
—iko + k' + " (k)
S4>h, T’L(kll’ CB], +’ g, ké) (BZa +, O'/; k_‘;’ @3, i G’; kz/b @4, ) 6) =

S7hE, 30571y, 32)S 7 (ks B3)S (kg Ba) T (K kg K iy &) . (64)

The above equations can be proven as an identity between graph at any order.
Equations (62),(63),(64) by substitution and some algebra implies that if

L=Ly_,and n > 2:

L 1

nZE(1 + %)

roo1 a8>hL(0,n/L; @)
=S§>ML0,n/L; ) 5 = = ———, (65
O.mlid) = F ety ok (63)

4
( L )) 97 =iS>h,T,L(O,(_l)’n/L;O,(—l)iﬂ/L;O,

n(1+0p)/) (Y =
(=1)'/L;0,(=1)'n/L; &,) , (66)
L 4 2 _
() (ZZ;Z =287 FHO, (-1 7L 0, (-1 /L3O,

(—=1)'n/L;0,(=1)'n/L; 3,) ,
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Remark. The above identity is proved by a one step integration, so is proved in the
region [4| < const/L, where the one step expansion for the effective potential and
the Schwinger function is analytic. However the series for the effective potential and
Schwinger functions at scale / are analytic in A if the running coupling constants
Uy, B’ > h are such that |u,| < &, see Sect. 4 and below, so that in this case Eq.
(65), (66) holds also in the domain |uy| < e.

pk,,ZE , if $>7°L =S are given by Eq. (65), if S>7°>5L = STL replaces
S>h, T, L‘

Using the exact solution of the Mattis model [M.] and the explicit evaluation of
its Schwinger function [Mal] it is possible to prove the following lemma (analogous
to Lemma 3 of [B.G.P.S.] but not explicitly proved there):

Lemma 5.2. In the Mattis model there exists an ¢ such that, i < “
is bounded and |uL,| <const uniformly in L; moreover Z5 = A (2)L¥?) with
A () and n(A) bounded in i for |i| < & and O(J?).

Proof. 1f &,(p) = sech¢(B), = \/(1 o 2Py (AP in [Mal] it is shown
that
SL(x, &) = Sk(x, @)e~ %) |

St (2, ) = O(xo) e G0t B 0(—xo) e—z(lxol—v?) B e_§|x0|§(x_d)»)
ol¥ L 1 — e—%(xoﬂ)?) L 1 —e™ L Z (|xg|+ix) > ’
(67)
ot=Iy 0BV (| _ o Al Pcos i) — T 5~ COSPE 5l _ o= llep(s))
LiZo P Lp>0 p
_ % ) S"‘%(e—ﬁm — e PlleB)y | (68)
p>0

where ¢ = 7+ Ag4(0) > 0 which is the solubility condition of the Mattis model,
S,(p) = sinh¢(p), and §;(p) is the Fourier transform of ¢,(7). In the limit L — oo
the asymptotic behaviour of the two point Schwinger function is [Mal]:
1 1
idx + e(0)t (X2 + &(0)22 )

(A(¢) + 41(¢,x)) , (69)
here 4 is bounded i (B)=dy(7)=0and n=1(1— — 200" —12
where 41(¢,x) is bounded near g,(7)=4,(7)=0 and n=5( (2n(1+a)+,:g4(o))2))

—1/2.¢(0) is the Fermi velocity. It is possible to choose a as an analytic function
of 2 so that ¢(0) = 1.

L
From Eq. (65), (66) it is easy to see that ZL = L (IIZ)Z St =1+ 1%“ where
1
L o 2 ~ . L
SHOm/L1) = 73 [dxo ] die= (LIS (Lx)e= %00 )i — it (0

Nop—

3 o L2
e Roxo (L5 (Lx)e™ LN = gk

— Nl

L Lo
61{0SL(07 n/La C()) - L_ {

Nl—
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From Eq. (69) it follows that IF, 7% has a limit for L — oo.

We study now the four points Schwinger function. We limit ourselves to
St(xy,+,0;%2,+,0";x3, —,0'; x4, —, @) but similar considerations could be made also
for SL(xy, +,0;x2, 4+, —0;x3, —, —0; x4, —, ¢). In [Mal] it is shown that

STy, 4, 03x2,+,0"3 %3, —, 03 X4, —, 0) = SE(x) — x45 1)SH(x2 — x3; —1)(e? — 1),

where 4 = F(x; —x3) + F(x; —x3) — F(x; —x2) — F(x3 —x4) and F(x) =2 Zﬁ
fﬂ(ﬁ—;&(p—)(l — e~ PRolen(Pleos ) with c,(p)tcoshd(p).. Performing the change of
variables u = x; — x4,0 = X, — X3,z = x| — X3 We can write

gioo(lzL)ZL“ _ L4 00

1
_ d dife—<"0 L1+2;15L —0kuL)
Ton Tan ({ uo_fl e (Lu)e™*¥

00 1 -
x [ dv [ die=c"o(L'* 18" (Lv)e= (D))
0 -1

o] 1
X [ dzy [ dZ(cos mifcos n¥ — sin mil sin n7) (edr“LoLL) 1)} .(71)
0 -1

It is easy to see that the expression between curly brackets of the r.h.s. of
Eq. (71) has a limit for L — oo. This is made by using the asymptotic expressions
of S*(x,@), Eq. (69), and of F(x) (i.e. s(0)c(0)log |x§ + £5(0)x?|) and by dividing
the integration domain of the integral in the r.h.s. of Eq. (71) in several regions:
Dy = {ug,v0,20 = 1}, Dy ={ug,v0 = 1,20 = 1}, D3 = {ug,v0 < 1,70 = 1},

Dy ={ug =1, zo,v0 2 1}, Ds={vo < lL,zo,up 2 1}, D¢ = {uo,v0,20 = 1} .

In each region the infrared divergences are integrable. In D, the integration

over ug,vp is controlled by the exponential factors; in D3 one has to use that

(e = 1) oo f—(“—"%—”—ﬂ, where f(uo, vo,#,7,Z) is a polynomial of second order
0

in the variables ug, vg, #, 7,2, in Dy it is convenient to split the integration domain in
two regions, one with |zg — vg] < 1 and the other with |zg — vg| = 1. In the first of
these regions one can perform a change of variables ug, v9,z9 — Yo = 2o — Vg, Ug, Vg
and the integral is of course divergence free as yp,u, < 1, while vy is controlled
by the exponential term; in the second region one can use that (e! — 1) 00

L1080 2) 4 Jolig0 D) - Gimnilar considerations hold for Ds and Ds.
(z9—1v9) 20(z0—v0)

Suppose now that y;, although start arbitrary small, can reach O(g/2) at hy; then

. L . . . .
Up, is “close” to vh:", by the considerations above Eq. (58); but, by the consideration

L Ly L .
at the end of Sect. 3, vhgo =" so we can conclude that v_"go = O(¢/2). But this

o0

is in contradiction with the fact that, by the exact solution v_hgo = 0(4) (Lemma
5.1); this essentially proves that:

Lemma 5.3. There exists an & such that, if |A| < ¢ then for any h < 0 p, is
analytic in J and |u,| < const - J uniformly in L; moreover Zj = Ar(A)y "1
with Ap(A),n(2) analytic in J. in |A| < & and O(J*).
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Proof. Let us suppose that, given & =< ¢/2, there exists iy > —oo such that

lunl = €1/2 < || < &
for A = hy. We start with a small y, say |u| < ¢;/4 and, from Lemma 5.1 we have

Lhy—n
that it is possible to fix n > 2 so that, if &’ = ho | — uhf'o | < 1897 < e1/8
(for instance). Note that, if |u,/| < & < ¢, = h the bounds in Sect. 4 imply that

Irui/ - /’tﬁ/+1| é 8% 5

. .. L n
and this equation imply that |uh§° h:" | < 2beln and the factor 2 takes into

account the small growth of ,ui,h 0™" for h < hyg. But by Eq. (36) it holds that

Lho—n —n

Ly —n . .
b = U and, ulo™" ) defined by Eq. (65), (66) with h = —oc, is close to
by c2¢? for Lemma 5.2 so that |, — p| < &1/8 + 2bein + ca62.

We note finally that the Beta function has an essentially short memory as the
number of scales 4’ above h at which one must know o}, in order to compute 7_
is essentially finite; in fact (see [B.G.P.S.])

N 0
By w(iths -5 o) = u,M(uh,m;uth; D" K (pp; .5 po)
=h+1

with | D" *| < Ke2y=12(=m"if |g, 4, |us] < & and K is a constant. But a dynamical
system of the form u,_1 = p, + B(uy) with B vanishing at least to the second order
cannot have trajectories bounded by a constant unless B = 0 (see [B.G.P.S.]). This
argument implies Eq. (55).

We return then to the study of Eq. (54): the vanishing of the Beta function
Eq. (55) implies that, fixed v, as the above analytic functions in 4, if |1 — /2| <
£/2, then v, — v,0| < ce? and:

ik —ho—00 0 g2 —ho—oo G200 G4h —h——o00 J4oo Oh —h——o0o 0

Zh 2’7
=, , 2
7 —h—o—co Y (72)
where ¢ .00, g4.00, 11 are analytic functions in A for |A — &/2| < &/2. From Eq. (49) it
is easy to see that g2, 9400 are O(e) and 1 = O(&%) as ) = cg3 o, + O(&?),¢ > 0.
The 2-points Schwinger function S(k,k) = S(k) is given by

(k3 + E(K)?)

<0 2 2
ko 1 ED) S="(k)(1 — h(ky + E(k)°)) ,

S(k) =

where S=(k) in terms of Fourier transform
=" 9 Ao S SV A e
o= | log L2 P, (dY=%)e WU TG
D =5 w05 )|y 8 A TR
(73)

In order to study $ éo(x — ») one shall study a tree expansion similar to that one
studied in this and in the preceding section, generated integrating step by step
the fields with decreasing frequency. This expansion is described in all details in
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[B.G.P.S.]. The bound Eq. (48) can be easily converted into a bound for the func-
tional derivative of Eq. (73) finding that Schwinger functions are analytic functions
of the running couplings and

A 0 _
Sx=y)= ¥ 2+, (74)
h=—o00
i (x — < _
where ¢ is supposed small enough and |g"(x — y)| = TGOl L Of course S(k)
is analytic in A if |1 —¢/2| < ¢&/2.
From Eq. (74) it follows that, if #Z__l —hm—oo P2 then S decays, for 7,L —
00, |x — y| — 0o as |x — y|~!=?". Then, from Eq. (72) and performing the Fourier
transform to the two-points Schwinger function we have Theorem 1.2. A simple

corollary of this theorem is that the two point Schwinger function S(x, y) behaves,
for |x — y| — o0, as

SO(x’ y)

S, y) = [ dk,x)p(—F, y)e "0 08 (k) = (1 — A=

+41(2) x — y|T21)

with A4¢(1) independent from x and y and with Sy being the free pair Schwinger
functions.

It remains to discuss the Borel summability. We remember that if for some
¢ > 0 in the domain |1 — &/2| < &/2 a function f(1) of complex A is such that:

1. f(A) is analytic,

2.1/() = S & £5O)] < Claat,
then f(A) is Borel summable in the given domain.

We known that vo(4) and S(x) verifies the first condition. Noting that |22=_00
h"y"| < n!C" and remembering Eq. (53) an estimate on v of the form I%';i,” | =
n!h"C" uniform in A and A, which should be clear from the consideration above,
seems to be enough to prove Borel summability of vo(4). Without anomalous scaling

this would be enough to prove Borel summability for the Schwinger function. But
the presence of anomalous scaling requires also that

a"n(4)
o

Some cancellations in Eq. (49) strongly support the validity of this estimate, but its
rigorous proof requires some extra work.

< (n))*C".

6. Conclusions

In the preceding sections we find that the Fermi surface is anomalous both if the
fermions are spinless and the conduction band is not filled or if the fermions are
spinning, the interaction repulsive and the band neither filled nor half filled.
Changing the form in the interaction it is possible to have a normal Fermi
surface, i.e. #(1) = 0. We can consider in fact a slightly different model in which
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ﬁ”(El,I?Z,E3,E4) in Eq. (6) is a function with support strictly contained in the region
where the k; have the same sign and are non-zero. Note that in this case the
interaction in the hamiltonian Eq. (1) is not a pair potential, ie. it has the form
W (x1,x2,%3,x4). Then it is easy to see, by symmetry reasons, that there are no graphs
contributing to g, or g, » for every h. In fact in the graphs contributing to g, 5
or to g» » there are necessarily vertices in which the incoming or outcoming fields
have momenta with different signs. If g, = g1, = 0, |v,0| < &,i = 4,5 it follows
that |v,; — v,0| < ce? and

ga.h —h——co J4o0os Oh —h——o0o oo % —ho—oo 1, (75)
where g4.0,000 are bounded functions in vy, and O(e). It is not clear if an
Hamiltonian with such a potential should be considered the model for some physical
situation.

We discuss briefly the cases not covered by Theorems 1.1, 1.2. We start from
the case in which pr = m/2a. From Sect. (3) we know that in this case there is
another relevant running coupling, g3 ». In order to study the Beta function at the
second order, it is convenient to introduce a new coupling g, , = g1.» — 2g2,» SO
that

Gah—1 = Ga >  93,h—1 = g3,h — PI3, 1G>
Gonr =Gop Guh—1 =G1h—BIins
a1 = oy + B193 4+ 1/ABo(g1.h — 254 + B3 »
Ot =04 Bigty + 1/ABy(grn — 2424) + Badhs -
Yl = g (76)

It is possible to choose |v;o| = ¢ so that, if gi9,d, = 0, then g, ., = g, = O(¢)
and ¢34, d1,h —h——oo 0. The behaviour of the flow at the second order suggests
that we try an anomalous scaling. One can repeat the consideration in Sect. (4) and
write the analogues of Eq. (49) for the case pr=mn/2a. However the equations are
too difficult and we are not able to prove that the flow is bounded at any order.

Going back to the case pr#mn/2a if g;p < 0 the running coupling constants
exit from the convergence circle of the beta function in finite many steps. The only
hope in order to have a bounded flow that can be studied by perturbation theory is
that the Beta function have a non-trivial fixed point:

vt = pv*).
Some heuristic consideration [L.E.,S.] and a third order analysis lead to the conjec-
ture that
gl,h, gz’ha 93,h _)h—>—OO giooa g~T,oo’ g;,ooa g;oo > 5h '—)h—>—00 5;0’

Zy on*
e N e 77
Zh—l h oo ¥ ( )
where g7 4,95 .93 4,92, are constants independent from the interaction 4 and
O(1). A similar flow cannot be studied very likely by our perturbative expansion
as the radius of convergence is very small. Perhaps one could try to use better
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estimates than those in Sect. (4) or use other techniques in order to enlarge the
convergence domain and reach this fixed point (if it exists at all).

Finally we note that, if pr = n/a, the propagator is given by (if K =k + nja):
"K'y =y ko, y TR = y7hG (0 ko, yTMRRT) 4+ TR Gy o,y TIRRTY)

where

201rm—h7 12 —hp 714
gy gy — LR+ (B
O = ) +

and Cp(t) weakly dependent on 4,7,L. One can estimate by a power counting
argument like in Sect. (3) the generic graph contributing to V*: in this case one

obtains that the size of the graph is bounded by y‘k(”’”ﬂzz), where my4 and m, are
the number of the vertex with two or four external lines in the graph. This is the
behaviour of not renormalizable field theories. It is unclear whether techniques of
[F.G.F.] for a non-renormalizable field theory can be of any use.

A. Appendix

We state first some easy consequence of the results in [Ko.], proved in [B.M.]

Lemma A.1. We have

lim E(t+ih;)= lim E(—t+ih;),

T—nnja T—nn/a
lirr/n | P+ ih, D)t + ik, 7) = lin/l L =T+ ih, DP(=T+ ihy, 7) , (78)

where h; < h,_.

Lemma A2 If k =g+ ik where h+h, then e(k) = P +e1(k), where limy_, o0

4B — 0, and |y/e(k) — k| < —~=. Moreover there exist a constant K such that

v e(k) B
k,x) < Ke™"% and |p(k, %) — eF¥+iihr| < Ke ™%
P(k,x) |p(k, X) | < N

In order to prove Eq. (15), we start proving the following lemma:

Lemma A.3.
Guo (%, y) = S(x, y) + Ri(x, y) + Ra(x, ),

S(x,y) = H(E — $)H(xo — y0)0(x0 — yo) [ dkp(k, —X)p(k, j)e EFX0=30) | (79)

Cy

T+ —y¥ IRax, )| < Ce™1,

|R1 (x’ y)l é

where E(l?) = s(lg) — w,N is an integer, H(t) is a C>® compact support function
such that H(t) =1 for |t| £ 1, Ht)=0 for |t| =y, y > | and 0 is the step
Sfunction.
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Imk
ho

h
ha

—3x/a -2xfa —x/a 0 x/a 2x/a 3x/a  Rek
Fig. 2.

Proof. Let guu(x y)=aqi(x,y)+ gz(x y), where in g; the integral is restricted on
k £ nj/a and in g, on k = n/a It is easy to see that g; belong to Rj.

For |k| = n/a we have E(k) = 0 and h(c*(k} + E(K)*) =1, so we can write

ga(x, ) = O(xo — yo) | dke E®0=10) (K, ~R)p(k, 7) -

>£

Let
g2(x, y) = H(X — )H(xo — y0)g2(x, y) + (1 — H(X — ¥)H (xo — yo))gz(x,y)(go

We will show that the second term in Eq. (80) belongs to Rx(x, y).
It is always possible to choose h#h, h < hy such that ReE(g+ ih) > 0 for
|g| = m/a. Let us remember that lim, ook, = 0. We can shift the integral of ga(x, y)

to a line with a complex part % considering the following integral in the complex
plane:

[k, —%)p(k, 7)e E®0=30)

7

where 7; is a connected path such that the function is analytic in its interior and
—[A+ 1)2]rn/a £ Rek < [A+ 1/2]n/a,/i — oo (see the picture)

We can eliminate the integral along the part of the path perpendicular to the
real axis using per10d1c1ty Eq. (78). The integrals on the circle around the non-
analyticity points ky give a vanishing contribution when the radius is sent to zero
by Eq. (3),(2).

Since in the limit 7 — oo the integral on the path from 7 + 1/2 and (7 + 1/2) +
ih is vanishing we have

ARG DGk, Fe EOT0 = [ dR(k + B, ) p(—k — i, 5)
|k| >m/a |k|>n/a
e—E(1F+iZ)(x0 —30)

so that, using the properties of Block wave listed in Lemma A.2, we have that g,
belong to R,. Finally summing and subtracting:

HE = D) Hxo — y0)00 — yo) [ dkd(k, Z)p(k, — 7)e BP0
|| <n/a

and noting that it belongs to R;(x, y), we have the lemma.
Q.ED.
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Imk
$r0
hy T
ha T
~3r/a -2x/a —x/a 0 x/a 2x/a 37/ Rek
Fig. 3.

We regularize S(x, y) replacing in Eq. (79) 0(xo — y0) by On(xo — yo), where
Ox(t) is a smooth function with support in (y~V,7), where N is a positive inte-

ger. Oy(¢) can be written as: Oy(¢) = Zfl f(y't) with f(¢) = (H(t/y) — H(¢))0(¢),
so that 0(¢)h(¢) = limy_.ooOn(2), im y_ oSy (x, ¥) = S(x, y). We write Sy(x,y) =

ZhN=1 Cu(x, y), where

Cilx, y) = HE = 7)o — y0)) [ dRYE)P(E, — Fe EOR0=r0) - (81)

Lemma A.d. Cy(x, y) can be written in the following way:
Cilx, ») = Y2 CL (" (0 = yo)v"2 (@ = 7)) + Con(' %0,/ %59 v0,7" 7). (82)

PPCLAG (0 — y0)VPE = ) =H(E = 7)1 (x0 — yo) 7"
x [ dke~ T F= o=@ ~u)x0=r0) |

and Cy n, Coy are smooth functions such that |Ci y(x — )|, |Cop(x0,X; yo, ¥)| =
Ce—alx—y|

Proof. If ¥ =u+ na,y = v+ nya, we write
¢(]€'+ I'Z,)?) — ei(l:+iﬂ)f’+t€(1;+12)u + ¢1(1€+ iﬁ,f) ,
2k +ih) = (K+ih)? = (K +ihY? + e(k), A&k +ih) = (k + ih) + &Kk + ih) .
We can shift the integral of Cy; to a line with imaginary part y"2h,h > max,h,
using a connected path y, (see the picture)

We have

Con(y"x0, 723,y v0,7" 7) = H(F = 3) f (/" (x0 — ¥0))

1 PN B2 hf2s B2 TN B2 _ o =
Ofdafdk [ez(k+1h)yy +ifay 16" (k+ihyy™ <y + oy h/2(¢1(yh/2(k+zh),y)yh/z)]

Oy~h2g
o F e 2t 20 s B2 TN B2 _ -
[e 1(k+ih)xy iloy 1e(y™ < (k+1h))y X—FO"}/' h/2(¢l(yh/2(k+lh),i'),yh/Z)]

o UFHRY +(0y ™2y~ 2e PR Rt iR)E (o~ 0) (83)



Fermi Surface for a d = 1 Interacting Fermions in Periodic Potential 91

The lemma is proved noting that, from Lemma A.2:

A - o
lim [f(F+ im0 = e™C  lim 25T o i 57 4+ F = const
k—o0

k—o0 k k—o0

Q.E.D.
Summing over Cj; and making the limit N — oo we have Eq. (16).

B. Appendix 2

Consider Vk(‘c,PDO,x,,o) on each vertex of t with the action of % given by Eq. (32)
and analogues; if the delta-functions are not integrated away there are no zeros or
interpolated points. In order to obtain Eq. (43) we write the renormalization using
Eq. (33) by integrating the delta-functions. We start from the first (climbing the tree
from the root) non-trivial vertex v in which the action # # 1. The renormalization
produces a zero (x — y)*, if z=1,2 and x, y are points in the cluster v, that we
can write as

x—y)y= ( > (i) —xi’J')> > (84)
L),
Where x; ; — xy , are defined in the following way:

1. x, j,xy  is the argument of a propagator belonging to T,

2. otherwise x; j,xy , are the coordinates of some field with label in the set P, if

v, is the frequency label of the generic subtrees coming from v.

If |P,,| is equal to 2 or 4 the renormalization, acting on v,, can produce some
other factor (x; ; —x, »)*. However this does not happen. In fact if we call the

effective potential on which £ act in a non-trivial way as Vh”i(rU,,Pv,;xl — Xp,X) —
X3,X3 — X4) or Vhu (Tv,» Py, X1 — x2) we have

f ( dxl) (x _xj)lthvi(Tv,,Pv,;xl — X4,X3 — X4,X3 — X4)
A \i=1
o T4+ r— -
X lpxl,cb’l,awxz,cﬁz,a’l//x:;,c53,a’l//X4,a74,a =
(dei> (6, — X)) Vi (4, Pys X1 — Xay X2 — XayX3 — Xa)
A

1=1

P oy r P
X wX],Cal,dllsz,a_jz,o‘/¢X3,CB3,OJle4,(134,0‘ > (85)

£ dxidxy(x1 = X2)PU% 5. 005, 50 RV (10, Poixt — Xp) =

/f1dx1dx2(x1 — ) s, V" (s Pix — ) (86)

A

o ot he,
/{dx]dXZ(xl =Wy 5.0V x30 2V "1 (T0, Pojsx1 — X2) =

- > N\t r—
{dxldxz(xl — X2 )wxl,(fj,o"/sz,(ﬁ,a
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X Vh”i(‘rv,,P,),;xl x2)_fdchL (To,, Poj3 1) = Sm( L)COSﬂto

X fdxlde!//xl wal/,xz woé(xl —X2)—

fdxldleﬁxl,@,owﬁl//xl,w,a(fl — BV (1, Py x1 — X2)
1

., .
x Zsin(a(# @)%cos%(xl,o —x20) (87)

e
Jdxidxy(x10 — xz,o)',bxl,ajl/fxz,a‘@Vh"(Tv,,Pv,;xl —x) =
Y

PR - he,
/fldxldxz(xl,o =20 5, 5.0V x50V (Tos Poy X1 — X2)

e Pin (1T L
fdtV (rvl,PD,,t) sin <t0ﬁ) cos (Lt)
X /dxldxﬂpxl walpxz wo-é(xl ) (88)

where f > 1 and A = 0 — 0. The renormalization of the subtrees does not produce
any factor (x, —x;) or (x — y) in Eq. (85),(86) or only a factor (x — y) in Eq.
(87),(88). We can then repeat for the subtree v, the considerations made for the
cluster v, writing (x, — ,) or (x — y) like in Eq. (84). Of course if in some subtree
with frequency v,, for some choice of P,, the renormalization acts in a non-trivial
way, integrating the corresponding deltas and using Eq. (35), the arguments of the
propagators which connect v; ..., vs form a tree T, which joins simple or interpolated
points.
Iterating this argument for all vertices v we have Eq. (43).

C. Appendix 3

We will give here a sketch of the proof. More detail can be found in [B.M.]. We
want to prove that

n n—1

[1dxi = [1dyidx, , (89)
1=1 i=1

where x; is the root of the tree.

If we consider a minimal cluster, i.e. a cluster containing only points, there is
no interpolated point inside it, so we have [], dxf’) = de) I14 y}’), where j is the
cluster index and x, ), y, are points and lines internal to cluster j. We can now
write

det HdJ’IJdel 7 (90)
1=1

71
Let [ be the line connecting the cluster 1 to cluster 2. We have y; = x| —x} with

X =37, 4, j%,; for suitable interpolating parameters /(3 4, = 1 see Sect.4). So

we have . ,
X2 =X12+y; =X +x

=Y Aoy —x2)+ y+x] .
1
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Now x;, — x;» can be written in terms of y;, and x| in terms of y;; and x;;
so that we can fix x;; and substitute dx;, by dy; in Eq. (90). By using this fact
we can make the change of variables for the line connecting the minimal clusters.
Clearly we can go on recursively on the level of the clusters and reach all the
graphs.
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