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#### Abstract

We investigate one-dimensional discrete Schrödinger operators whose potentials are invariant under a substitution rule. The spectral properties of these operators can be obtained from the analysis of a dynamical system, called the trace map. We give a careful derivation of these maps in the general case and exhibit some specific properties. Under an additional, easily verifiable hypothesis concerning the structure of the trace map we present an analysis of their dynamical properties that allows us to prove that the spectrum of the underlying Schrödinger operator is singular and supported on a set of zero Lebesgue measure. A condition allowing to exclude point spectrum is also given. The application of our theorems is explained on a series of examples.


## 1. Introduction

In this article we present general results on the spectral properties of a class of one-dimensional discrete Schrödinger operators of the form

$$
\begin{equation*}
H_{v}=-\Delta+V \text { on } l^{2}(\mathbb{Z}) \tag{1.1}
\end{equation*}
$$

where $\Delta$ is the discrete Laplacian and $V$ is a diagonal operator whose diagonal elements $V_{n}$ are obtained from a substitution sequence [1]. By a substitution sequence we mean the following. Let $\mathscr{A}$ be a finite set, called an alphabet. Let $\mathscr{A}^{k}$ be the set of words of length $k$ in the alphabet, $\mathscr{A}^{*} \equiv \bigcup_{k \in \mathbb{N}} \mathscr{A}^{k}$ the set of all words of finite length, and $\mathscr{A}^{\mathbb{N}}$ the set of one-sided infinite sequences of letters. A map $\xi: \mathscr{A} \rightarrow \mathscr{A}^{*}$ is called a substitution. A substitution $\xi$ naturally induces maps from $\mathscr{A}^{*} \rightarrow \mathscr{A}^{*}$ and $\mathscr{A}^{\mathbb{N}} \rightarrow \mathscr{A}^{\mathbb{N}}$, which we will denote by the same name and which are obtained simply be applying $\xi$ to each letter in the respective words or sequences (e.g. $\xi(a b c)=\xi(a) \xi(b) \xi(c)$ ). A substitution may possess fix-points in $\mathscr{A}^{\mathbb{N}}$, and such fix-points, $u$, will be called substitution sequences. There are two natural conditions that guarantee the existence of at least one fix-point, namely $\xi^{\infty} 0$, and that we will assume to be satisfied for all substitutions we discuss [1]:
(C1) There exists a letter, called 0 , in $\mathscr{A}$, such that the word $\xi(0)$ begins with 0 .
(C2) The length of the words $\xi^{n}(0)$ tends to infinity, as $n \uparrow \infty$.
A class of substitutions we will in general deal with are the so-called primitive substitutions [1]. They are characterized by the fact that there exists an integer, $k$, such that for any two letters $\alpha_{i}, \alpha_{j}$ in $\mathscr{A}$ the word $\xi^{k} \alpha_{i}$ contains the letter $\alpha_{j}$.

Given a fix-point $u=\left(\alpha_{0} \alpha_{1} \alpha_{2} \ldots\right)$ of a substitution $\xi$, the associated sequence of potentials is now obtained as follows. Consider a map $v: \mathscr{A} \rightarrow \mathbb{R}$ (which we will always assume to be non-constant), we set, for $n \geqq 0, V_{n}=v\left(\alpha_{n}\right)$. This sequence is then completed to the negative side by setting, say, $V_{-n-1}=V_{n}$.

Schrödinger operators with potentials of this type have attracted considerable attention over the last years in connection with the discovery of quasi-crystals [2,3]. For, indeed, the prototypical one-dimensional quasi-crystal is associated to the Fibonacci-sequences, which are substitution sequences associated to the substitutions $\xi$ on the alphabet $\mathscr{A}=\{a, b\}$, where

$$
\begin{equation*}
\xi(a)=a b^{n}, \quad \xi(b)=a \tag{1.2}
\end{equation*}
$$

(The most studied example (also called the Kohmoto model) corresponds to the case $n=1$ and the Fibonacci sequence associated to the golden number.) There is a host of numerical and analytical work which has been done for these models [4], with amongst the most notable mathematical results those by Casdagli [5], Sütö [6] and Bellissard et al. [7], in which it was shown that the spectrum of these operators is always singular continuous and supported on a Cantor set of zero Lebesgue measure. All these results relied heavily on the very fact that the Fibonacci sequences are substitution sequences (in more technical terms, they employed the so-called trace map, whose existence is a direct consequence of the substitution, as we will discuss in detail below), and this observation stimulated the investigation of other examples of substitution sequences. The first and most heavily studied [8] example was the Thue-Morse sequence [9], defined by the substitution

$$
\begin{equation*}
\xi(a)=a b, \quad \xi(b)=b a \tag{1.3}
\end{equation*}
$$

which offers an additional interesting feature in that it is not quasi-periodic. Again it was proven that the spectrum of the corresponding Hamiltonian is purely singular continuous $[10,11]$ and, moreover, a complete description of the gapstructure of the spectrum, including the dependence of the gap-width on the potential strength could be given [10]. A further example, where the same type of results could be proven [11], is provided by the period-doubling sequence, with substitution

$$
\begin{equation*}
\xi(a)=a b, \quad \xi(b)=a a . \tag{1.4}
\end{equation*}
$$

These results required, in each example, a rather detailed analysis of some dynamical system associated to the so-called trace map. Unfortunately, for more complicated substitutions (e.g. on more than two letters), these become prohibitively complicated. Nonetheless, one would expect that certain qualitative properties of the spectra of such Hamiltonians should not depend on the details, but only on some general features of the substitution.

There are, indeed, two promising approaches attempting to obtain more general results. One is the perturbative method of Luck [12] that establishes, on a heuristic level, a connection between the Fourier spectrum of the sequences themselves and the gap structure of the spectrum of the Hamiltonians and that allows even to compute the behaviour of the gap-widths. A shortcoming of this approach is, besides the difficulties to give mathematically rigorous justifications of some of the steps involved, that it fails to make clear predictions in situations where the Fourier spectrum of the underlying sequence is not of the pure-point type. Unfortunately, singular continuous and even absolutely continuous Fourier spectra are not at all uncommon for substitution sequences. Nonetheless we emphasize that this perturbation method is so far the most powerful tool to get fast quantitative predictions.

Another attempt to obtain general information on these systems is based on the K-theory of $C^{*}$-algebras. It was realized $[13,14]$ that general gap-labelling theorems $[15,16]$ can be applied particularly well in these cases as substitution sequences allow for an easy computation of the corresponding $K_{0}$-groups. This allows then to predict all possible spectral gaps from a simple computation of a Perron-Frobenius eigenvector of a (not too large) matrix. The shortfall of this approach is, so far, that it cannot predict whether the allowed gaps will actually be open for given values of the potentials, and in the known examples, closed gaps do occasionally occur. In particular, the $K$-theory makes no predictions on the type of spectrum one may expect.

In this article we attempt to obtain general results on the nature of the spectrum from a careful analysis of the trace maps. Indeed, it is natural to conjecture that the existence of an exact renormalization group structure, as is presented by the trace map, is responsible for the particular spectral properties observed in the examples. In particular, one may be led to believe that due to the existence of the trace map the singular spectral type should be the rule rather than the exception. We will prove here that this is true in some sense: namely, that under some conditions that can be verified fairly easily (there is a simple algorithmic procedure to verify them) and that appear to hold in most examples (the Rudin-Shapiro sequence [17] being a notable exception), the spectrum of our operators is always singular and supported on a set of zero Lebesgue measure. This result is based on the analysis of some general properties of the trace maps and of the ensuing characteristics of large time behaviour of the associated dynamical systems. These will allow to identify the spectrum with the set of energies for which the Lyapunov exponent vanishes. A general theorem proven already in [11] which is based on a profound lemma of Kotani [18] will then yield the result.

A more subtle question relates to the existence of point spectrum: there is a simple supplementary condition under which the existence of eigenvalues can be excluded, but this condition is not satisfied in all examples where the singular continuous nature of the spectrum was proven.

The remainder of this article is organized as follows. In Chap. II we review the derivation of the trace maps and exhibit some of their properties. We will define a new substitution rule on an extended alphabet that encodes the principal part of the trace map and formulate the assumptions entering in our theorem in terms of this substitution. In Chap. III we formulate our main theorem and present its proof. We also discuss the problem of eigenvalues. In Chap. IV we elucidate our results with some examples.

## II. The Trace Map

In this section we give a careful review of the derivation of the so-called trace map and establish some crucial properties of these maps. The trace map was originally introduced by Allouche and Peyrière [19], but we also refer to the paper [20] by Kolár and Nori in which a more general and systematic construction is given.

As usual for one-dimensional discrete Schrödinger operators like (1.1), the analysis of their spectra is based on the discussion of the associated Schrödinger equation, written in vector form as

$$
\Psi_{E}(n+1)=\left(\begin{array}{cr}
E-V_{n} & -1  \tag{2.1}\\
0 & 0
\end{array}\right) \Psi_{E}(n)
$$

where $\Psi_{E}(n) \equiv\binom{\psi_{E}(n)}{\psi_{E}(n-1)}$ with $\psi_{E}$ the solution of the usual Schrödinger equation $H_{v} \psi_{E}=E \psi_{E}$. Iterating Eq. (2.1) we get, of course, the solution of the initial value problem in the form of a product of matrices as

$$
\Psi_{E}(n+1)=\prod_{k=n}^{0}\left(\begin{array}{cr}
E-V_{k} & -1  \tag{2.2}\\
1 & 0
\end{array}\right) \Psi_{E}(1)
$$

In the case of substitution sequences we are naturally led to define the maps $T_{E}: \mathscr{A} \rightarrow S L(2, \mathbb{R})$ via

$$
T_{E}(\alpha)=\left(\begin{array}{cr}
E-v(\alpha) & -1  \tag{2.3}\\
1 & 0
\end{array}\right)
$$

Again, by some abuse of notation we denote by the same symbol the maps $T_{E}: \mathscr{A}^{*} \rightarrow S L(2, \mathbb{R})$ where for $\omega=\left(\alpha_{0} \ldots \alpha_{n-1}\right) \in \mathscr{A}^{n}$,

$$
\begin{equation*}
T_{E}(\omega) \equiv T_{E}\left(\alpha_{n-1}\right) \ldots T_{E}\left(\alpha_{0}\right) \tag{2.4}
\end{equation*}
$$

The map $T_{E}$ allows us to introduce the induced action of $\xi$ on $\operatorname{Im}\left(T_{E}\right)$ via

$$
\begin{equation*}
\xi T_{E}(\omega) \equiv T_{E}^{(1)}(\omega) \equiv T_{E}(\xi \omega), \tag{2.5}
\end{equation*}
$$

and we will also use the notation

$$
\begin{equation*}
\xi^{n} T_{E}(\omega) \equiv T_{E}^{(n)}(\omega)=T_{\mathrm{E}}\left(\xi^{n} \omega\right) \tag{2.6}
\end{equation*}
$$

It is obvious from (2.4) that the action of $\xi$ defines a dynamical system on $S L(2, \mathbb{R})^{|\mathscr{A}|}$, since $T_{E}^{(n)}(\alpha), \alpha \in \mathscr{A}$, can be expressed as a product of matrices $T_{E}^{(n-1)}(\alpha), \alpha \in \mathscr{A}$. The analysis of this dynamical system could in principle yield all desired information on the spectrum of (1.1). In practice, however, it turns out to be difficult to work with this system directly and it is advantageous to pass to a new dynamical system based on the traces of the matrices $T_{E}^{(n)}(\omega)$.

Let us define, for $\omega \in \mathscr{A}^{*}, x_{E}(\omega) \equiv \operatorname{tr} T_{E}(\omega)$. Of course we may write also $x_{E}^{(n)}(\omega) \equiv \operatorname{tr} T_{E}^{(n)}(\omega)$ and obviously we may extend the action of $\xi$ to write $\xi x_{E}^{(n-1)}(\omega)=x_{E}^{(n)}(\omega)$, however this time there is no immediate expression of $\xi x_{E}^{(n-1)}(\alpha)$ as a function of the $x_{E}^{(n-1)}(\alpha)$, i.e. a realization of this action as a dynamical system on $\mathbb{R}^{\left|{ }^{|\mathcal{q}|}\right|}$ and in general such a realization will not exist. However, it is always possible to find a finite subset, $\mathscr{B} \subset \mathscr{A}^{*}$ such that for all $\omega \in \mathscr{B}, x_{E}^{(n)}(\omega)$ can be expressed as a function of the $x_{E}^{(n-1)}(\omega)$, with $\omega \in \mathscr{B}$, that is a realization of the
action of $\xi$ as a dynamical system on $\mathbb{R}^{|B|}$. Such a dynamical system is called a trace map. Note that in the sequel we will use the names $\beta$ or $\beta_{i}$ for the elements of $\mathscr{B}$ to distinguish them from generic words $\omega$. Following [20], such a trace map can be constructed for any substitution in the following way.

Notice first that for unimodular $2 \times 2$-matrices $A, B$, the Cayley-Hamilton theorem yields

$$
\begin{equation*}
\operatorname{tr}(A B)=\operatorname{tr} A \operatorname{tr} B-\operatorname{tr}\left(B A^{-1}\right) \tag{2.7}
\end{equation*}
$$

It is easy to deduce from this relation (see [20]) that for three such matrices $A, B, C$, one has

$$
\begin{equation*}
\operatorname{tr}(A B A C)=\operatorname{tr}(A B) \operatorname{tr}(A C)+\operatorname{tr}(B C)-\operatorname{tr} B \operatorname{tr} C \tag{2.8}
\end{equation*}
$$

Let us label the letters in $\mathscr{A}$ by $\alpha_{1}, \ldots, \alpha_{K}$, with $K \equiv|\mathscr{A}|$. Starting with $\alpha_{1}$ we write

$$
\begin{equation*}
x_{E}^{(n+1)}\left(\alpha_{1}\right)=\operatorname{tr} \prod_{\alpha \in \xi \alpha_{1}} T_{E}^{(n)}(\alpha) \tag{2.9}
\end{equation*}
$$

Now there are two possibilities: if $\xi \alpha_{1}$ contains no letter of $\mathscr{A}$ twice, then we set $\beta_{K+1} \equiv \xi \alpha_{1}$. The word $\beta_{K+1}$ will then be considered as a "letter" in the new alphabet $\mathscr{B}$ (which also contains all the letters $\alpha_{i}$ from $\mathscr{A}$ ) that we will construct. More precisely, due to the invariance of the trace under cyclic permutations it is natural to identify words $\xi \alpha_{1}$ that differ only by a cyclic permutation of their letters, so that the elements of $\mathscr{B}$ will really be equivalence classes of words in $\mathscr{A}^{*}$.

If $\xi \alpha_{1}$ contains a letter, say $\alpha$, in $\mathscr{A}$ twice, then an element in its equivalence class may be written in the form $\alpha \omega_{1} \alpha \omega_{2}$, and thus by (2.8),

$$
\begin{align*}
x_{E}^{(n+1)}\left(\alpha_{1}\right)= & \operatorname{tr} T_{E}^{(n)}\left(\alpha \omega_{1}\right) \operatorname{tr} T_{E}^{(n)}\left(\alpha \omega_{2}\right)+\operatorname{tr} T_{E}^{(n)}\left(\omega_{1} \omega_{2}\right) \\
& -\operatorname{tr} T_{E}^{(n)}\left(\omega_{1}\right) \operatorname{tr} T_{E}^{(n)}\left(\omega_{2}\right) . \tag{2.10}
\end{align*}
$$

We now proceed with each of the traces appearing in (2.10) just as before, that is if a corresponding word (say $\alpha \omega_{1}$ ) contains no letter twice it is included into $\mathscr{B}$, whereas for words that still contain a letter twice, (2.8) is again applied. The important point is that with each application of (2.8) the words that may appear become strictly shorter so that this process necessarily terminates after a finite number of steps, leaving us with $x_{E}^{(n+1)}\left(\alpha_{1}\right)$ expressed as a polynomial in the variables $x_{E}^{(N)}\left(\beta_{i}\right)$, with $\beta_{i}$ elements of some finite set $\mathscr{B}$. The same procedure is now applied on the remaining letters $\alpha_{i}$ in $\mathscr{A}$, and finally on the new letters $\beta_{i} \in \mathscr{B}$ that have been introduced in the process. But since the elements of $\mathscr{B}$ are equivalence classes of words in $\mathscr{A}^{*}$ that contain no letter twice, the length of these words is a priori bounded by $K$, and the cardinality of $\mathscr{B}$ by [20]

$$
\begin{equation*}
|\mathscr{B}| \leqq \sum_{l=1}^{K} \frac{K!}{l(K-l)!} \tag{2.11}
\end{equation*}
$$

so that the algorithm described above will terminate after a finite number of steps. In the end we have, for each $\beta_{i} \in \mathscr{B}$, an expression

$$
\begin{equation*}
x_{E}^{(n+1)}\left(\beta_{i}\right)=f_{i}\left(x_{E}^{(n)}\left(\beta_{1}\right), \ldots, x_{E}^{(n)}\left(\beta_{\mid \mathscr{R}}\right)\right), \tag{2.12}
\end{equation*}
$$

where each $f_{i}$ is a polynomial map from $\mathbb{R}^{|B|}$ to $\mathbb{R}^{|P|}$, and where we have fixed, for notational convenience, the numbering of the letters $\beta_{i} \in \mathscr{B}$ once and for all.

An important further characterization of these maps can be given through the following notion of a "degree," $d$, defined as follows: Put, for $x \in \mathbb{R}^{|B|} \mid$,

$$
\begin{equation*}
d\left(x_{i}\right) \equiv\left|\beta_{i}\right| \tag{2.13}
\end{equation*}
$$

and let for any two polynomials, $p$ and $q$ in the variables $\left\{x_{i}\right\}_{i=1}^{\left|\mathscr{D}^{\mid}\right|}$

$$
\begin{equation*}
d(p q) \equiv d(p)+d(q) \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
d(p+q) \equiv \max (d(p), d(q)) \tag{2.15}
\end{equation*}
$$

Obviously, these three relations allow to compute the "degree," $d(p)$, of any such polynomial.

We collect the properties of the trace map in the following
Proposition 2.1. Let $\xi$ be a substitution on an alphabet $\mathscr{A}$ of cardinality K. Then there exists an alphabet $\mathscr{B}$ whose elements are words modulo cyclic permutations in $\bigcup_{l=1}^{K} \mathscr{A}^{l}$, such that $\mathscr{A} \subset \mathscr{B}$ and $|\mathscr{B}| \leqq \sum_{l=1}^{K} \frac{K!}{l(K-l)!}$, and a polynomial map $f: \mathbb{R}^{|B|} \rightarrow \mathbb{R}^{||(\mid)|}$, such that if $f^{(n)}(x)$ is the $n^{\text {th }}$ iterate of $f$ on the initial vector $x$, then,

$$
\begin{equation*}
x_{E}^{(n)}=f^{(n)}\left(x_{E}^{(0)}\right) \tag{2.16}
\end{equation*}
$$

Equation (2.12) holds for each $\beta_{i} \in \mathscr{B}$. Moreover $f$ satisfies

$$
\begin{equation*}
d\left(f_{i}\right)=\left|\xi \beta_{i}\right|_{\mathscr{A}} \tag{2.17}
\end{equation*}
$$

where $|\omega|_{\mathscr{A}}$ denotes the number of letters of $\omega$ considered as a word in $\mathscr{A}^{*}$. Finally, there exists a unique monomial of highest "degree" (whose coefficient is one) in $f_{i}$ which we shall denote by $\tilde{f}_{i}$.
Proof. Most of the proposition is evident from the construction given above and has already been noticed earlier [20]. The statement (2.17) on the degree is also evident from the fact that only (2.8) is used in the construction of the trace map and that there is exactly one term on the right-hand side of (2.8) that has the same degree as the term on the left.

Remark. The reader may notice that the construction of the trace map (and even the alphabet $\mathscr{B}$ ) is not unique, and that in general several trace maps can be obtained for the same substitution. They will all, however, enjoy the properties stated in Proposition 2.1. For practical purposes, one may try to minimize the size of $\mathscr{B}$ and consider the trace map on invariant submanifolds. For our general considerations here this will be of no importance.

The map $\tilde{f}$, introduced in Proposition 2.1, will be called the reduced trace map and is of central importance for our analysis. We find it useful - and natural - to associate with $\tilde{f}$ a substitution, $\phi: \mathscr{B} \rightarrow \mathscr{B}^{*}$, in the following way: Let us first define the map $X: \mathscr{B}^{*} \rightarrow \mathbb{R}$ such that for any $\omega=\left(\beta_{i_{1}} \ldots \beta_{i_{k}}\right) \in \mathscr{B}^{*}$,

$$
\begin{equation*}
X(\omega) \equiv x_{i_{1}} \ldots x_{i_{k}} \tag{2.18}
\end{equation*}
$$

Then $\phi$ is a substitution such that for any $\beta_{i} \in \mathscr{B}$,

$$
\begin{equation*}
X\left(\phi \beta_{i}\right) \equiv \tilde{f}_{i}\left(x_{1}, \ldots, x_{|\mathscr{B}|}\right) \tag{2.19}
\end{equation*}
$$

Properties of the substitution $\phi$ will be crucial for our analysis. The substitutions $\phi$ associated to trace maps will typically not be primitive, but have a structure that we will call semi-primitive:
Definition 2.1. A substitution $\phi$ on an alphabet $\mathscr{B}$ is called semi-primitive, if
(i) There exists a subset $\mathscr{C} \subset \mathscr{B}$ such that $\phi$ maps $\mathscr{C}$ into $\mathscr{C}^{*}$ and the restriction of $\phi$ to $\mathscr{C}$ is a primitive substitution on the alphabet $\mathscr{C}$.
(ii) There exists a positive integer $k$ such that for each letter $\beta \in \mathscr{B}, \phi^{k} \beta$ contains at least one letter from $\mathscr{C}$.
Note that although (2.19) does not uniquely define the substitution $\phi$, (since $X(\omega)$ does not depend on the order in which the letters appear in $\omega$ but only on their multiplicity) either all or none of the substitutions satisfying (2.19) for a given $\tilde{f}$ are semi-primitive. In most examples of trace maps associated to primitive substitutions $\xi$ we have analyzed (see Sect. IV), the associated substitutions $\phi$ turned out to be semi-primitive, the Rudin-Shapiro sequence being the only counterexample.

To conclude this section, we note that semi-primitive substitutions arising from primitive substitutions $\xi$ in the above described way have the following additional property:
Lemma 2.1. Let $\xi$ be a primitive substitution satisfying conditions C 1 and C 2 . Let $\phi$ be a substitution on $\mathscr{B}$ associated to its reduced trace map. Let $\mathscr{C}$ be a subset of $\mathscr{B}$ such that the restriction of $\phi$ to $\mathscr{C}$ is primitive. Then there exists a letter $\gamma_{0} \in \mathscr{C}$, such that $\gamma_{0}$ as $a$ word in $\mathscr{A}^{*}$ contains the letter 0 .
Proof. To prove the lemma, just notice that for any letter $\beta_{i} \in \mathscr{B}$, the word $\phi \beta_{i} \in \mathscr{B}{ }^{*}$ considered as a word in $\mathscr{A}^{*}$ is made of the same letters as the word $\xi \beta_{i} \in \mathscr{A}^{*}$. The same holds true for the $k^{\text {th }}$ iterates of $\phi$ and $\xi$, respectively. Now if $\xi$ is primitive, then there exists $k$ such that for any letter $\alpha$, and a fortiori for any word $\omega \in \mathscr{A}^{*}$, $\xi^{k} \omega$ contains the letter 0 . Therefore, for any letter $\gamma \in \mathscr{C}, \phi^{k} \gamma$ must contain a letter from $\mathscr{B}$ containing 0 . But by assumption, $\phi^{k} \gamma$ is a word in $\mathscr{C}^{*}$, and thus $\mathscr{C}$ must contain at least one letter which, considered as a word in $\mathscr{A}^{*}$, contains the letter 0 , which was to be proven.

## III. Trace Map and Spectrum

In this section we review the determination of the spectrum of $H$ through the dynamical spectrum of the trace map and some of its consequences. In particular, we will prove the main result of this article, that is

Theorem 1. Let $\xi$ be a non-constant primitive substitution with no constant iterate defined on a finite alphabet $\mathscr{A}$. Let v be a non-constant map from $\mathscr{A}$ to $\mathbb{R}$ and $H_{v}$ the Schrödinger operator defined in (1.1). Suppose there exists a trace map whose associated substitution $\phi$, defined on an alphabet $\mathscr{B}$, as described in Sect. II, is semi-primitive. Assume further that there exists $k<\infty$ such that $\xi^{k} 0$ contains the word $\beta \beta$ for some $\beta \in \mathscr{B}$. Then the spectrum of $H_{v}$ is singular and supported on a set of zero Lebesgue measure.

The strategy of the proof follows the one used in [11] to prove that the spectrum of $H_{v}$ is singular continuous in the particular case of the period doubling sequence.

Let us begin by defining the so-called unstable set $\mathscr{U}$.
Definition 3.1. Let $\gamma_{0}$ denote a letter in $\mathscr{C}$ that contains the letter $0 \in \mathscr{A}$. Let $\mathscr{U}_{n}$ denote the set

$$
\begin{equation*}
\mathscr{U}_{n} \equiv\left\{x \in \mathbb{R}^{|\mathscr{F}|}\left|\forall_{m \geqq n}\right| f_{i\left(\gamma_{0}\right)}^{(m)}(x) \mid>2\right\}, \tag{3.1}
\end{equation*}
$$

where $i\left(\gamma_{0}\right)$ is defined such that $\gamma_{0}=\beta_{i\left(\gamma_{0}\right)}$. Then

$$
\begin{equation*}
\mathscr{U} \equiv \bigcup_{n=0}^{\infty} \operatorname{int} U_{n} \tag{3.2}
\end{equation*}
$$

Remark. Notice that in general $\mathscr{C}$ may contain several letters containing the letter 0 , and thus the set $\mathscr{U}$ depends a priori on which of these letters was chosen. However, as will become clear later, $\mathscr{U}$ is really independent of this choice. Note also that we may choose the labelling of the letters in $\mathscr{B}$ in such a way that our chosen $\gamma_{0}$ is $\beta_{1}$ (i.e. $i\left(\gamma_{0}\right)=1$ ), which will simplify further notation.

Since in the sequel we will want to speak, for fixed $v$, of the set of energies such that $x_{E}^{(0)}$ belongs to $\mathscr{U}$ or in fact other sets we will define later, it will be convenient to define, for any set $Y \subset \mathbb{R}^{|B|}, \mathscr{E}(Y) \subset \mathbb{R}$, by

$$
\begin{equation*}
\mathscr{E}(Y) \equiv\left\{E \mid x_{E}^{(0)} \in Y\right\} \tag{3.3}
\end{equation*}
$$

Notice that $\mathscr{E}\left(Y^{c}\right)=\mathscr{E}(Y)^{c}$, where the superscript $c$ indicates the complement of a set. The definition of $\mathscr{U}$ (notice that it differs from the one given e.g. in Sütő [6]) implies immediately

Lemma 3.1. For given $v, \mathscr{E}(\mathscr{U}) \subset \sigma\left(H_{v}\right)^{c}$.
The proof of this lemma in this form has been given by Bellissard [10]. A similar result was also proven by Sütő [6]. Essentially it is contained in Theorem VIII.24a of Reed-Simon, Vol. 1 [21].

In principle we would like to prove also the converse of Lemma 3.1 which would allow to compute the spectrum of $H_{v}$ from the trace map. In [11] we have seen that if $\mathscr{U}$ is such that the Lyapunov exponent vanishes for $E \in \mathscr{E}\left(\mathscr{U}^{c}\right)$, then not only the converse of Lemma 3.1 holds, but also, applying some general results of Kotani [18], the spectrum has zero Lebesgue measure. However, while the definition of $\mathscr{U}$ is convenient to prove Lemma 3.1, it is inconvenient to describe $\mathscr{U}$ in more detail since in order to decide whether $x_{E}^{(0)}$ is in $\mathscr{U}$ we need to control $x_{E}^{(n)}$ for all $n$. In [6, 10 and 11] a simpler characterization was found in the cases of the Fibonacci, Thue-Morse and period-doubling sequences which required information on $x_{E}^{(n)}$ only for some $n$. This implied in particular that the sets $\mathscr{U}_{n}$ were open. We will give such a characterization in the general case. In fact, we will define a set $\tilde{\mathscr{U}}$ that a priori is contained in $\mathscr{U}$ but that is big enough such that for energies $E \in \mathscr{E}(\tilde{\mathscr{U}})^{c}$, the Lyapunov exponent vanishes.

To define this set, let us introduce the maps $\rho^{(n)}: \mathscr{B} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\rho^{(n)}\left(\beta_{i}\right) \equiv\left|f_{i}^{(n)}(x)\right|^{\frac{1}{\left|\xi^{n} \beta_{i}\right|}} \tag{3.4}
\end{equation*}
$$

and let

$$
\begin{equation*}
\rho_{\max }^{(n)} \equiv \max _{\beta_{i} \in \mathscr{R}} \rho^{(n)}\left(\beta_{i}\right) \tag{3.5}
\end{equation*}
$$

Note that for notational convenience we have dropped the explicit mentioning of the dependence of $\rho^{(n)}$ on the initial condition $x$.

From now on we will always consider a trace map whose associated substitution $\phi$ is semi-primitive. Recall that this means that $\phi$ is primitive on an alphabet $\mathscr{C} \subset \mathscr{B}$.
Definition 3.2. Let $\tilde{\mathscr{U}}_{\varepsilon, c, n}$ be the subset of $\mathbb{R}^{|\mathfrak{F}|}$ such that $x \in \tilde{\mathscr{U}}_{\varepsilon, c, n}$ implies

$$
\begin{equation*}
\min _{\gamma \in \mathscr{C}} \rho^{(n)}(\gamma)>\left[\rho_{\max }^{(n)}\right]^{1-\varepsilon} \tag{i}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
\left[\min _{\gamma \in \mathscr{G}} \rho^{(n)}(\gamma)\right]^{\min _{\alpha \in \mathscr{A}}\left|\xi^{n} \alpha\right|}>c . \tag{3.7}
\end{equation*}
$$

We have the following
Lemma 3.2. There exists $n_{0}<\infty$ such that for all $\varepsilon>0$ small enough and $\varepsilon^{\prime}>\varepsilon$, there exists $1<c<\infty$ such that for all $n \geqq n_{0}$ and for all $n^{\prime}>n, \tilde{\mathscr{U}}_{\varepsilon, c, n} \subset \tilde{\mathscr{U}}_{\varepsilon^{\prime}, c, n^{\prime}}$.
Proof. Note first that a priori $\tilde{\mathscr{U}}_{\varepsilon, c, n} \subset \tilde{\mathscr{U}}_{\varepsilon^{\prime}, c^{\prime}, n}$ if $\varepsilon^{\prime} \geqq \varepsilon$ and $c^{\prime} \leqq c$. We will now show that $\tilde{\mathscr{U}}_{\varepsilon, c, n} \subset \widetilde{\mathscr{U}}_{\varepsilon^{\prime}, c^{\prime}, n+1}$, for all $\varepsilon^{\prime} \geqq \varepsilon+2 c^{-\delta \tilde{\theta}}$ and $c^{\prime} \leqq c^{\tilde{\theta}\left(1-\varepsilon^{\prime}\right)}$, where $\delta>0$ is some constant that depends only on the substitutions $\xi$ and $\phi$, and $\tilde{\theta}>1$ depends only on the substitution $\xi$ (in fact, as $n \uparrow \infty, \tilde{\theta} \uparrow \theta$, where $\theta$ is the largest eigenvalue of the "substitution matrix," i.e. the matrix whose entries $M_{i j}$ are the number of times the letter $\alpha_{i}$ appears in the word $\xi \alpha_{j}[1]$ ). Iterating this result one sees that $\tilde{\mathscr{U}}_{\varepsilon, c, n} \subset \tilde{\mathscr{U}}_{\varepsilon_{k}, c_{k}, n+k}$, where $c_{k}$ grows like $c^{[\tilde{\theta}(1-\tilde{\varepsilon}]]^{k}}$ and $\varepsilon_{k}$ needs only to satisfy $\varepsilon_{k} \geqq \varepsilon+\sum_{l=1}^{k} c_{k}^{-\delta}$. But since $\varepsilon+\sum_{l=1}^{k} c_{k}^{-\delta} \leqq \varepsilon+\sum_{l=1}^{\infty} c_{k}^{-\delta} \equiv \tilde{\varepsilon}$ it suffices to choose $\varepsilon_{k} \geqq \tilde{\varepsilon}$. Moreover, if $c$ is chosen sufficiently large, $\tilde{\varepsilon}$ will be as close to $\varepsilon$ as desired. This obviously will imply the lemma.

The crucial idea of the proof is the observation that for $c$ sufficiently large $x \in \tilde{\mathscr{U}}_{\varepsilon, c, n}$ implies that $f \sim \tilde{f}$. Indeed, for any $i$,

$$
\begin{align*}
& \left|\tilde{f_{i}}\left(f^{(n)}(x)\right)\right| \leqq \sup _{\left\{n_{i}\right\}: \sum_{i=1}^{|B|} n_{l}\left|\xi^{n} \beta_{i}\right|=\left|\xi^{n^{n+1}} \beta\right|} \prod_{i=1}^{|g 8|}\left|f_{i}^{(n)}(x)\right|^{n_{i}} \\
& =\sup _{\left\{n_{\}}\right\}: \sum \sum_{i=1}^{|B|} n_{l}\left|\xi^{n} \beta_{l}\right|=\left|\xi^{n+1} \beta\right|} \prod_{i=1}^{|B|}\left[\rho^{(n)}\left(\beta_{i}\right)\right]^{n_{1}\left|\xi^{n} \beta_{i}\right|} \\
& \leqq \sup _{\left\{m_{i}\right\}: \sum_{i=1}^{\mid\{\mid} m_{i}=\left|\xi^{n^{n+1}} \beta\right|} \prod_{i=1}^{|88|}\left[\rho^{(n)}\left(\beta_{i}\right)\right]^{m_{i}} \\
& \leqq\left[\rho_{\max }^{(n)}\right]^{]^{\xi n+1} \beta \mid} . \tag{3.8}
\end{align*}
$$

Using the fact that by assumption for any $\gamma \in \mathscr{C}, \phi(\gamma)$ contains only letters in $\mathscr{C}$, in a similar way we obtain for any $\gamma \in \mathscr{C}$,

$$
\begin{align*}
\left|\tilde{f}_{i(\gamma)}\left(f^{(n)}(x)\right)\right| & \geqq \inf _{\left\{n_{i}\right\}: \sum_{i=1}^{|\xi|} n_{1}\left|\xi^{n} \gamma_{2}\right|=\left|\xi^{n+1} \gamma\right|} \prod_{j=1}^{|\wp|}\left|f_{i(\gamma))}^{(n)}(x)\right|^{n_{(\gamma \gamma)}} \\
& \geqq\left[\min _{\gamma \in \mathscr{G}} \rho^{(n)}(\gamma)\right]^{\left|\xi^{n+1} \gamma\right|} \\
& \geqq\left[\rho_{\max }^{(n)}\right]^{\left|\xi^{n+1} \gamma\right|(1-\varepsilon)} . \tag{3.9}
\end{align*}
$$

On the other hand

$$
\begin{align*}
& \left|\widetilde{f_{i}}\left(f^{(n)}(x)\right)-f_{i}\left(f^{(n)}(x)\right)\right| \leqq \text { const. } \sup _{\left\{n_{i}\right\}: \sum_{i=1}^{| | n_{i}} n_{i}\left|\xi^{n} \beta_{i}\right|<\left|\xi^{n+1} \beta\right|} \prod_{i=1}^{|\mathscr{P}|}\left|f_{i}^{(n)}(x)\right|^{n_{i}} \\
& \left.\leqq \text { const. }\left[\rho_{\text {max }}^{(n)}\right]\right]^{\left|\xi^{n+1} \beta\right|-\inf _{\beta_{i} \& \mid}\left|\xi^{n} \beta_{i}\right|} \\
& \leqq\left[\rho_{\text {max }}^{(n)}\right]\left|\xi^{n+1} \beta\right|(1-\kappa), \tag{3.10}
\end{align*}
$$

where $\kappa$ is some strictly positive constant. Here we have used that

$$
\begin{equation*}
\left|\xi^{n+1} \beta\right|=\sum_{\alpha \in \beta}\left|\xi^{n+1} \alpha\right| \leqq K \max _{\alpha \in \mathscr{A}}\left|\xi^{n+1} \alpha\right| \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\inf _{\beta_{i} \in \beta}\left|\xi^{n} \beta_{i}\right|=\inf _{\alpha \in \mathscr{A}}\left|\xi^{n} \alpha\right| \tag{3.12}
\end{equation*}
$$

Moreover, for primitive substitutions (see e.g. [1]), there exists a finite constant $b$ such that

$$
\begin{equation*}
-r_{n}+\theta \leqq \frac{\left|\xi^{n+1} \alpha\right|}{\inf _{\alpha \in \mathscr{A}}\left|\xi^{n} \alpha\right|} \leqq b \theta+r_{n}, \quad \text { uniformly in } \quad \alpha \in \mathscr{A} \tag{3.13}
\end{equation*}
$$

where $r_{n}$ converges to zero exponentially fast as $n \uparrow \infty$. In particular, (3.13) is uniformly bounded from above by some constant $1 / \kappa$, and for $n$ sufficiently large, it is bounded from below by a constant $\tilde{\theta}>1$. The uniform upper bound then implies the last inequality in (3.10). For $c$ sufficiently large, the constant in (3.10) can be bounded by an arbitrarily small power of $\left[\rho_{\text {max }}^{(n)}\right]^{\left|5^{n+1} \beta\right|}$, and thus it can be absorbed in $\kappa$.

Putting together (3.8) and (3.10), we get for all $\beta_{i} \in \mathscr{B}$ the upper bound

$$
\begin{align*}
\left|f_{i}\left(f^{(n)}(x)\right)\right| & \leqq \mid \tilde{f_{i}}\left(f ^ { ( n ) } ( x ) \left|+\left|f_{i}\left(f^{(n)}(x)\right)-\tilde{f_{i}}\left(f^{(n)}(x)\right)\right|\right.\right. \\
& \left.\leqq\left[\rho_{\max }^{(n)}\right]^{\left|\xi \xi^{n+1} \beta\right|}+\left[\rho_{\max }^{(n)}\right]\right]^{\left|\xi^{n+1} \beta\right|(1-\kappa)} \\
& =\left[\rho_{\max }^{(n)}\right]^{\left|\xi^{n+1} \beta\right|}\left(1+\left[\rho_{\max }^{(n)}\right]^{-\kappa\left|\xi^{n+1} \beta\right|}\right) . \tag{3.14}
\end{align*}
$$

Thus

$$
\begin{align*}
\rho^{(n+1)}(\beta) & \leqq \rho_{\max }^{(n)}\left[1+\left[\rho_{\max }^{(n)}\right]^{-\kappa\left|\xi^{n+1} \beta\right|}\right]^{\frac{1}{\left(n^{n+1} \beta \mid\right.}} \\
& \leqq \rho_{\max }^{(n)} \exp \left\{\frac{\left[\rho_{\max }^{(n)}\right]^{-\kappa\left|\xi^{n+1} \beta\right|}}{\left|\xi^{n+1} \beta\right|}\right\} \\
& \left.\leqq\left[\rho_{\max }^{(n)}\right]^{1+\left(\operatorname { l n } \left[\rho_{\max }^{(n)}\right.\right.}\right\} \\
& \leqq\left[\rho_{\max }^{(n)}\right]^{1+\xi^{n+1} \beta \mid}\left[\rho_{\max }^{(n)}\right]^{-\left.\hat{0}\right|^{n+1}} \beta \tag{3.15}
\end{align*}
$$

where we have used the lower bound on $\rho_{\max }^{(n)}$ implied by (3.8), and the uniform lower bound on (3.13) given by $\theta$. We have also readjusted the constant $\kappa$ in the last line to absorb the $\ln \left[\rho_{\max }^{(n)}\right]$ in the exponent. Since the bound in (3.15) is uniform in $i$, the last line in (3.15) is an upper bound for $\rho_{\max }^{(n+1)}$. In much the same way we obtain
a lower bound on $\rho^{(n+1)}(\gamma)$ for $\gamma \in \mathscr{C}$, namely

$$
\begin{aligned}
& \rho^{(n+1)}(\gamma) \geqq\left[\rho_{\max }^{(n)}\right]^{1-\varepsilon}\left[1-\left[\rho_{\max }^{(n)}\right]^{-(\kappa-\varepsilon)\left|\zeta^{n+1} \gamma\right|}\right]^{\frac{1}{(\xi+1 \gamma}}
\end{aligned}
$$

$$
\begin{align*}
& \geqq\left[\rho_{\max }^{(n)}\right]^{1-\varepsilon-c^{-\tilde{\theta} \mid(-\varepsilon)}(1+\tau)} . \tag{3.16}
\end{align*}
$$

Here we assumed that $\varepsilon$ is smaller than $\kappa$ (since $\kappa$ is some absolute constant that depends only on the trace map, we may always choose $\varepsilon$, for instance, smaller than $\kappa / 2$ ), and $\tau$ may be chosen as $c^{-(\kappa-\varepsilon) \tilde{\theta}} / 2$ (note that the second inequality in (3.16) uses that for $a>0, e^{-a} \leqq 1-a+\frac{a^{2}}{2} \leqq 1-a(1-\tau)$, if $\tau \geqq \frac{a}{2}$ ). Putting (3.15) and (3.16) together, we get that

$$
\begin{equation*}
\min _{\gamma \in \mathscr{C}} \rho^{(n+1)}(\gamma) \geqq\left[\rho_{\max }^{(n+1)}\right]^{1-\varepsilon-c^{-\sigma_{\mathcal{K}}}-c^{\left.\sigma_{(x \times-\varepsilon}\right)}(1+\tau)} \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\min _{\gamma \in \mathscr{G}} \rho^{(n+1)}(\gamma)\right]^{\min _{\alpha \in e l}\left|\xi^{n+1} \alpha\right|} \geqq c^{\tilde{\theta}\left(1-\varepsilon-c^{-\tilde{\theta}(x-\varepsilon)}(1+\tau)\right)} \tag{3.18}
\end{equation*}
$$

as claimed above and the proof of Lemma 3.2 is completed.
Corollary 3.1. Let $\varepsilon$ and $c>2$ and $n_{0}$ be chosen such that the conclusion of Lemma 3.2 holds. Then, for all $n \geqq 0$,

$$
\begin{equation*}
\tilde{\mathscr{U}}_{\varepsilon, c, n} \subset \operatorname{int} \mathscr{U}_{n} . \tag{3.19}
\end{equation*}
$$

Moreover, defining (for a given choice of $\varepsilon, c$ and $n_{0}$ )

$$
\begin{equation*}
\tilde{\mathscr{U}} \equiv \bigcup_{n=n_{0}}^{\infty} \tilde{\mathscr{U}}_{\varepsilon, c, n}, \tag{3.20}
\end{equation*}
$$

we have that

$$
\begin{equation*}
\tilde{\mathscr{U}} \subset \mathscr{U} . \tag{3.21}
\end{equation*}
$$

Proof. By Lemma 3.2 we have that if $x \in \tilde{\mathscr{U}}_{\varepsilon, c, n}$, then for all $m \geqq n$,

$$
\begin{align*}
& \geqq c_{m-n}^{\frac{\mid m^{m} \pi \times \pi}{m m_{s}\left|\xi^{m} \times\right|}} \geqq c>2 \tag{3.22}
\end{align*}
$$

which by definition of $\mathscr{U}_{n}$ proves that $\tilde{\mathscr{U}}_{\varepsilon, c, n} \subset \mathscr{U}_{n}$. But since the sets $\tilde{\mathscr{U}}_{\varepsilon, c, n}$ are manifestly open, they are also contained in the interiors of the sets $\mathscr{U}_{n}$. The final conclusion (3.21) is then obvious from the definition (3.20), which proves the corollary.

Proposition 3.1. Suppose $\phi$ is semi-primitive. Then $x \in \tilde{\mathscr{U}}^{c}$ implies that for all $\beta_{i} \in \mathscr{B}$,

$$
\begin{equation*}
\lim _{n \uparrow \infty} \sup _{n} \frac{1}{\left|\xi^{n} \beta_{i}\right|} \ln \left|f_{i}^{(n)}(x)\right| \leqq 0 . \tag{3.23}
\end{equation*}
$$

Proof. Proving the proposition is equivalent to proving that $\lim \sup _{n \dagger_{\infty}} \rho_{\max }^{(n)} \leqq 1$. Notice first that if $\rho_{\max }^{(n)} \leqq D^{\theta^{-n}}$ for some $n$-independent constant $D$ that may be chosen as large as desired, then a trivial estimate similar to the one used in obtaining the upper bound in the proof of Lemma 3.2 shows that there exists, for any $m$, a constant $D_{1}$, depending only on $D, m$ and $f$, such that

$$
\begin{equation*}
\rho_{\max }^{(n+m)} \leqq D_{1}^{\theta^{-n}} . \tag{3.24}
\end{equation*}
$$

On the other hand, if $\rho_{\text {max }}^{(n)}>D^{\theta^{-n}}$, with $D$ chosen sufficiently large, we will prove that there exist $k, k^{\prime}$ and $\delta>0$, (independent of $n$ ), such that

$$
\begin{equation*}
\rho_{\max }^{\left(n+k+k^{\prime}\right)} \leqq\left[\rho_{\max }^{(n)}\right]^{1-\delta} \tag{3.25}
\end{equation*}
$$

Before proving (3.25), let us show how (3.24) and (3.25) imply the proposition. Let us fix $D$ and $m=k+k^{\prime}$. Obviously, to prove (3.23), it is enough to show that for any $1 \leqq n_{0} \leqq m$, we have that

$$
\begin{equation*}
\lim _{i \uparrow \infty} \sup \rho_{\max }^{\left(n_{0}+i m\right)} \leqq 1 \tag{3.26}
\end{equation*}
$$

Now by (3.24) and (3.25) we get that for any $n_{0}$,

$$
\begin{equation*}
\rho_{\max }^{\left(n_{0}+m\right)} \leqq \max \left\{D_{1}^{\theta^{-n o}},\left[\rho_{\max }^{\left(n_{0}\right)}\right]^{1-\delta}\right\}, \tag{3.27}
\end{equation*}
$$

and iterating this

$$
\begin{align*}
& \rho_{\max }^{\left(n_{0}+2 m\right)} \leqq \max \left\{D_{1}^{\theta^{-n_{0}-m}}, D_{1}^{\theta^{-n_{0}}(1-\delta)},\left[\rho_{\max }^{\left(n_{0}\right)}\right]^{(1-\delta)^{2}}\right\}, \ldots, \\
& \rho_{\max }^{\left(n_{0}+i m\right)} \leqq \max \left\{D_{1}^{\theta^{-n_{0}-(u-1) m}}, D_{1}^{\theta^{-n_{0}-(i-2) m}(1-\delta)}, \ldots, D_{1}^{\left.\theta^{-n_{0}(1-\delta)^{u^{-1}}}, \ldots,\left[\rho_{\max }^{\left(n_{0}\right)}\right]^{(1-\delta)^{i}}\right\} .} .\right. \tag{3.28}
\end{align*}
$$

As a matter of fact, depending on whether $\theta^{m}$ is smaller or greater than $(1-\delta)$ the last line in (3.28) is bounded by either $\max \left\{D_{1}^{\theta^{-n o-i m}},\left[\rho_{\text {max }}^{\left(n_{0}\right)}\right]^{(1-\delta)^{2}}\right\}$ or $\max \left\{D_{1}^{\theta^{-n_{0}}(1-\delta)^{4-1)}},\left[\rho_{\max }^{\left(n_{0}\right)}\right]^{(1-\delta)^{2}}\right\}$. Obviously, whatever $D_{1}$ or $\rho_{\max }^{\left(n_{0}\right)}$, this bound converges to one as $i \uparrow \infty$, proving (3.26) and hence (3.23).

To prove (3.25) we proceed in two steps: First, we use the fact that $\phi$ is primitive on $\mathscr{C}$ to show that there exist $k$ and $\delta^{\prime}>0$ such that for all $n$,

$$
\begin{equation*}
\max _{\gamma \in \mathscr{C}} \rho^{(n+k)}(\gamma) \leqq\left[\rho_{\max }^{(n)}\right]^{1-\delta^{\prime}} \tag{3.29}
\end{equation*}
$$

Then we use this inequality together with the second condition from the definition of semi-primitivity to show that there exist $k^{\prime}$ and $\delta>0$ such that (3.25) holds.

Let us now prove (3.29). For each $\beta_{i} \in \mathscr{B}$,

$$
\begin{equation*}
f_{i}^{(n+k)}(x)=f_{i}^{(k)}\left(f^{(n)}(x)\right), \tag{3.30}
\end{equation*}
$$

where $f_{i}^{(k)}$ is a polynomial s.t.

$$
\begin{equation*}
d\left(f_{i}^{(k)}\right)=\left|\xi^{k} \beta_{i}\right| \tag{3.31}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(f_{i}^{(k)}-\tilde{f}_{i}^{(k)}\right) \leqq\left|\xi^{k} \beta_{i}\right|-1 \tag{3.32}
\end{equation*}
$$

so that as in the proof of Lemma 3.2,

$$
\begin{align*}
& \left|f_{i}^{(k)}\left(f^{(n)}(x)\right)-\tilde{f}_{i}^{(k)}\left(f^{(n)}(x)\right)\right| \leqq \operatorname{const}_{k}\left[\rho_{\max }^{(n)}\right]^{\left|\xi^{n++} \beta_{i}\right|}-\min _{\mathrm{sese}}\left|\xi^{n \xi^{n} x} x\right| \\
& \leqq\left[\rho_{\max }^{(n)}\right]^{\mid \xi^{n+\kappa} \beta_{i \mid}(1-\tilde{\kappa})}, \tag{3.33}
\end{align*}
$$

where $1>\tilde{\kappa}>0$ depends only on $k$, provided $\left[\rho_{\max }^{(n)}\right]^{\left|5^{n+1} \beta_{1 / l}\right|}$ is sufficiently large, which is guaranteed by the condition $\rho_{\max }^{(n)}>D^{\theta-\pi}$. In particular, $\tilde{\kappa}$ can be chosen such that (3.33) holds for all $0 \leqq k \leqq m$.

Now, to prove (3.29), notice that, since $x \in \mathscr{U}^{c}$, there exists $\tilde{\gamma} \in \mathscr{C}$, such that either

$$
\begin{equation*}
\left|f_{i(\bar{y})}^{(n)}(x)\right| \leqq c_{1} \tag{3.34}
\end{equation*}
$$

with $c_{1} \leqq c^{b}$ (recall (3.13)) or

$$
\begin{equation*}
\left|f_{i(\bar{y}}^{(n)}(x)\right|^{\frac{1}{\left|\xi^{2}\right| \eta \mid}} \leqq\left[\rho_{\max }^{(n)}\right]^{1-\varepsilon} . \tag{3.35}
\end{equation*}
$$

Now choose $k$ such that $\phi^{k} \gamma$ contains all letters in $\mathscr{C}$ (and in particular $\tilde{\gamma}$ ) so that

$$
\begin{align*}
& \leqq\left[\rho_{\text {max }}^{(n)}\right]^{\left|\xi^{n+k} y\right|-\left|\xi^{n} \tilde{\eta}\right|}\left[\rho_{\text {max }}^{(n)}\right]^{(1-\varepsilon)\left|\xi \xi^{n} \tilde{\eta}\right|} \\
& =\left[\rho_{\text {max }}^{(n)}\right]^{\left|\xi^{n+k} \gamma\right|-\varepsilon\left|\xi^{n} n\right|} . \tag{3.36}
\end{align*}
$$

Since $\left|\xi^{n} \tilde{\gamma}\right| \geqq \kappa\left|\xi^{n+k} \gamma\right|$, uniformly in $\gamma, \tilde{\gamma} \in \mathscr{C}$, this yields

$$
\begin{equation*}
\left|\tilde{f}_{i(\gamma)}^{(k)}\left(f^{(n)}(x)\right)\right| \leqq\left[\rho_{\max }^{(n)}\right]^{\mid \xi^{n+\kappa} \gamma /(1-\kappa \varepsilon)} \tag{3.37}
\end{equation*}
$$

which together with (3.33) gives (3.26).
Finally, we choose $k^{\prime}$ such that for all $\beta_{i} \in \mathscr{B}, \phi^{k^{\prime}} \beta_{i}$ contains a letter, say $\tilde{\gamma}$, from $\mathscr{C}$. Then, for all $\beta_{j} \in \mathscr{B}$,

$$
\begin{align*}
& \times\left|\tilde{f}_{i(\hat{y})}^{\left(k^{\prime}\right)}\left(f^{(n)}(x)\right)\right| \\
& \leqq\left[\rho_{\max }^{(n)}\right]^{\left|\xi^{n+\kappa+\kappa} \beta_{j}\right|-\left|\xi^{n+k} \hat{\tilde{j}}\right|}\left[\rho_{\max }^{(n)}\right]^{(1-\delta)\left|\xi n^{n+k} \tilde{\gamma}\right|} \\
& \leqq\left[\rho_{\max }^{(n)}\right]^{\left|5^{n+k+k} \beta_{j}\right|-\delta| |^{n+k} \hat{\tilde{\gamma}} \mid} \tag{3.38}
\end{align*}
$$

from which (3.25) follows as before. This concludes the proof of the proposition.
Remark. Proposition 3.1 provides us with a nice dichotomy: for substitutions with semi-primitive reduced trace maps, for any initial condition $x$, either all components of $f^{(n)}(x)$ diverge in absolute value exponentially fast with the same rate, or no component grows exponentially fast. To prove this it was crucial that for primitive substitutions the lengths of the words $\left|\xi^{n} \alpha\right|$ grow with $n$ exponentially fast with the same rate, i.e. $\left|\xi^{n} \alpha\right| \sim \theta^{n}$, where $\theta$ is the largest eigenvalue of the substitution matrix (see e.g. $[1,14]$ ).

Our next task will be to show that $\bar{\sim}$ under some extra conditions - the Lyapunov exponent will be zero if $E \in \mathscr{E}(\tilde{\tilde{U}})^{c}$. This is the contents of

Proposition 3.2. Suppose $\tilde{f}$ satisfies the assumptions of Proposition 3.1. Assume further that there exists $k<\infty$ such that $\xi^{k} 0$ contains the word $\beta \beta$, for some $\beta \in \mathscr{B}$. Then $E \in \mathscr{E}(\tilde{\mathscr{U}})^{c}$ implies that

$$
\begin{equation*}
\gamma(E, v)=\lim _{n \uparrow \infty} \frac{1}{|n|} \ln \left\|T_{E}\left(u^{(n)}\right)\right\|=0 . \tag{3.39}
\end{equation*}
$$

(Here $u^{(n)}$ denotes the word consisting of the first $n$ letters of the substitution sequence $u \equiv \xi^{\infty} 0$.)

Proof. We show first that

$$
\begin{equation*}
\lim _{n \uparrow \infty} \frac{1}{\left|\xi^{n} 0\right|} \ln \left\|T_{E}\left(\xi^{n} 0\right)\right\|=0 \tag{3.40}
\end{equation*}
$$

Now let us denote

$$
\begin{equation*}
R_{\max }^{(n)}=\max _{\alpha \in \mathscr{A}} \| T_{E}^{(n)}(\alpha) \frac{1}{\|\left|\xi^{n} \alpha\right|} \tag{3.41}
\end{equation*}
$$

Using the Schwarz inequality, one finds that

$$
\begin{equation*}
\left\|T_{E}^{(n+1)}(\alpha)\right\| \leqq\left[R_{\max }^{(n)}\right]^{\left|\xi^{n+1} \alpha\right|} \tag{3.42}
\end{equation*}
$$

Now choose $k$ such that $\xi^{k} 0$ contains $\beta \beta$, for some $\beta \in \mathscr{B}$, and use that

$$
\begin{equation*}
\left(T_{E}^{(n)}(\beta)\right)^{2}=x_{E}^{(n)}(\beta) T_{E}^{(n)}(\beta)-\mathbb{1}, \tag{3.43}
\end{equation*}
$$

where by Proposition $3.1 \lim \sup _{n \uparrow_{\infty}}\left|x_{E}^{(n)}(\beta)\right|^{1 /\left(\xi^{n} \beta\right.} \leqq 1$. Thus

$$
\begin{align*}
\left\|T_{E}^{(n+k)}(\alpha)\right\| \leqq & \left|x_{E}^{(n)}(\beta)\right| \\
\left\{n_{i}\right\}: \sum_{i} n_{i}\left|\xi^{n} \alpha_{i}\right|=\left|\xi^{n+k} \alpha\right|-\left|\xi^{n} \beta\right| \mid & \prod_{i=1}^{|\alpha Q|}\left\|T_{E}^{(n)}\left(\alpha_{i}\right)\right\|^{n_{i}} \\
& +\sup _{\left\{n_{i}\right\}: \sum_{n_{i} \mid} \xi^{n} \alpha_{i}\left|=\left|\xi^{n+k} \alpha\right|-2\right| \xi^{n} \beta \mid} \prod_{i=1}^{|\alpha \alpha|}\left\|T_{E}^{(n)}\left(\alpha_{i}\right)\right\|^{n_{i}}  \tag{3.44}\\
& \leqq\left[R_{\max }^{(n)}\right]^{\left|\xi^{n+k} \alpha\right|\left(1-\tau_{k}\right)}
\end{align*}
$$

from which (3.40) follows as the analogous statement in Proposition 3.1.
From (3.40) one obtains (3.39) just as in [11].
Remark. Note that the condition in Proposition 3.2 that $\beta \in \mathscr{B}$ is not very restrictive. For, if some other word, say $\omega$, appears as $\omega \omega$ in $u$, one may always extend the alphabet $\mathscr{B}$ to include $\omega$ and study the corresponding trace map.

Proposition 3.2 provides in fact two pieces of information: First it shows that the Lyapunov exponent vanishes on $\mathscr{E}(\tilde{\mathscr{U}})^{c}$. However, this also implies that if $E \in \sigma\left(H_{v}\right)^{c}$, then $x_{E}^{(0)} \in \tilde{U}$. This is implied by the general fact that for Schrödinger operators the Lyapunov exponent is strictly positive if $E$ is outside the spectrum (see, e.g. [22]). This allows us to prove

Proposition 3.3. Suppose $H_{v}$ permits a trace map satisfying the assumptions of Proposition 3.2. Then $E \in \sigma\left(H_{v}\right)$ if and only if $\gamma(E, v)=0$.

Proof. To prove the proposition, set

$$
\begin{equation*}
\mathcal{O} \equiv\{E \mid \gamma(E, v)=0\} . \tag{3.45}
\end{equation*}
$$

We have just seen that $\mathscr{E}(\tilde{\mathscr{U}})^{c} \subset \mathcal{O}$ while in general $\mathcal{O} \subset \sigma\left(H_{v}\right)$. On the other hand, Lemma 3.1 shows that $\sigma\left(H_{v}\right) \subset(\mathscr{E}(\mathscr{U}))^{c}$, while by Corollary 3.1, $\mathscr{E}(\mathscr{U})^{c} \subset \mathscr{E}(\widetilde{\mathscr{U}})^{c}$, so that finally we have the chain of inclusions

$$
\begin{equation*}
\mathscr{E}(\tilde{\mathscr{U}})^{c} \subset \mathcal{O} \subset \sigma\left(H_{v}\right) \subset \mathscr{E}(\mathscr{U})^{c} \subset \mathscr{E}(\tilde{\mathscr{U}})^{c} \tag{3.46}
\end{equation*}
$$

which clearly implies the equality of all these sets and proves the proposition.
Theorem 1 is now a direct consequence of the following general theorem that was proven in [11]:

Theorem 2. [11] Let $H_{v}$ be an operator of the form (1.1), where $V$ is a non periodic potential that takes only finitely many values. Let $(\Omega, T)$ denote the topological dynamical system where $\Omega$ is the closure of the set of translates of the sequence $V_{n}$ and $T$ the shift operator. Assume that $V_{n}$ is aperiodic and $(\Omega, T)$ permits a unique ergodic T-invariant probability measure $\mu$. Then, if $\sigma\left(H_{v}\right)=\{E \mid \gamma(E, v)=0\}, \sigma\left(H_{v}\right)$ is supported on a set of zero Lebesgue measure. In particular, $\sigma\left(H_{v}\right)$ has no absolutely continuous component.

This theorem is in fact a consequence of a lemma of Kotani [18] which states that for aperiodic potentials that take only a finite number of values, the set of energies for which the mean Lyapunov exponent (where the mean is taken over the hull $\Omega$ with respect to the $T$-invariant measure $\mu$ ) vanishes is of Lebesgue measure zero. Using a result of Herman [23] one can then show, along the lines of a proof of Avron and Simon [24] in the case of almost periodic potentials, that under the assumption of unique ergodicity the sets on which the Lyapunov exponents for different elements in the hull vanish may differ only by sets of zero Lebesgue measure. The detailed proof of this theorem can be found in [11] and will not be reproduced here. The assumption of unique ergodicity is satisfied for substitution sequences based on primitive substitutions. The proof of this result is rather elaborate and may be found in the book by Quéffelec [1]. Therefore, Theorem 1 is proven.

Theorem 1 shows that for substitution sequences satisfying our hypothesis, the spectrum is manifestly different from both periodic (absolutely continuous spectrum) and random (dense pure point spectrum) potentials. However, in the examples more precise results were proven in that also the existence of eigenvalues could be excluded. In our general setup we can only exclude this possibility under a simple supplementary hypothesis:

Theorem 3. Suppose the hypothesis of Theorem 1 are satisfied. If in addition there exists $n_{0}<\infty$ s.t. $\xi^{n_{0}} 0=\xi^{m}\left(\gamma_{0}\right) \xi^{m}\left(\gamma_{0}\right) \omega$, where $\gamma_{0} \in \mathscr{C}$ and $\omega \in \mathscr{A}^{*}$ and $m$ are arbitrary, then the spectrum of $H_{v}$ is purely singular continuous and supported on a Cantor set of zero Lebesgue measure.

Proof. The basic idea of the proof was used already in Sütő [6] to obtain the same result for the Fibonacci sequence. Namely, note that under our assumption for all $n \geqq n_{0}$,

$$
\begin{equation*}
T_{E}^{(n)}(0)=T_{E}^{\left(n-n_{0}\right)}(\omega) T_{E}^{\left(n-n_{0}+m\right)}\left(\gamma_{0}\right) T_{E}^{\left(n-n_{0}+m\right)}\left(\gamma_{0}\right), \tag{3.47}
\end{equation*}
$$

and therefore $T_{E}^{\left(n-n_{0}+m\right)}\left(\gamma_{0}\right)$ and $T_{E}^{\left(n-n_{0}+m\right)}\left(\gamma_{0}\right)^{2}$ are transfer matrices over $\left|\xi^{\left(n-n_{0}+m\right)} \gamma_{0}\right|$ and $2\left|\xi^{\left(n-n_{0}+m\right)} \gamma_{0}\right|$ sites, respectively. Now, (2.7) implies (see e.g. [6]) that for any normalized vector $\Psi \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\frac{1}{2} \leqq \max \left\{\left\|T_{E}^{\left(n-n_{0}+m\right)}\left(\gamma_{0}\right)^{2} \Psi\right\|,\left|\operatorname{tr} T_{E}^{\left(n-n_{0}+m\right)}\left(\gamma_{0}\right)\right|\left\|T_{E}^{\left(n-n_{0}+m\right)}\left(\gamma_{0}\right) \Psi\right\|\right\} \tag{3.48}
\end{equation*}
$$

To use (3.48), we only need the following
Lemma 3.4. Let $\gamma_{0} \in \mathscr{C}$ be any word such that the word $\gamma_{0} \in \mathscr{A}^{*}$ contains the letter 0. Then, for all $E \in \sigma\left(H_{v}\right)$ there exists a sequence of integers $n_{i}$ tending to infinity such that for all $i,\left|x_{E}^{\left(n_{2}\right)}(\beta)\right| \leqq 2$.

Proof. As we have stated at the beginning of this section, any letter $\gamma_{0}$ satisfying the assumptions of Lemma 3.4 may be used to define the set $\mathscr{U}$, and in each case, $\mathscr{E}(\mathscr{U})^{c}=\sigma\left(H_{v}\right)$, and thus does not depend on the chosen letter. The conclusion of the lemma is then obvious from the definition of $\mathscr{U}$ together with the fact that the sets $\mathscr{E}\left(\mathscr{U}_{n}\right)$ are open.

Let now $E \in \sigma\left(H_{v}\right)$ and let $\Psi_{E}$ be a solution of (2.1), i.e. a solution of the Schrödinger equation. Let $n_{i}$ be the sequence given by Lemma 3.4. Assume that $\Psi_{E}(1) \neq 0$ (otherwise, of necessity, $\Psi_{E}(0)$ will be nonzero, and the discussion below can be repeated with $n_{i}$ replaced by $-n_{i}$ ). Then

$$
\begin{equation*}
\left\|\Psi_{E}\right\|_{2}^{2} \geqq \sum_{i=1}^{\infty} \max \left\{\left\|\Psi_{E}\left(\left|\xi^{n_{i}} \beta\right|\right)\right\|^{2},\left\|\Psi_{E}\left(\left|2 \xi^{n_{i}} \beta\right|\right)\right\|^{2}\right\} \geqq \sum_{i=1}^{\infty} \frac{1}{4}\left\|\Psi_{E}(1)\right\|^{2}=\infty \tag{3.49}
\end{equation*}
$$

which proves that $\psi_{E}$ is not in $l^{2}(\mathbb{Z})$ and thus that $E$ is not an eigenvalue. But since this holds for all energies in the spectrum, the theorem is proven. $\diamond \diamond$

Remark. The proof of Theorem 3 implies the stronger result that for all energies in the spectrum, no solution of the Schrödinger equation tends to zero at both plus and minus infinity.

Remark. The hypothesis in Theorem 3 is clearly not necessary. The period doubling sequence provides an example where the hypothesis does not hold but the spectrum is still singular continuous. This is also true for the Thue-Morse sequence $[10,11]$, where, however, an additional symmetry allows to use essentially the same argument. We feel that in all cases where the hypothesis of Theorem 1 hold, the spectrum should be singular continuous.

## IV. Examples

In this final section we consider some specific examples, in fact the same ones as in [14]: the Fibonacci sequence, the Thue-Morse sequence, the period-doubling sequence, the circle sequence, the "binary" and "ternary", "non-Pisot" sequences and finally, rather as a "counter-example," the Rudin-Shapiro sequence.

In all examples (except Rudin-Shapiro) the alphabets $\mathscr{A}$ will consist of at most three letters that we denote by $a, b, c$. For the corresponding traces (that we identify with the elements of $\mathscr{B}$ ) we will use the simplified notations

$$
\begin{align*}
& x \equiv \operatorname{tr} T_{E}(a), \quad y \equiv \operatorname{tr} T_{E}(b), \quad z \equiv \operatorname{tr} T_{E}(c) \\
& u \equiv \operatorname{tr} T_{E}(a) T_{E}(b), \quad v \equiv \operatorname{tr} T_{E}(b) T_{E}(c) \\
& w \equiv \operatorname{tr} T_{E}(a) T_{E}(c), \quad r \equiv \operatorname{tr} T_{E}(c) T_{E}(b) T_{E}(a) \tag{4.1}
\end{align*}
$$

1. The Fibonacci Sequence. The Fibonacci sequence is the fixpoint of the substitution $\xi$ on two letters, $a$ and $b$, defined by

$$
\begin{equation*}
a \rightarrow \xi(a)=a b, \quad b \rightarrow \xi(b)=a \tag{4.2}
\end{equation*}
$$

The substitution $\xi$ is primitive, since $\xi^{2}(a)=a b a$ and $\xi^{2}(b)=a b$ both contain all the letters of the alphabet. Using (2.7) the reader verifies easily that a trace map $f$ is found as

$$
\begin{equation*}
x \rightarrow u, \quad y \rightarrow x, \quad u \rightarrow x u-y . \tag{4.3}
\end{equation*}
$$

Thus the reduced trace map $\tilde{f}$ is then

$$
\begin{equation*}
x \rightarrow u, \quad y \rightarrow x, \quad u \rightarrow x u \tag{4.4}
\end{equation*}
$$

Obviously, (4.4) may be viewed directly as the substitution $\phi$, defined in Sect. 2, acting on the letters $x, y, u$. This substitution is semi-primitive, since, with $\mathscr{C} \equiv(x, u)$,
(i) $\phi$ maps $\mathscr{C}$ into $\mathscr{C}^{*}$ and $\phi^{2}(x)=x u$ and $\phi^{2}(u)=u x u$ both contain all the letters of $\mathscr{C}$.
(ii) $\phi^{2}(x)$ contains $x$ and $u, \phi^{2}(y)$ contains $u$ and $\phi^{2}(u)$ contains $x$ and $u$.

Moreover, since 0 is given by $a, \xi^{3} 0=a b a a b$ and thus contains the square of the word $a$.

Therefore all the hypothesis of Theorem 1 are satisfied and then the spectrum of $H_{v}$ is singular and supported on a set of zero Lebesgue measure.

Moreover, $\xi^{4} 0=a b a a b a b a$ begins with the square of the word $a b a$. Now, $a b a$ is not a word in $\mathscr{B}$, however, following the remark after Proposition 3.2 we may enlarge $\mathscr{B}$ by including the letter $t \equiv a b a$. A simple calculation shows then that $\phi(t)=x u^{2}$ and this extended trace map is still semi-primitive. Thus, Theorem 3 implies that the spectrum of $H_{v}$ is purely singular continuous.

This of course recovers here a result already proven in [6] and [7].
2. The Thue-Morse Sequence. The substitution this time is defined by [9]

$$
\begin{equation*}
a \rightarrow \xi(a)=a b, \quad b \rightarrow \xi(b)=b a . \tag{4.5}
\end{equation*}
$$

Obviously, the substitution is primitive. Notice that both the letters $a$ and $b$ can be taken as " 0 " and that there are therefore two fixpoints $\xi^{\infty}(a)$ and $\xi^{\infty}(b)$.

Using again (2.7) with $A=B$, we can find the following trace map $f$ :

$$
\begin{align*}
& x \rightarrow u, \quad y \rightarrow u \\
& u \rightarrow x y u-x^{2}-y^{2}+2 \tag{4.6}
\end{align*}
$$

and the corresponding reduced trace map $\tilde{f}$ and the substitution $\phi$ are

$$
\begin{equation*}
x \rightarrow u, \quad y \rightarrow u, \quad u \rightarrow x y u . \tag{4.7}
\end{equation*}
$$

This time, the substitution $\phi$ is even primitive since $\phi^{2}(x)=\phi^{2}(y)=x y u$ and $\phi^{2}(u)=u^{2} x y u$ contain all the letters of $\mathscr{B}$.

Finally, choosing $a$ as $0, \xi^{2} a=a b b a$, which contains the square of the word $b$. Therefore Theorem 1 holds and thus the spectrum $H_{v}$ is singular and supported on a set of zero Lebesgue measure.

As we noticed in the last remark of chapter 3, although we cannot apply Theorem 3, the spectrum of $H_{v}$ is purely singular continuous, as was proven in [10] and [11].
3. The Period-Doubling Sequence. It is defined as the fixpoint of the primitive substitution

$$
\begin{equation*}
a \rightarrow \xi(a)=a b, \quad b \rightarrow \xi(b)=a a . \tag{4.8}
\end{equation*}
$$

The trace map here is

$$
\begin{align*}
& x \rightarrow u, \quad y \rightarrow x^{2}-2, \\
& u \rightarrow x^{2} u-x y-u \tag{4.9}
\end{align*}
$$

$\phi$ is given by

$$
\begin{equation*}
x \rightarrow u, \quad y \rightarrow x^{2}, \quad u \rightarrow x^{2} u . \tag{4.10}
\end{equation*}
$$

With $\mathscr{C} \equiv(x, u)$ one checks that it is semi-primitive, since
(i) $\phi$ maps $\mathscr{C}$ into $\mathscr{C}^{*}$ and $\phi^{2}(x)=x^{2} u$ and $\phi^{2}(u)=u^{2} x^{2} u$.
(ii) $\phi^{2}(x)$ contains $x$ and $u, \phi^{2}(y)$ contains $u$ and $\phi^{2}(u)$ contains $x$ and $u$.

Finally, $\xi^{2} 0=a b a a$ contains the square of the word $a$ and thus Theorem 1 applies. However, the hypothesis of Theorem 3 are not verified, although it was proven (through a rather cumbersome calculation) in [11] that the spectrum is singular continuous. Note however that the "inverted" sequence (obtained by setting $\xi(a)=b a)$ satisfies the hypothesis of Theorem 3.
4. The Circle Sequence. The circle sequence is associated to the substitution $\xi$ on three letters

$$
\begin{align*}
& a \rightarrow \xi(a)=c a c, \quad b \rightarrow \xi(b)=a c c a c \\
& c \rightarrow \xi(c)=a b c a c \tag{4.11}
\end{align*}
$$

This substitution has no fixpoint, since it does not posses a letter " 0 ," but it has a cycle of length two and the twice iterated substitution has two fixpoints.

Using then the identities (2.7) and (2.8), we find an alphabet $\mathscr{B} \equiv$ $(a, b, c, a b, b c, c a, a b c)$, identified with $\mathscr{B} \equiv(x, y, z, u, v, w, r)$, and the following
trace map $f$,

$$
\begin{align*}
x & \rightarrow z w-x, \quad y \rightarrow z w^{2}-x w-z, \quad z \rightarrow w r-y, \\
u & \rightarrow(z w-x)\left(z w^{2}-x w-z\right)-w, \\
v & \rightarrow\left(z w^{2}-x w-z\right)(w r-y)-y z+v, \\
w \rightarrow & \rightarrow(w r-y)(z w-x)-u, \\
r & \rightarrow(w r-y)(z w-x)\left(\left(z w^{2}-x w-z\right)-w\right) \\
& +w^{2} r-r-y w-u\left(z w^{2}-x w-z\right) . \tag{4.12}
\end{align*}
$$

The reduced trace $\operatorname{map} \tilde{f}$ is

$$
\begin{align*}
& x \rightarrow z w, \quad y \rightarrow z w^{2}, \quad z \rightarrow w r, \\
& u \rightarrow z^{2} w^{3}, \quad v \rightarrow z w^{3} r, \quad w \rightarrow z w^{2} r, \\
& r \rightarrow z^{2} w^{4} r . \tag{4.13}
\end{align*}
$$

The associated substitution $\phi$ is again semi-primitive with $\mathscr{C} \equiv(z, w, r)$, since
(i) $\phi$ maps $\mathscr{C}$ into $\mathscr{C}^{*}$ and $\phi^{2}(z)=z w^{2} r z^{2} w^{4} r, \phi^{2}(w)=w r\left(z w^{2} r\right)^{2} z^{2} w^{4} r$ and $\phi^{2}(r)=(w r)^{2}\left(z w^{2} r\right)^{4} z^{2} w^{4} r$.
(ii) For any $\beta \in \mathscr{B}, \phi^{2}(\beta)$ contains $z, w$ and $r$.

Moreover $\xi^{2} c$ begin with the square of the word $c a \in \mathscr{B}$ so that both Theorem 1 and 3 apply and show that the spectrum is singular continuous in this case, too.
5. Binary Non-Pisot Sequence. This sequence corresponds to the substitution

$$
\begin{equation*}
a \rightarrow \xi(a)=a b, \quad b \rightarrow \xi(b)=a a a \tag{4.14}
\end{equation*}
$$

and the trace map

$$
\begin{align*}
& x \rightarrow u, \quad y \rightarrow x^{3}-3 x \\
& u \rightarrow x^{3} u-x^{2} y-2 x u+y \tag{4.15}
\end{align*}
$$

with reduced trace map

$$
\begin{equation*}
x \rightarrow u, \quad y \rightarrow x^{3}, \quad u \rightarrow x^{3} u . \tag{4.16}
\end{equation*}
$$

Here $\mathscr{C} \equiv(x, u)$ and since $\phi^{2}(x)=x^{3} u$ and $\phi^{2}(u)=x^{4} u^{3}$, we see that the substitution $\phi$ is semi-primitive. Moreover, $\xi^{2} 0=a b a a a$ contains the square of the word $a$, so Theorem 1 applies.

Theorem 3, however, does not apply in this case (although again, as in the case of the period doubling sequence, the inverted sequence satisfies the hypothesis of this theorem) and we do not know for sure whether the eigenvalues are present in this example.
6. Ternary Non-Pisot Sequence. This sequence corresponds to the substitution

$$
\begin{equation*}
a \rightarrow \xi(a)=c, \quad b \rightarrow \xi(b)=a, \quad c \rightarrow \xi(c)=b a b . \tag{4.17}
\end{equation*}
$$

As in the case of the circle sequence, this substitution does not possess a fixpoint, but a cycle of length three, whose three elements can be considered as
substitution sequences. With the alphabet $\mathscr{B} \equiv(x, y, z, u, v, w)$, we can find the trace map $f$

$$
\begin{align*}
& x \rightarrow z, \quad y \rightarrow x, \quad z \rightarrow y u+x \\
& u \rightarrow w, \quad v \rightarrow u^{2}-2, \quad w \rightarrow u v+w-x z \tag{4.18}
\end{align*}
$$

and the reduced trace map

$$
\begin{align*}
& x \rightarrow z, \quad y \rightarrow x, \quad z \rightarrow y u \\
& u \rightarrow w, \quad v \rightarrow u^{2}, \quad w \rightarrow u v . \tag{4.19}
\end{align*}
$$

The substitution $\phi$ is semi-primitive with $\mathscr{C} \equiv(u, v, w)$ since $\phi^{5}(u)=w u^{2} u v u v$, $\phi^{5}(v)=u v w^{2} u v w^{2}$ and $\phi^{5}(w)=w v w^{3} u^{2} w u^{2}$ and for any $\beta \in \mathscr{B}, \phi^{3}(\beta)$ contains $u$, $v$ and $w$.

Moreover, $\xi^{5} a=\xi^{6} b=\xi^{4} c=b a b a c a b a b$ begins with the square of the word $b a$. Therefore, by Theorems 1 and 3, the spectrum of $H_{v}$ is purely singular continuous.
7. The Rudin-Shapiro Sequence. The Rudin-Shapiro sequence [17] is defined on an alphabet of four letters. The substitution rule is

$$
\begin{array}{ll}
a \rightarrow \xi(a)=a c, & b \rightarrow \xi(b)=d c \\
c \rightarrow \xi(c)=a b, & d \rightarrow \xi(d)=d b \tag{4.20}
\end{array}
$$

The final example serves to illustrate that even the hypothesis of Theorem 1 is not always satisfied. It has been remarked in different contexts (see [12]) that the Rudin-Shapiro sequence has quite exceptional properties and that the analysis of the spectrum of the associated operators eludes perturbative and even numerical methods.

Using the trace map computed by [20], we obtain a reduced trace map $\tilde{f}$ on an alphabet $\mathscr{B} \equiv(x, y, z, w, s, t, q, r)$ (this trace map was obtained in [20] in a clever way in order to stay with as few traces as possible. A straightforward derivation would give a map on twelve letters which would share the same properties)

$$
\begin{array}{ll}
x \rightarrow s, & y \rightarrow t, \\
s \rightarrow r, & z \rightarrow t, \quad w \rightarrow s,  \tag{4.21}\\
s \rightarrow x, & q \rightarrow x w r, \quad r \rightarrow y z q .
\end{array}
$$

It is easy to notice that the two alphabets $\mathscr{C}_{1} \equiv(x, w, t, \underset{\sim}{r})$ and $\mathscr{C}_{2} \equiv(y, z, s, q)$ are mutually exchanged by the substitution $\phi$ associated to $\tilde{f}$. This implies that $\phi$ is not semi-primitive. Now, $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$ are left invariant under $\phi^{2}$ and one might hope to simply study the dynamics of the trace maps on the two sub-alphabets separately. However, the subdominant terms in the trace map (which we have not written, but see [20]) do not respect this invariance which makes it impossible to even adapt the proof of Propositions 3.1 and 3.2 to this situation. So once again, the Rudin-Shapiro sequence retains its mystery.
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