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Abstract. We present an abstract result on removing regularization for singular
perturbations in the operator theory. Our main result concerns singular perturbations
which are not (formally) semibounded from below.

1. Introduction

For very singular and nonpositive potentials — V, V > 0, in quantum mechanics it
may happen that the Schrodinger operator H = — Δ — V makes no sense, i.e., it
is not essentially self-adjoint on &(—Δ) Π &(V). Further, if we formally define the
Schrodinger operator on &(—Δ), then H is not semibounded from below. However,
one can choose a regularizing sequence {V^}^ of bounded potentials such that
Vnf —> Vf as n —> co for certain elements / £ &(V) and the corresponding sequence
{Hn}^=l of well-defined Schrodinger operators, i.e. Hn = - Δ — Vn, such that the
limit s- lim (H — z)~l, lm(z) φ 0, exists and defines a self-adjoint operator which

n—> oo

can be understood as a regularized Schrodinger operator for the problem H = — Δ—V
[4, 5, 7, 8, 13]. It is interesting to note that the regularizing sequence {Vn}^L{ itself
chooses the "right" regularized Schrodinger operator or, in other words, that the
singular perturbation itself forces the "right" operator.

The present paper has the aim to clarify this phenomenon on an abstract operator-
theoretical level. Thus, the paper is closely related to [8]. The main result of [8]
(Theorem 1) say that if

(i) the regularizing sequence {V^}^, ®(Vn) D &(V), satisfies Vn < V,
(ii) there exists a dense subset <$ C &(A) Π &(V) such that

α < l , 6<+oo, /6^, (1)
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\\(V - Vn)f\\ < an\\Af\\ + bn\\f\\ , lirn^ an=l\m^bn = Q f G & , (2)

(A - V)\& has finite deficiency indices (m, m). (3)

(iii) there exists {cn}%Ll9 lim cn = -foe, such that the spectrum of H — A — Vn
n—>oo

contained in (—oc, — cn) consists of at least m eigenvalues (counting multiplicities),
then the sequence {Hn}^=l converges in the norm resolvent sense to the Friedrichs
extension HF of (A — V)\& as n —» oo. In addition, it is shown that the operators
Hn I & are uniformly bounded from below.1

In the following we show that these conditions can be relaxed. For example, it
is not necessary that the involved self-adjoint operators are self-adjoint extensions
of a common symmetric operator with finite deficiency indices (condition (ii) (3)).
However, provided that this holds, our results can be improved essentially, as can be
seen in the third section. Moreover, it becomes clear that the notion of an admissible
regularizing sequence is crucial for the problem. Further, it turns out that it is enough
to consider closed symmetric forms.

The problem of approximation and convergence was studied on the abstract level
in [3, 6, 9, 10]. These results were applied to singular perturbations semibounded
from below (see e.g. [11, 12]) and to the strong singular case with hard-core (see e.g.
[14] and the recent book [1] and references therein).

2. Regularization and Convergence

Let v > 0 be a closed symmetric form defined on a complex separable Hubert

space ί) and let A be its associated self-adjoint operator, i.e. z/(Λ #) = (V~Af, VAg),
/, g G &(\fA) = dom(z/). Let ̂  be a dense subset of dom(^). Since z/ is a closed
symmetric form, the form z/0 given by

is closable. By z> we denote the closure of z/0. Obviously, we have P > 0,
dom(z>) C dom(zy), and

ι/ dom(z>) = z>. (2.2)

The associated self-adjoint operator of z> is denoted by A.
Further, let 7 > 0 be a symmetric form such that

J ® C dom(7)

/G^, 0 < α , 6 . U ;

On account of (2.2) the relation (2.3) can be rewritten as follows:

Ί D ( f , f ) < a ί > ( f , f ) + b\\f\\2, fe®, 0<a,b, (2.4)

where 7^ = 7 | & is the restriction of 7 to the subset ̂  . But from (2.4) we
immediately obtain the estimate 7D(/, /) < c(z>(/, /)+ 1|/||2), / G ̂ , c = max{α, b},

1 Notice that in [8] the operators Hn \ &(A) Π &(V) were considered. However, it was proved that
) n <&(V) = & under above conditions
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which shows that ̂ D can be continuously extended to elements of dom(z>). Denoting
the extended form by 7, dom(7) = dom(z>), it is not hard to see that 7 is relatively
bounded with respect to z>, i.e., we have

7(/, /) < afi(f, /) + & I I / H 2 , / G dom(/>) , 0 < α, b . (2.5)

We say that the symmetric form 7 is relatively compact with respect to is if for
some λ < 0 the bounded symmetric form /?(/, g) = j((A - λ)~1/2/, (A - A)~1/2#),
/, g G ί), defines on ί) a compact operator. Notice that if this condition is fulfilled for
some A < 0, then it also holds for all negative A.

The KLMN-Theorem [10, Theorem X.I 7] yields that the perturbed symmetric
form μκ

βκ(f, 9) = *>(/, 9) ~ - 7(/, 9 ) , f,ge dom(β) = dom(/>) , (2.6)
K

is closed and bounded from below for K > a. We denote the associated self-adjoint
operator and the lower bound of μκ by Hκ and X κ , respectively.

d2

Example 2.1. Let A = — —^ be the usually defined Laplace operator on the Hubert
dx

space ί) = L2(R1). We set

= ί

+ 00

(2.7)

f , g G dom(z/) = ^(^A) = ^(R1). Obviously, we have v > 0. Setting
& — Co^CE^ίO}) we can identify the self-adjoint operator A, roughly speaking,
with the Laplace operator which satisfies at zero the boundary condition /(O) = 0.

Λ o

More precisely, A is the Friedrichs extension of the closure A of the restriction A \ &.
We introduce the quadratic form 7α as follows:

0 < α < 2 , (2.8)

/,# G dom(7α) = ̂ . Using the corresponding considerations of [6, VI, Sect. 4] we
find the estimate

7α(/,/) < aa"(fJ) + b(aa) l / l | 2 , / G ̂ , 0 < α < 2 , (2.9)

where αα can be chosen arbitrary small if 0 < a < 2 and aa=2 — l The estimate
(2.9) proves the estimate (2.3).

Definition 2.2. A sequence {7^^ of bounded non-negative symmetric forms on ί)
is called a regularizing sequence of 7 with respect to ̂  C dom(7) if

(i) 0 < 7j < 72 < . . . < 7n < . . . < 7 and
(ii) lim 7n(/ι/)
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The notion of a regularizing sequence was introduced by Nenciu [8].

Example 23. A regularizing sequence of 7 with respect to 0$ of Example 2.1 can be
defined by

(2.10)

j ) = ί|> 0 < α < 2 .

Lemma 2.4. L^ ^ be a symmetric form obeying (2.3). //*{7n}^lι is a regularizing
sequence of '7 w/ί/z respect to <£> Γ, ίto {7n} 1̂ w # regularizing sequence of 7 with
respect to dom(7) = dom(z>).

/V00/. By (2.3) and (i) we find the estimate

7n(/> /) < 7(/, /) < <W, /) + H / l l 2 ) , / e dom(P) , (2.11)

c = max{α, 6}, that verifies 0 < ^ι < 7ι ^ ^ Ίn — 7 Hence, the limit
lim 7n(/, /) exists for / e dom(7) and obeys the estimate lim 7n(/, /) < 7(/, /).

n— >oo n— »oo

By (ii) we have lim 7rι(/, /) = 7(/, /) if / G .̂ If / G dom(7) = dom(z>), then
n— > oo

for any ε > 0 there is g e & such that c(v(f -g,f-g)+ \\f - g ||2) < ε2. On account
of (2.11) this yields that jn(f — g, f — g) < ε2 uniformly in n = 1,2, — Applying
the Schwarz inequality and standard ε — δ arguments we complete the proof. D

If {7n}^L! is a regularizing sequence of 7 with respect to ̂ , then we can define
a perturbed family of closed symmetric forms {A«,n}^=ι by

£*,„(/, 0) = *>(/, 0) - - 7n(/> 0) , /^ e dom(μn) - dom(P) , (2.12)
/ί

« > α. On account of (i) the family {βκn}^Lι is nonincreasing and bounded

from below by μκ. Moreover, since μκ > Xκ we have μ > \κ, n = 1,2, —

Denoting by {fiκ n} the associated family of self-adjoint operators we obviously get

H > H> \I, AC > α.

Proposition 2.5. Lei ̂  be a symmetric form obeying (2.3). //^{7n}^Lι w <2 regularizing

sequence of '7 w/ίΛ respect to & ', then the family {Hκ^n}^Ll of self-adjoint operators

associated with {A«,n}^ι converges in the strong resolvent sense to Hκfor K > a as
n — > ex), i.e.

s- lim (tiκn-zΓl=(tiκ-zΓl, ^€^^,00), o < « . (2.13)
n — KX) '

Proof. By Lemma 2.4 we have lim 7TΪ(/, /) = 7(/, /), / € dom(z>), that
n-^ oo

yields lim βκn(fj) = βκ(f,f),J 6 dom(AJ. Since dom(Aκn) = dom(P),
n— > oo ' oo

n = 1,2, . . . , we get dom(μκ) = \J άom(μκn). On the other hand, μκ defined
n=l

on dom(μre) is a closed symmetric form. Hence, by Theorem 3.11 of [6, yill] we
immediately obtain (2.13). D
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If {7n}^=1 is a regularizing sequence of 7 with respect to J ,̂ then besides (2.12)
it is possible to introduce also a family {μκ n}^L\ of closed symmetric forms defined
by

μ«,n(/> 9) = "(/, 9) ~ - 7n(/, 9), f,9€ άom(μKιn) = dom(ι/) , (2.14)
/

K > a. On account of (i) the sequence {μκn}^=ι is nonincreasing too and, in addition

A ^ n ^ A f c . n * n = !'2' . . - , « > α . (2.15)

Let {H }™=l be the family of associated self-adjoint operators. Then we obviously

get Hκ n < Hκ n,n = 1,2, . . . . However, in general, we cannot expect that the forms
{μKjn}£Lι and, therefore, the operators {Hκ^n}^=l are bounded from below and,

moreover, that {H }^=l converges in the strong resolvent sense to Hκ. However,
this is the contents of the above-described (see Introduction) phenomenon in quantum
mechanics. Consequently, to analyse this phenomenon in the frame of our approach
we have to restrict a bit the notion of regularizing sequence.

Definition 2.6. Let {Ίn}^=\ be a regularizing sequence of 7 with respect to
^ C dom(z/) The sequence {jn}™=ι is called 0 -admissible if for any nontrivial
/ G J& = {ft G dom(z/) : v(h, k) + (ft, k) = 0, V& G dom(z>)}, we have

sup7n(/,/) = +oo. (2.16)
n

To clarify this condition we note that the set dom(z/) can be transformed into a
Hubert space \\v by equipping dom(z/) with the scalar product ( , 0^,

(/, 9\ = "(f, 9) + (/, 9) , /^ e dom(ιχ) . (2. 17)

The set dom(/>) is obviously a closed subspace f)^ of ί)^. Moreover, we have
^ = f j ^ θ^ ̂  Notice that on account of Lemma 2.4 for A: £ dom(z>) we always
have

sup 7n(fe, fe) = 7(fe, fc) < +00. (2.18)

Lemma 2.7. Lei ^ be a symmetric form obeying (2.3) αnd Z^ί {7n}^L1 ^e 0 regular-
izing sequence 0/7 w/ί/z respect to @). Further, let ^Mx = {h G dom(^) : z/(ft, fc) —
λ(ft, fc) = 0, Vfc G dom(z>)}, λ < 0. If '{7n}^ι is ί> -admissible, then for any nontrivial
f G ̂ λ, λ < 0, fAe condition (2.16) w αfao satisfied.

Proof. Obviously, ^λ is a closed subspace of f)^. Therefore, there are elements

^ ^ f)ι/ θ^ 6zy an(i k G ί)^ such that / = ft + fc, / £ ̂ λ. Assuming ft = 0 we get
/ G dom(z>) and / = 0. Since sup 7n(ft, ft) = +CXD by definition, we obtain (2.16)
taking (2.18) into account. D n

Example 2.8. Let us show that the regularzing sequence {7n}^?=1 defined in Example
2.3 is ί> -admissible. By a simple calculation one gets that <J6 — {ze~\x\ :z G C1} and

- (2.19)

as n — » ex) and 1 < α < 2.
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Since {7n}^L1 is a family of bounded non-negative symmetric forms on f), a family
of bounded non-negative self-adjoint operators {V^}^ corresponds to it. Using this

family, the self-adjoint operators Hn and Hn can be represented by

and

-
AC

-
Av

Kιn) = ®(A) , n = 1, 2, . . . , (2.20)

(2.21)

K > a. Let us introduce the families of bounded non-negative self-adjoint operators
fχ,n = (A - \Γl/2Vn(A - A)-'/2 and Tλ,n = (A - Ar'/'V^A - \ΓV\
n= 1,2, . . . , A < 0.

Lemma 2.9. Γλere w α λ < 0 αwd α« opew set & C (α, +00) such that & C £(Tλ n)
/6>r every n = 1, 2, ... // am/ 6w(y if X £ Q(HK n) for any K G & and every

Proof. The operator fίΛ n — λ obviously admits the representation

(2.22)

n = 1,2, . . . , λ < 0.
If & C Q(TXn) for every n = 1,2, . . . , then the representation (2.22) yields

λ G ρ(HKjn) forked and every n = 1, 2, ....

Assume now that λ G £?(#« n) for any K G ̂  and every n = 1,2, — Since - Fn
' Av

are bounded operators for every n— 1,2, . . ., there are Λn < A -- ||FJ| such that
Kl

H.n-λn = A-Vn-\n>I (2.23)

for « G @. Furthermore, the identity

((A - λ)/, /) = ((Hκ>n - λj/, f)+(ίLVn + λn- \) f, f
\\K /

, > ) , « G ̂  , (2.24)

yields that (A — X)l/2(HK n — λn)
-1/2 is a bounded operator for every n = 1,2,

and ft G ̂ . Consequently^ the operator

\~- λ
TT _ \

κ,n

/π ,
V H^n ~ λn Uκ,n ~ λ

is well-defined and bounded for any K G © and n — 1,2, ..
representation (2.22) into account we find

= lVTT

- λ (2.25)

.. Taking the

(2.26)
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which shows that (K — Tλ n)
-1 is a bounded operator for K G @ and TV = 1,2, ____

Thus, we proved that & c £(Tλ n) for π = 1, 2, . . .. D

In the sequel we need a certain modification of the Theorem 3.6 of [6, VIII].

Lemma 2.10. Let {Tn}^=l be a nondecreasing sequence of bounded nonnegative
self -adjoint operator defined on some subspace % C ί). If

lim ( T f c , k) = (Γfc, ft) , fc G ϊ , (2.27)
n— >oo

and
sup (Tnft, ft) = + oo , 0 ̂  ft G I) θ £ , (2.28)

n

then for any open set @ c C1 obeying & C Q(Tn), n = 1, 2, . . ., αwd f̂ C 0(T) owe
gets formula:

s- lim (T - zΓl =(T- zΓl θ 0 , 2 G ̂ . (2.29)
n— >oo

Proof. Since {^n}^Li is nondecreasing, the sequence {(Tn + I)~l}^=l is nonincreas-
ing. Therefore, on account of Theorem 3.3 of [6, VIII] the limit s- lim (Tn+I)~l = X
exists. Obviously, we have n~^°°

(Tn + I)~l >X, n = l , 2 , . . . . (2.30)

Then there is a sequence of contractions {Γn}™=l such that

Vx = Γn(Tn+IΓl/2, n = l , 2 , . . . . (2.31)

Let / G ί). We have

= sup(Γn(Tn + /Γ1/2Γ*/, (Tn + /)-1/2Γ*/)
n

<sup||O||2<||/| |2. (2.32)

Taking into account the decomposition vXf = k + ft, fc G 6, ft G ί) θ ί, we find

(2.33)

Therefore, by (2.27) and (2.28) the sup ||v/ΐ^ /X7|| = +00 if h ± 0. This

contradicts to (2.32). Hence, ft = 0. Consequently, we get JB(vX) C ΐ or,

equivalently, ker(\/X) D ί) θ t. Let us show that ker(\/X) = ίj θ t. To this end,
we have to show that k G 6 and

lim (Γn + I)"1 A: = 0 (2.34)
n—->oo
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yields k = 0. Since εTn + / > εTn + ε/, 0 < ε < 1, n = 1, 2, . . ., we find

lim ((εTn + Γ)~lk, fc) = 0 , 0 < ε < 1 . (2.35)
n— *oo

By the inequality (εTn + Γ)~l > / - εTn we obtain

ε(Tnfc, A) > (fc, fc) - ((εTn + I)'1*;, fc) , 0 < ε < 1 , (2.36)

n = 1,2, . . ., or

sup (Tnfc, fc) > - (fc, fc) , 0 < ε < 1 . (2.37)
n £

Since ε can be chosen arbitrary small, k ̂  0 implies, in contradiction to (2.27), that

sup (Γnfc, fc) = + oo. Hence, k = 0 and ker(V^) = f) θ 6.

Let P be the orthogonal projection from ί) onto £ = (J^>(\/X))~. Since s-
lim (T^+7)-1 = X implies s- lim (Tn+/)~~1/2 = V% from (2.31) we immediately

n— -KX) n— »oo

get
s- lim Γ P = P (2.38)

which yields
w- lim PΓ* = P. (2.39)

Moreover, using PPn = Γn, n = 1, 2, . . ., by a simple calculation one gets that

s- lim PΓ* - P , (2.40)
n— >oo

Using the representation ^/Tn + I\fX = Γ%, n = 1, 2, . . ., we find

/ G ί ) , n = l , 2 , . . . . (2.41)

Let n -̂  oo in (2.41) and using (2.27) and (2.40) we get

HP/112 = (VX(T + /)VX/, /) , / e I) . (2.42)

Therefore, choosing / G ί we obtain P = v/^(T+/)V/^. Moreover, (38(VX))~ - t
immediately yields X = (T + I)"1 0 0 which shows (2.29) for z = - 1. Now by
standard arguments we can extend the proof to a neighbourhood of z = — I and
from this neighbourhood to an arbitrary open set & obeying the assumptions of the
theorem. D

Let J^QQ ( . ) be the set of compact operators on a Hubert space. Then the previous
lemma can be strengthened as follows:

Corollary 2.11. If in addition to the assumptions of Lemma 2.10 the conditions
T G ^00(6) and dim(() θ ϊ) < +00 are satisfied, then the strong convergence in
(2.29) can be replaced by the operator norm convergence.
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Proof. Since {(Tn + /Γ1}^ is nonincreasing, we get T(T + I)"1 Θ /^ >

Tn(Γn + I)-1, n = 1,2, ..., where /^ is the identity on ί) θ t. By T G ^(ΐ)

and dim(ί) θ ί) < +00 we find Tn(Tn + I)"1 G ̂ (ί)), n = 1,2, .... Using the
representation

(Tn +1)"' - {(T + /)-' φ 0} = - Tn(Tn + /)-' + {Γ(T + /)-' θ /bθe} , (2.43)

we obtain

(Tn + /Γ1 - {(T + /Γ1 θ 0} G J^ίίj), n - 1,2, . . . . (2.44)

Then applying Theorem 3.5 of [6, VIII] one finds

| | . ||- lim (Tn + I)"1 = (T + /Γ1 θ 0. (2.45)
n—KX)

To prove (2.29) for z G & it is enough to repeat the previous line of reasoning,
replacing the strong resolvent convergence by the operator norm one. D

Theorem 2.12. Let 7 be a symmetric form obeying (2.3) and let {^n}^=l be a
regularizing sequence 0/7 with respect to !$. If {^n}^L\ is v-admissible and if there
is an open set & C (α, oo) and a X < 0 such that X < Xκ and X G Q(HK n) for any
K, G & and n = 1 , 2 , . . . , then {Hκ n}^! converges in the strong resolvent sense to

H^ for every K G & as n —* oo, i.e.

s- lim (Hκ n - zΓl = (Hκ - z)~l, z G {λ} U C^R1, K G @. (2.46)
n—*oo '

The strong convergence can be replaced by the operator norm convergence if the
symmetric form 7 in addition is relatively compact with respect to the symmetric form
z> and dim(^) < -f oc.

Proof. Since z/, z> > 0, we have A > 0 and A > 0. Taking into account (2.2) we get
the existence of an isometry W, W*W — /, such that

/ G dom(z>) C dom(ι/), (2.47)

which yields
(A - λ)-1/2/ = (A- \Γ1/2Wf, / 6 f ) . (2.48)

The symmetric form

, 9) = K(A - λ)'1/2/, (A - \Γl/29), f,9 e ί), (2.49)

is, obviously, well-defined and, moreover, bounded by (2.5). By Tλ we denote the
bounded non-negative self-adjoint operator associated with β. Then by Lemma 2.4
we get

lim Ίn((A - λ)-1/2/, (A - λ)-1/2/) - /?(/, /), / G ί), (2.50)
n—KX)

which yields
s- lim fλ =f λ . (2.51)
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Let us now calculate the limit

lim Ίn((A-\rl/2g,(A-XΓl/2g), s e t ) .
n— »oo

On account of (2.48) and (2.50) for any / e Pi), P = WW*, one gets

lim Ίn((A - \Γl/2Pf, (A - \Γl/2Pf)
n— >oo

= lim Ίn((Ά-XΓl/2W*f,(Ά-XΓl/2W*f)
n^oo

= β(W*f,W*f) = (WfχW*f,f). (2.52)

If gUB(W), then by (2.48) we have

v((A - XΓl/29, (A - λΓ1/2/) - λ((A - XΓ'/29, (A - \Γl/2f)

= V((A - XΓl/29, (A ~ XΓ1/2Wf) - λ((A - XΓl/29, (A - \Γl/2Wf)

0, / € h . (2.53)

Hence g±J8(W) yields (A - X)~l/2g £ ^€λ. Applying Lemma 2.7 we obtain

sup Ίn((A - XΓl/29, (A - \Γl/29) = + oo (2.54)

if 0_L^(W), g φ 0. But (2.52) and (2.54) show that the assumptions of Lemma
2.10 are satisfied for {T }̂̂  and ϊ = 3%(W). Therefore, applying Lemma 2.9 and
Lemma 2.10 we get

s- lim (Γλ n - κΓl = (WTXW* - κΓl θ 0 (2.55)
n— »oo '

(with respect to the decomposition ί) = JB(W) θ ̂ (W)-1) or, equivalently,

s- lim (Γλ n - Λ)-1 = W(fλ - K)-1 W* . (2.56)
n^oo '

Notice that K G ρ(Tχ) is guaranteed by the assumption λ < Xκ, K G &. Multiplying
the right- and left-hand sides of (2.56) by (A - λ)"1/2 and taking into account (2.48)
we obtain

s- lim (A-\Γl/2(Tλn-κΓl(A-\Γl/2

n— >oo '

= (A- λΓ1/2(fλ - κ,rl(A - \Γl/2 . (2.57)

Now taking into account (2.26) we get

s- lim (Hκ n - λ)-1 = (Hκ - λ)-1 , (2.58)
n— >oo '

which proves (2.46) for z = λ. Using Theorem 1.2 and Corollary 1.4 of [6, VIII] we
complete the proof of the first part of the theorem.

To prove the second part we note that the relative compactness of 7 with respect to
z> yields Tλ G =5 (̂1)). Furthermore, by stability arguments (cf. Lemma 2.7) one gets
dim(f) θ 6) = dim(^λ) = dim(^) < +oc. Applying Corollary 2.11 we find that
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the strong convergence in (2.55) can be replaced by the operator norm convergence.
With this the remaining part is obvious. D

To apply these results to our example we have to verify the existence of a real
number λ < 0 and an open set @ c (0, oo)(& C (l,oo) if α = 2) such that

λ e ρ(HKjn) and for n = 1,2, . . . , « e d?. H^n = -____ χ , ± ±] (x).
aX IK, JL\ J* \ [ n ' n j

In general, it is not easy to show this and needs additional efforts. However, the
situation becomes simpler if the operators A and A satisfy additional properties. In
the following section such additional conditions are introduced and investigated.

3. Special Case

In the following we make the additional assumption m = codim(dom(z>)) =
dim(dom(z/)/ dom(z>)) < +00. Under this additional condition Theorem 2.12 can
be strengthened as follows.

Theorem 3.1. Let 7 be a symmetric form obeying (2.3) and let m = codim(dom(z>)) <
+ oo. If{ln}^\ is a ί) -admissible regularizing sequence of 7, then for any K G (α, oo),

except a finite set of at most m points, there is a λ < Xκ such that λ G Q(HK ?n) for

sufficiently large n and s- lim (H^n - z)~l = (Hκ - z)~l for z G {A} U C^M1.

The strong convergence can be replaced by the operator norm convergence if the
symmetric form 7 is in addition relatively compact with respect to the symmetric form
zλ

Proof. Let Xκ = inf σ(#J, K > a. By the KLMN-Theorem [10, Theorem X.17]

we obtain the estimate λ^ > -- . Hence λ = inf λ^ is finite. Since 0 < 7n < 7,
d κ>α

n— 1,2, . . ., one obviously gets

inf σ(8Ktn) = λ^ > Xκ > X , K > a , n = 1, 2, . . . . (3.1)

Moreover, by (2.15) we find

), « > α , n = l , 2 , ... . (3.2)

Since dom(μ^ ) = dom(^) and dom(μκ ) = dom(z>) for K > a and n = 1,2, . . .,

we get codim(dom(/}^ n)) = m. On account of μκ n \ άom(μκn) = μκn, for any
λ < X there exists an isometry W such that

> t ( 3 . 3 )

/ G άom(μ ) C dom(μ^ ), which yields

(HKίn - λ)-1/2/ = (Hκ>n - \Γ{/2W^J, / e f , . (3.4)

The last relation implies that m = codim(dom(μκ n)) = codim(J^(VF^ )) for K > a

and n = 1,2, . . . . Hence, the range of the projection Qκ n = I — Wκ nW*n is an
m-dimensional subspace.
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From (3.4) we obtain the following representation

- (HKtn - λΓl/2QKtn(HKtn - A)'1/2 , « > α, n - 1,2, . . . . (3.5)

Therefore, the resolvent difference (H — A)"1 - (Άκn - A)""1 is an ra-dimensional
operator for K > a and n = 1,2, ....

Denoting by E (.) the spectral measure of H we can introduce the integer

function τr^n = dim(EKjn((—oo, A)f)), K, > α, n = 1,2, — Further, we note that the

spectrum of Hκ n on the interval (—00, A) is empty. Thus, applying Theorem 3 of
[2, IX, Sect. 3] we find that 0 < πκ^n < ra holds for any K > a and n — 1,2, ...,

i.e., the spectrum of H on the interval (—00, A) consists of at most ra eigenvalues
counting multiplicities.

Taking into account Lemma 1 of [2, IX, Sect. 4] it is easy to check that

WK n — ̂ κf n 7 ' β < / C f ί / € , 7 Ί > 7 Z > 1 . (3.6)

Since 0 < πκ n < ra, from (3.6) we get that the limit πκ = lim πκ n always exists
' n— κx> '

for K > a and obeys 0 < πκ < m. Moreover, the function πκ is non-increasing on
(0, oo). Denoting by Λf* the set of jump-points of πκ on (α, oo), one can check that

p
Λf* consists of at most m points, i.e. Λf = \J {/^}, 1 < p < ra, which we assume

.7=1
to be ordered as κp < κp_{ < . . . < κ{ < -f oo. Notice that Λ^ can be empty.

Next we show that for any K e (α, oo)\ '̂ the conclusions of the theorem
hold. If K, G (α, oo)\^" we find a j, 0 < j < p H- 1, and a G (α,oo) such
that «J+1 < K < a < KJ, where we have set κp+l = a and KO = +00.

Note that on the intervals {(^+i,^)}jio ^e functi°n ^ is constant. Suppose that

πκ I (^,4-1^7) — 7Γι> J = 0, 1,2, . . . , p . Since lim TT^, „ = π_, there is a real
^^ J J n— >oo ' J

number nα such that n > na yields TT^ n = π^ . Moreover, on account of (3.6) we
get τrΛ j n = π^ for every K G (^+1, α) and n > nα.

Let {λ^} !̂ be the eigenvalues (counting multiplicities) of Hκ n, K G (« +1, α),

^ > ^Q,, on (—00, A) ordered by

(3.7)

Then applying again Lemma 1 of [2, IX, Sect. 4] we see that the eignevalues
can shift only to the left when K decreases and n increases, i.e.

(3.8)

KJ+I < κf < K < a and nα < n < n1 . Consequently, choosing A from the interval

(λα^nα ? λ) we obtain that A G ρ(Hκ^n) for K G ̂ =(/^-+1, α) and n > nα. Applying
Theorem 2.12 we finish the first part of the theorem.

To prove the second part we equip the set dom(z/) with the scalar ' product
(. , .)^. Then the set dom(z/) transforms into the Hubert space \}v and dom(z>)

forms a closed subspace \]v in \]v. Thus, applying Lemma 1.40 of [6, III] we find
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= ra < +00, <J& — ί) θ^ \)v. Therefore, taking into account the relative
compactness of the symmetric form 7 with respect to v and Theorem 2.12 we complete
the proof. D

Remark 3.2. In view of the geometrical meaning of the deficiency indices, it is clear
that the conditon codim(dom(z>)) < + oo is satisfied if we require that & C &(A)

o

and the closure A of the operator A | & has finite deficiency indices.

Example 3.3. Proceeding with Example 2.1 and Example 2.8 we see that in this
case dim(dom(z/)/ dom(P)) = 1. Moreover, using Example 2.3 and again Exam-
ple 2.8 together with Theorem 3.1 we get that {H^n}™=l given by Hκn =

?2 1 1 1

— a - 2» converges in the strong resolvent sense,

Coo/τπ>l\ ff\\\O (K \\Uj-;

<ix2 ft 4 \x

as n —*• oo, to the Friedrichs extension JΓ, of I — — -—-
V dχ κ' 4 \χ\c

except at most for one value of the coupling constant —, K, > Q(κ > 1 if α = 2).
Kl

However, this exceptional value can be exluced. To this end we note that the pertur-

bations Vn = r^ x j r i i -I (x), 1 < a < 2, are relatively compact with respect
4 x\ \ L n ' n j ^2

to the usual Laplace operator A = —— .̂ Consequently, the negative spectrum
άxl

of H consists of discrete eigenvalues (Theorem 5.35 of [6, IV]). Furthermore, the
exact lower bounds λ = infσ(Hκn) tend to minus infinity as n —» oo for any
K > 0. This can be proven by simple calculations with the corresponding quadratic
forms. Since λκ n G σ(Hκ^n), we obtain that \^n is an eigenvalue for K > 0 and
sufficiently large n. This yields that for K > 0 and sufficiently large n the eigenvalues

λ are below the bound λ = inf &(H ). Hence the integer-valued function
' κ;>0(l if α=2)

TT^ n — dim(^ n(—oo, Λ)fj), K > 0 (> 1 if a = 2), equals one for sufficiently large
n. Obviously, this implies that π = lim π., n = 1 for K, > 0 (> 1 if α = 2).

n—>oo '

Therefore, the function πκ has no jump-points that excludes the above-mentioned

exceptional value of the coupling constant —. Hence for K > 0 (> 1 if a = 2) the
KJ

sequence {Hκ n}^Lι converges in the strong resolvent sense to Hκ as n —> oo.
Since for 1 < a < 2 the symmetric form 7α is relatively compact with respect

to the symmetric form z>, the strong convergence can be replaced by the norm
convergence.

Notice that the symmetric form ^ya=2 is not relatively compact with respect to z>.
Hence, the question whether the strong convergence can be replaced in this case by
the norm convergence remains open.

4. Concluding Remarks

From Theorem 2.12 it follows that Nenciu's conditions (ii) and (iii) of the Theorem
1 [8] can be relaxed, namely (cf. Introduction):
1. Condition (ii)(l) can be understood in the form sense.
2. Condition (ii)(2) can be replaced by the monotonicity of the regularizing sequence,
i.e. — Vn > —V and — Vn —> — V as n —> + oo.
3. The condition (ii)(3) is not necessary in the abstract approach. However, under
such assumption foregoing conclusions can be obtained (see Sect. 3).
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4. The condition (iii) is a consequence of the relative compactness of 7 with respect
to the symmetric form ί>. To this end, we note that by Theorem VIII. 20 of [9] the
norm resolvent convergence yields that for every continuous function φ tending to
zero at infinity we have \\φ(H ) - φ(Hκ)\\ — > 0, K e ,̂ as n — > oo. Choosing φ

with supp(φ) C (— oo, λκ) we obviously get \\φ(H )\\ — » 0, /c 6 ,̂ as n -> oo.

Hence, we find ||E^ n((α, 6))|| — > 0, ft G ̂ , as n — > oo for each interval (α, 6) with

-oo < α < b < Xκ. Therefore, for interval (α, 6) obeying — oo < a < b < Xκ

we find an n0 such that n > n0 implies Eκ n(α, 6) = 0. Consequently, there are

c < λ , obeying lim c = +00, such that the spectrum of H is situated in
n— »oo '

(—00, cn) U (λκ — ε, +00) where ε > 0 is arbitrary small.
In the paper [8] the importance of v-admissibilίty of the regularizing sequence

had not been clearly pointed out. Here we show that it is this notion that is the key
to the understanding of what is going on in [8] as well as to the abstract operator
formulation of the removing regularization theory for singular perturbations.

Finally we would like to stress that our conditions in the main Theorems 2.12 and
3.1 are almost necessary in the following sense: The only condition that is "more
than optimal" is the requirement that λ G ρ(Hκ n) must be satisfied uniformly with

respect to small variations of the coupling constant — .
K/
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