# BRS Cohomology of the Chiral Superfield 

J. A. Dixon*<br>Theory Group, Physics Department, University of Texas, Austin, TX 78712, USA

Received November 9, 1989; in revised form November 15, 1990


#### Abstract

As a start in a search for possible undiscovered anomalies which might break supersymmetry, a general calculation of BRS cohomology for the Wess Zumino chiral multiplet is performed. The calculation is done using spectral sequences in Fock space. It encompasses the vector space of all integrated local polynomials in the fields and their derivatives. This calculation shows that the BRS cohomology space contains an infinite number of polynomials with ghost charge one. Examples of these polynomials are given. All presently known examples possess uncontracted Lorentz spinor (and possibly vector) indices. A simple extension of these results to super Yang Mills theory indicates that there may be previously unnoticed anomalies in that theory.
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## Part I. Introduction

## 1. Discussion

Supersymmetry [6] is an appealing symmetry with some remarkable properties. It plays an important role in the only known way to reconcile quantum mechanics with gravitation - the superstring theory [5]. However little basis for comparison of supersymmetric theories with experiment has yet materialized. The basic reason for this is that it has not been found possible to understand the breaking of supersymmetry in a well motivated way. There is little uniqueness in the known possibilities.

The hope that motivates the present paper (and some others in preparation), is that there may exist supersymmetry anomalies that have not yet been uncovered and that these may be useful in unravelling some of the currently outstanding problems such as the origin of symmetry breaking and "dimensional reduction" in the superstring, and the origin of the huge mass splitting between weak and gravitational interactions. Of course it would not be surprising if the correct application of such anomalies turned out to be something quite different. At any rate it seems worthwhile to see whether any such anomalies exist, and to examine their properties if any are found.

It is well known that the invariants and anomalies in all gauge theories can be classified as elements of the cohomology space of the BRS operator acting in the space of local integrated polynomials made from the fields and their derivatives
[1]. The anomalies are the elements in the cohomology space that have ghost charge $\mathscr{G}$ equals to one (or possibly higher [4]). The cohomology of the BRS operators in Yang-Mills theory and gravitation is known [2]. There are a finite number of polynomials in the $\mathscr{G}=1$ part of the cohomology space and most or all of them correspond to anomalies in the theory. The coefficients depend on the details of the theory. These anomalies are all of low canonical dimension.

It has generally been assumed that making a theory supersymmetric does not materially change the anomaly structure of the theory. It has been expected that anomalies in supersymmetric theories would be simply the old anomalies put into supersymmetric form somehow. This expectation is based on results which have been obtained for some specific theories and dimensions. For example the renormalization of the action for supersymmetric Yang-Mills theory in four dimensions has been shown to be afflicted by no new anomalies beyond the well known chiral ones in a supersymmetric form [10]. However it is not known what happens for other supersymmetric operators which have higher dimension. The situation for supersymmetric theories in more then four spacetime dimensions is even more unexplored.

Why take an interest in operators of dimension other than the dimension of the action? The simplest reason is that the problem is naturally solved using the present method in this general context. Another reason is that these operators occur in the operator product expansion and in the effective (non-renormalizable in appearance) field theories for gravity and supergravity. In turn these are the effective field theories in the zero slope limit of string and superstring theories [5].

Hence this gives a way to anaylze the superstring for supersymmetry anomalies. Recall that the gravitational anomalies for the superstring were first found by analyzing the effective supergravity theory limit. Such an approach is useful because we don't understand either Lorentz invariance or the action for superstring field theory very well. The present paper is intended to be the first in a series which will examine a number of these theories from the point of view of BRS cohomology.

The only known way to determine whether all the anomalies in these theories have been found is to compute the relevant cohomology space and rely on the BRS analysis to deduce that there are no anomalies if the cohomology space is empty. If the cohomology space is not empty, then one should calculate the Feynman diagrams that correspond with the objects in the cohomology space to see if there are anomalies in the theory. In other words the cohomology space tells one where to look for anomalies.

In [2], a method was described which permits the computation of the local BRS cohomology of any BRS operator. That paper was devoted to a complete description of a specific theory - the $S O(32)$ Yang-Mills theory in ten spacetime dimensions, which was chosen for analysis so that all the details could be described in a straightforward way. The description of [2] was complete in the sense that all local polynomials in the fields and their derivatives of all orders were included in the space that was analyzed.

This paper is devoted to a detailed examination of the local BRS cohomology of the Wess Zumino chiral multiplet [11] using the Fock space and spectral sequence methods of [2]. It is quite difficult to analyze the cohomology space of a field theory in this general way. That is why the simplest example of a supersymmetric theory has been chosen for this first attempt. It turns out that theories of the Wess Zumino type in less than four dimensions are rather trivial for present purposes.

This can be established easily for simple models using the techniques in this paper. The basic reason for the difference seems to be that 4 dimensions admit complex chiral spinors, whereas lower dimensions do not. Of course we are not talking about the string theories here. However the four dimensional Wess Zumino model is certainly far from trivial.

## 2. Action and Supersymmetry Invariance

The (free quadratic) action for the Wess Zumino chiral model is:

$$
\begin{equation*}
S=-\frac{1}{2} \int d^{4} x\left[\partial_{\mu} A \partial^{\mu} A+\partial_{\mu} B \partial^{\mu} B+\bar{\psi} \not \partial \psi-F^{2}-G^{2}\right] \tag{1}
\end{equation*}
$$

where $A$ and $F$ are scalar fields, $B$ and $G$ are pseudoscalar fields and $\psi$ is a 4-component real anticommuting (Majorana) spinor field. Conventions and some useful formulae can be found in Appendix B.

This action is invariant under the following supersymmetry and translational transformations:

$$
\begin{gather*}
\delta A=\bar{c} \psi+\varepsilon^{\mu} \partial_{\mu} A,  \tag{2}\\
\delta B=\bar{c} \gamma_{5} \psi+\varepsilon^{\mu} \partial_{\mu} B,  \tag{3}\\
\delta \psi=\not \partial\left[A+B \gamma_{5}\right] c+\left[F+G \gamma_{5}\right] c+\varepsilon^{\mu} \delta_{\mu} \psi,  \tag{4}\\
\delta F=\bar{c} \not \partial \psi+\varepsilon^{\mu} \partial_{\mu} F,  \tag{5}\\
\delta G=\bar{c} \gamma_{5} \not \partial \psi+\varepsilon^{\mu} \partial_{\mu} G . \tag{6}
\end{gather*}
$$

Here $c$ is a constant (spacetime independent) commuting Majorana spinor and $\varepsilon_{\mu}$ is a constant anticommuting Lorentz vector. If we add the variations:

$$
\begin{gather*}
\delta \varepsilon_{\mu}=-\bar{c} \gamma_{\mu} c  \tag{7}\\
\delta c=0 \tag{8}
\end{gather*}
$$

then the variations acting on any field (counting $\varepsilon_{\mu}$ and $c$ as constant fields) satisfy the relation:

$$
\begin{equation*}
\delta^{2}=0 \tag{9}
\end{equation*}
$$

It will be assumed in the following that the reader is familiar with the methods and results of [2]. See Appendix A for a review of basic results and notation. Recall that there are two spaces of local polynomials: the integrated local polynomials $L$ and the unintegrated local polynomials $P$, and that these are related by the isomorphism between $L$ and the factor space of $P$ mod total derivatives:

$$
\begin{equation*}
L \approx P / \partial P \tag{10}
\end{equation*}
$$

Now clearly the operator $\delta$ given by:

$$
\begin{align*}
\delta= & \int d^{4} x\left\{\bar{c} \psi \frac{\delta}{\delta A}+\bar{c} \gamma_{5} \psi \frac{\delta}{\delta B}+\left[\phi\left[A+B \gamma_{5}\right] c+\left[F+G \gamma_{5}\right] c\right] \frac{\delta}{\delta \psi}\right. \\
& \left.+\bar{c} \nexists \psi \frac{\delta}{\delta F}+\bar{c} \gamma_{5} \not \partial \psi \frac{\delta}{\delta G}\right\} \tag{11}
\end{align*}
$$

is nilpotent when acting in the space $L$, because its square is proportional to the derivative operator and the integral of a total derivative in $L$ is taken to be zero.

The corresponding operator in the space $P$ is:

$$
\begin{align*}
\delta= & \int d^{4} x\left\{\left(\bar{c} \psi+\varepsilon^{\mu} \partial_{\mu} A\right) \frac{\delta}{\delta A}+\left(\bar{c} \gamma_{5} \psi+\varepsilon^{\mu} \partial_{\mu} B\right) \frac{\delta}{\delta B}\right. \\
& +\left(\phi\left[A+B \gamma_{5}\right] c+\left[F+G \gamma_{5}\right] c+\varepsilon^{\mu} \partial_{\mu} \psi\right) \frac{\delta}{\delta \psi} \\
& \left.+\left(\bar{c} \not \partial \psi+\varepsilon^{\mu} \partial_{\mu} F\right) \frac{\delta}{\delta F}+\left(\bar{c} \gamma_{5} \phi \psi+\varepsilon^{\mu} \partial_{\mu} G\right) \frac{\delta}{\delta G}\right\}-\bar{c} \gamma_{\mu} c \varepsilon_{\mu}^{\dagger}, \tag{12}
\end{align*}
$$

and the cohomology space $H_{L}$ of (11) in $L$ is isomorphic to the cohomology space $H_{P}$ of (12) in $P$. The proof is exactly like the proof given in [2]. The remainder of this paper is devoted to an analysis of the cohomology of these operators in their spaces and to the isomorphism. As was done before, we analyze the cohomology of (11) by solving that of (12).

## 3. Remarks about Superspace

It might be thought that the superspace techniques that have been so successful in contructing and classifying the invariants and performing Feynman integrals for supersymmetric theories would be useful to the present problem. This is no doubt true. However I have not been able to use them yet in the actual solution of the cohomology problem. More accurately, an attempt to use superspace with the present method just results in the results recorded here. Taking derivatives with respect to an anticommuting Majorana spinor $\theta_{i}$ is just equivalent to using the various fields $A, B, \psi, F, G$ from the beginning.

Another problem with using superspace techniques here is that they depend on an anticommuting Majorana spinor $\varepsilon_{i}$ and we are concerned with a commuting Majorana spinor $c_{i}$. The useful feature of the anticommuting spinors is that products of a sufficient number of them eventually are zero. This is of course not true for a commuting spinor. The possibility of solving the problem in a simple way using superspace is a very real one, but it seems easier to use a more pedestrian approach for this initial attempt.

It will be clear however that once one knows something about the solutions of the cohomology problem, then superspace techniques are a natural way to construct those solutions.

In many ways it would be better to use a chiral complex notation instead of the present real notation. The results turn out to be chiral in nature. However, the present method is certainly equivalent and may well be the only way to solve some problems, such as $D=10$ super Yang-Mills.

A superspace method of doing BRS cohomology can be found in [9]. This paper has sometimes been interpreted to mean that the local BRS cohomology of supersymmetric theories must be trivial. However this interpretation is not correct for two reasons. One is that the methods of [9] are not applicable to chiral fields since the integral over $d^{4} \theta$ of a chiral quantity vanishes even though the chiral quantity itself does not vanish. The other is that no treatment of combined gauge and supersymmetry BRS invariance is attempted in [9], and the BRS cohomology
of a combined operator is related to the BRS cohomology of one of its components in a very complex way - this is what gives rise to the spectral sequence.

## 4. Quick Review of Procedure

The techniques used in this paper were introduced in [2]. Here we shall find that the spectral sequence involves only a few steps. The steps necessary in the present case are:

- Choosing a grading that generates a useful spectral sequence.
- Calculating $\Delta_{0}$ and putting it in a useful form for the calculation of its Kernel.
- Constructing the projection operator $\Pi_{1}$ onto the space $E_{1}$ which is the Kernel of $\Delta_{0}$.
- Observing that $E_{1}=E_{2}$ because $\delta_{1}=0$.
- Finding suitable relations involving $d_{2}$ that make the calculation of $\Delta_{2}$ reasonably easy.
- Finding a form for $\Delta_{2}$ which makes the form of its kernel fairly transparent.
- Observing that $d_{r}=0$ for $r \geqq 3$ which implies that

$$
E_{3}=\left(\operatorname{Ker} \Delta_{2}\right) \cap E_{2}=E_{\infty} \approx H,
$$

where $H$ is the cohomology space that we want.

- Describing the polynomials in $E_{\infty}$ and the corresponding integrated polynomials in the isomorphic space $H$.


## 5. Remarks about $\boldsymbol{\delta}$

As was remarked in [2], it is easiest to analyze the cohomology of the operator in $P$. That is our object in this paper. First let us introduce some notation:

$$
\begin{equation*}
\delta=c_{i}\left[\Lambda_{i}+V_{i}\right]+\varepsilon^{\mu} \partial_{\mu}-\bar{c} \gamma_{\mu} c \varepsilon_{\mu}^{\dagger} \tag{13}
\end{equation*}
$$

where:

$$
\begin{equation*}
\Lambda_{i}=\int d^{4} x\left\{\left(\gamma_{0}\right)_{i j} \psi_{j} \frac{\delta}{\delta A}+\left(\gamma_{0} \gamma_{5}\right)_{i j} \psi_{j} \frac{\delta}{\delta B}+\left(F \delta_{j i}+G\left(\gamma_{5}\right)_{j i}\right) \frac{\delta}{\delta \psi_{j}}\right\} \tag{14}
\end{equation*}
$$

and:

$$
\begin{align*}
\nabla_{i}= & \int d^{4} x\left\{\left[\left(\gamma^{\mu}\right)_{j i} \partial_{\mu} A+\left(\gamma^{\mu} \gamma_{5}\right)_{j i} \partial_{\mu} B\right] \frac{\delta}{\delta \psi_{j}}\right. \\
& \left.+\left(\gamma_{0} \gamma^{\mu}\right)_{i j} \partial_{\mu} \psi_{j} \frac{\delta}{\delta F}+\left(\gamma_{0} \gamma_{5} \gamma^{\mu}\right)_{i j} \partial_{\mu} \psi_{j} \frac{\delta}{\delta G}\right\} . \tag{15}
\end{align*}
$$

The most obvious thing to try at the beginning is to simply calculate the operator:

$$
\begin{equation*}
\Delta=\left[\delta+\delta^{\dagger}\right]^{2} \tag{16}
\end{equation*}
$$

and try to find its kernel.
This is the required cohomology space of $\delta$. However the resulting form of $\Delta$ is complicated, and it is not easy to find a form for it that consists of a sum of simple
operators $O_{i}$ of the form:

$$
\begin{equation*}
\Delta=\sum O_{i} O_{i}^{\dagger} \tag{17}
\end{equation*}
$$

which would result in the equations:

$$
\begin{equation*}
O_{i}^{\dagger} H=0 \tag{18}
\end{equation*}
$$

Since we do not find such a form, it is very difficult to characterize the solutions of $\Delta H=0$. The same problem occurred in [2] of course, and this calls for the use of the spectral sequence.

## 6. A Grading Operator and its Spectral Sequence

A grading $N$ that yields a useful spectral sequence is the following:

$$
\begin{equation*}
N=c_{i} c_{i}^{\dagger}+\hat{N} \tag{19}
\end{equation*}
$$

where we define (for future purposes):

$$
\begin{equation*}
\hat{N}=\int d^{4} x\left[3 A \frac{\delta}{\delta A}+3 B \frac{\delta}{\delta B}+2 \psi_{i} \frac{\delta}{\delta \psi_{i}}+F \frac{\delta}{\delta F}+G \frac{\delta}{\delta G}\right] \tag{20}
\end{equation*}
$$

Sometimes we will use the notation:

$$
\begin{equation*}
N(A)=\int d^{4} x\left[A \frac{\delta}{\delta A}\right] \tag{21}
\end{equation*}
$$

The operator $\delta$ now splits up as follows:

$$
\begin{equation*}
\delta=\delta_{0}+\delta_{2} \tag{22}
\end{equation*}
$$

where the operators $\delta_{i}$ satisfy the equations:

$$
\begin{equation*}
\left[N, \delta_{i}\right]=i \delta_{i} \tag{23}
\end{equation*}
$$

The detailed form of these operators is as follows:

$$
\begin{gather*}
\delta_{0}=c_{i} \Lambda_{i}+\varepsilon^{\mu} \partial_{\mu}  \tag{24}\\
\delta_{2}=c_{i} \nabla_{i}-\bar{c} \gamma_{\mu} c \varepsilon_{\mu}^{\dagger} \tag{25}
\end{gather*}
$$

where the operators $\Lambda$ and $\nabla$ are defined above. The feature that makes this $N$ a useful grading is that $\Lambda_{i}$ contains no derivatives. This makes a calculation of $\Delta_{0}$ a reasonably easy task, which will be accomplished in the next section.

## Part II. The Space $\boldsymbol{E}_{1}$

## 7. Calculation of $\boldsymbol{\Delta}_{\mathbf{0}}$ and Equations for $\boldsymbol{E}_{\mathbf{1}}$

The operator $\delta_{0}$ is our first concern, and we need to calculate

$$
\Delta_{0}=\delta_{0} \delta_{0}^{\dagger}+\delta_{0}^{\dagger} \delta_{0}
$$

from it as usual. A straightforward calculation of this operator using the usual notation of [2] yields the result:

$$
\begin{align*}
& \Delta_{0}=\sum_{k=0}^{\infty} \frac{1}{k!}, \\
& \left(\left[c_{i} A_{\mu_{1} \mu_{2} \ldots \mu_{k}}-\left(\gamma_{5}\right)_{i j} c_{j} B_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right]\left[c_{i} A_{\mu_{1} \mu_{2} \ldots \mu_{k}}-\left(\gamma_{5}\right)_{i l} c_{l} B_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right]^{\dagger}\right. \\
& \quad+\frac{1}{2}\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} c\right]\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} c\right]^{\dagger}+\frac{1}{2}\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{5} c\right]\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{5} c\right]^{\dagger} \\
& \quad+\frac{1}{4}\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{\mu v} c\right]\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{\mu v} c\right]^{\dagger} \\
& \left.\quad+\left[c_{i} F_{\mu_{1} \mu_{2} \ldots \mu_{k}}+\left(\gamma_{5}\right)_{i j} c_{j} G_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right]\left[c_{i} F_{\mu_{1} \mu_{2} \ldots \mu_{k}}+\left(\gamma_{5}\right)_{i l} c_{l} G_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right]^{\dagger}\right) \\
& \quad+\Lambda_{i}^{\dagger} \Lambda_{i}+\varepsilon_{\mu}^{\dagger} \varepsilon_{\mu} N_{1}+\partial_{\mu} \partial_{\mu}^{\dagger} . \tag{26}
\end{align*}
$$

This result can be obtained by noting that:

$$
\begin{equation*}
\Delta_{0}=c_{i} c_{j}^{\dagger}\left\{\Lambda_{i}, \Lambda_{j}^{\dagger}\right\}+\Lambda_{j}^{\dagger} \Lambda_{j}+\varepsilon^{\nu \dagger} \varepsilon^{\mu}\left[\partial_{v}^{\dagger}, \partial_{\mu}\right]+\partial_{\mu} \partial_{\mu}^{\dagger} \tag{27}
\end{equation*}
$$

and then evaluating the anticommutator using the Fierz transformations to rearrange the spinorial parts so that they are manifestly a sum of non-negative operators. An operator analogous to $N_{1}$ appeared in [2]. $N_{1}$ is defined by:

$$
\begin{equation*}
N_{1}=\int d^{4} x\left[A \frac{\delta}{\delta A}+B \frac{\delta}{\delta B}+\psi \frac{\delta}{\delta \psi}+F \frac{\delta}{\delta F}+G \frac{\delta}{\delta G}\right] \tag{28}
\end{equation*}
$$

Since the above expression for $\Delta_{0}$ is a sum of non-negative operators, the subspace $E_{1}=\operatorname{Ker} \Delta_{0}$ satisfies the following equations:

$$
\begin{gather*}
{\left[c_{i} A_{\mu_{1} \mu_{2} \ldots \mu_{k}}-\left(\gamma_{5}\right)_{i l} c_{l} B_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right]^{\dagger} E_{1}=0}  \tag{29}\\
{\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} c\right]^{\dagger} E_{1}=0}  \tag{30}\\
{\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{5} c\right]^{\dagger} E_{1}=0}  \tag{31}\\
{\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{\mu \nu} c\right]^{\dagger} E_{1}=0}  \tag{32}\\
{\left[c_{i} F_{\mu_{1} \mu_{2} \ldots \mu_{k}}+\left(\gamma_{5}\right)_{i l} c_{l} G_{\mu_{1} \mu_{2} \ldots \mu_{k}}{ }^{\dagger} E_{1}=0\right.}  \tag{33}\\
\Lambda_{i} E_{1}=0  \tag{34}\\
\varepsilon_{\mu} N_{1} E_{1}=0  \tag{35}\\
\partial_{\mu}^{\dagger} E_{1}=0 \tag{36}
\end{gather*}
$$

Commuting (or anticommuting) the operators appearing in these equations does not generate any new equations, but commutation of the operators in Eqs. (33) and (34) does suggest a new form which is equivalent to Eqs. (30)-(32) (the equivalence can be demonstrated by contracting the free spinor indices $(i, j)$ below with the complete set of $\gamma$ matrices):

$$
\begin{equation*}
\left[\bar{\psi}_{i \mu_{1} \mu_{2} \ldots \mu_{k}} c_{j}-\bar{\psi}_{p \mu_{1} \mu_{2} \ldots \mu_{k}}\left(\gamma_{5}\right)_{p i}\left(\gamma_{5}\right)_{j q} c_{q}\right]^{\dagger} E_{1}=0 \tag{37}
\end{equation*}
$$

## 8. Ghost Degree, Form Degree, and Dimension

In the corresponding calculation for Yang-Mills theory at this point it was possible to solve the equations for $E_{1}$ and for $E_{2}$ in a general way using simple algebra and the known results concerning the cohomology of the classical Lie algebras. It is not
very easy to write down the general form of the solution of the equations for $E_{1}$ above. The problem is harder than the corresponding problem for $E_{1}$ or for $E_{2}$ in Yang-Mills theory.

Nevertheless the problem can be solved and the solution is presented below. Here we shall mention a few operators with nice properties that will be useful in classifying the solutions.

Note that the following set of equations generate all the equations for $E_{1}$ :

$$
\begin{gather*}
{\left[c_{i} F+\left(\gamma_{5}\right)_{i l} c_{l} G\right]^{\dagger} E_{1}=0,}  \tag{38}\\
\Lambda_{i} E_{1}=0  \tag{39}\\
\varepsilon_{\mu} N_{1} E_{1}=0  \tag{40}\\
\partial_{\mu}^{\dagger} E_{1}=0 \tag{41}
\end{gather*}
$$

since the commutators such as:

$$
\begin{equation*}
\left[\partial_{\mu}^{\dagger}, F_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right]=-F_{\mu_{1} \mu_{2} \ldots \mu_{k} \mu}^{\dagger} \tag{42}
\end{equation*}
$$

generate all the fields with more derivatives, and the commutator of $\Lambda_{i}$ and the operator in (33) generates Eq. (37) which is equivalent to Eqs. (30)-(32); and then the anticommutator of $\Lambda_{i}$ and the operator in Eq. (37) generates Eq. (29).

The process of searching for the general form of the subspace $E_{1}$ can be made systematic to some degree by noting the existence of the following operators and commutation relations:

$$
\begin{gather*}
{\left[N_{1}, \delta\right]=0}  \tag{43}\\
{[D, \delta]=0}  \tag{44}\\
{[\mathscr{F}, \delta]=\delta}  \tag{45}\\
{[\mathscr{F}, \delta]=\delta} \tag{46}
\end{gather*}
$$

Here $N_{1}$ is the operator defined in Eq. (28), $D$ is the dimension operator with the following assignments of dimension: $c:-\frac{1}{2}, \varepsilon:-1, A: 1, B: 1, \psi: \frac{3}{2}, F: 2, G: 2, \partial: 1$, $x:-1 ; \mathscr{F}$ is the form degree operator, and $\mathscr{G}$ is the ghost degree (sometimes called ghost number or charge) operator:

$$
\begin{gather*}
\mathscr{F}=c_{i} c_{i}^{\dagger}+\varepsilon_{\mu} \varepsilon_{\mu}^{\dagger}  \tag{47}\\
\mathscr{G}=c_{i} c_{i}^{\dagger}+\varepsilon_{\mu} \varepsilon_{\mu}^{\dagger}-4=\mathscr{F}-4 \tag{48}
\end{gather*}
$$

For the grading chosen below, all polynomials of interest will have $N(\varepsilon)=4$, so that in the spectral sequence that we use we will have $\mathscr{F}=N(c)+4$ and $\mathscr{G}=N(c) . D$ can be written in Fock space form as follows:

$$
\begin{equation*}
D=-\frac{1}{2} c_{i} c_{i}^{\dagger}-\varepsilon_{\mu} \varepsilon_{\mu}^{\dagger}+D(f) \tag{49}
\end{equation*}
$$

where $D(f)$ is the contribution due to the fields and has the form:

$$
\begin{align*}
D(f)= & \sum_{k=0}^{\infty} \frac{1}{k!}\left\{(k+1)\left[A_{\mu_{1} \mu_{2} \ldots \mu_{k}} A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}+B_{\mu_{1} \mu_{2} \ldots \mu_{k}} B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right]\right. \\
& +\left(k+\frac{3}{2}\right)\left[\psi_{i \mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right] \\
& \left.+(k+2)\left[F_{\mu_{1} \mu_{2} \ldots \mu_{k}} F_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}+G_{\mu_{1} \mu_{2} \ldots \mu_{k}} G_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right]\right\} . \tag{50}
\end{align*}
$$

The relations above give rise to the following relations for the operators $d_{r}$ of the spectral sequence:

$$
\begin{align*}
& {\left[N_{1}, d_{r}\right]=0,}  \tag{51}\\
& {\left[D, d_{r}\right]=0,}  \tag{52}\\
& {\left[\mathscr{G}, d_{r}\right]=d_{r}} \tag{53}
\end{align*}
$$

and of course there is the relation

$$
\begin{equation*}
\left[N, d_{r}\right]=r d_{r} \tag{54}
\end{equation*}
$$

Hence one can look at the sectors of fixed $N_{1}$ and $D$ when examining the spaces $H$ and $E_{r}$ and the operators $d_{r}$. First we note that Eq. (40) is easily solved. Its solutions have the following form:

$$
\begin{equation*}
E_{1}=P_{1}[A, B, \psi, F, G, \partial, c] T_{\varepsilon}^{4}+P_{1}[c, \varepsilon] \tag{55}
\end{equation*}
$$

where:

$$
\begin{equation*}
T_{\varepsilon}^{4}=\varepsilon_{0} \varepsilon_{1} \varepsilon_{2} \varepsilon_{3} \tag{56}
\end{equation*}
$$

Here $P_{1}$ are polynomials dependent on the variables indicated and no others. The part $P_{1}[c, \varepsilon]$ which is independent of the spacetime dependent fields $A, B, \psi, F$, and $G$ is of no interest at present and its form will be ignored in this paper.

Another way of writing this result is:

$$
\begin{equation*}
E_{1}=\left[\Pi_{N_{1}>0} \Pi_{\varepsilon=0}+\Pi_{N_{1}=0}\right] P[A, B, \psi, F, G, \partial, c, \varepsilon] \tag{57}
\end{equation*}
$$

where the projection operators $\Pi_{\varepsilon=0}$ and $\Pi_{N_{1}=0}$ are projection operators of the general form $\Pi_{X=0}$, which we define to satisfy the relations:

$$
\begin{equation*}
X \Pi_{X=0}=0 \tag{58}
\end{equation*}
$$

as well as the usual relations satisfied by an orthogonal projection operator:

$$
\begin{equation*}
\Pi_{X=0}^{2}=\Pi_{X=0}^{\dagger}=\Pi_{X=0} \tag{59}
\end{equation*}
$$

The projection operator $\Pi_{N_{1}>0}$ is of the general form $\Pi_{X>0}$. All operators $X$ which will appear in these expressions are hermitian and non-negative, so that this projection operator can be defined by:

$$
\begin{equation*}
\Pi_{X=0}+\Pi_{X>0}=1 \tag{60}
\end{equation*}
$$

where 1 is the identity operator in the Fock space.
An explicit form for these operators in terms of the Fock space operators will be given below.

Clearly the $\varepsilon$ dependence of the interesting part of $E_{1}$ is trivial and the problem now reduces to finding the general solution $P_{1}$ of the following equations:

$$
\begin{gather*}
{\left[c_{i} F+\left(\gamma_{5}\right)_{i l} c_{l} G\right]^{\dagger} P_{1}=0}  \tag{61}\\
\Lambda_{i} P_{1}=0  \tag{62}\\
\partial_{\mu}^{\dagger} P_{1}=0 \tag{63}
\end{gather*}
$$

## 9. Projection Operators $\boldsymbol{\Pi}_{1}$ for the Space $\boldsymbol{E}_{\mathbf{1}}$

### 9.1. A Useful Form of the Equations for $E_{1}$

There is a myriad of ways to write these equations and some ways are more useful for some purposes. The form given above is manifestly a sum of positive definite terms. The following form is useful for deducing the projection operators $\Pi_{1}$ that project onto the space $E_{1}$ :

$$
\begin{gather*}
\Lambda_{i} \Pi_{1}=0,  \tag{64}\\
Q \Pi_{1}=0,  \tag{65}\\
\partial_{\mu}^{\dagger} \Pi_{1}=0,  \tag{66}\\
N_{1}\left[4-\varepsilon_{\mu} \varepsilon_{\mu}^{\dagger}\right] \Pi_{1}=0, \tag{67}
\end{gather*}
$$

where we define the operator $Q$ by:

$$
\begin{equation*}
Q=\left\{N_{1} N_{1}^{\prime}-\tilde{N}_{1} \tilde{N}_{1}^{\prime}\right\} \Pi_{1} \tag{68}
\end{equation*}
$$

Equation (65) above is equivalent to Eqs. (29)-(33) and can be obtained from them using rearrangement and Fierz transformations. The operators in 68 are defined below.

We already know the solution for (67). It turns out that we can construct the total operator $\Pi_{1}$ as a product and sum of simpler projection operators. The first task will be to find an operator to solve the $\Lambda$ equation, and this will be done in the next section.

### 9.2. Examination of the $\Lambda_{i}$ Operators

By writing out these operators in components, using the representation of the $\gamma$ matrices given in Appendix B, we find:

$$
\begin{align*}
\Lambda_{1}= & \sum_{k=0}^{\infty} \frac{1}{k!}\left[-\psi_{4 \mu_{1} \mu_{2} \ldots \mu_{k}} A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}+\psi_{2 \mu_{1} \mu_{2} \ldots \mu_{k}} B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right. \\
& \left.+F_{\mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{1 \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}+G_{\mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{3 \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right],  \tag{69}\\
\Lambda_{2}= & \sum_{k=0}^{\infty} \frac{1}{k!}\left[-\psi_{3 \mu_{1} \mu_{2} \ldots \mu_{k}} A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}-\psi_{1 \mu_{1} \mu_{2} \ldots \mu_{k}} B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right. \\
& \left.+F_{\mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{2 \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}-G_{\mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{4 \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right],  \tag{70}\\
\Lambda_{3}= & \sum_{k=0}^{\infty} \frac{1}{k!}\left[\psi_{2 \mu_{1} \mu_{2} \ldots \mu_{k}} A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}+\psi_{4 \psi_{1} \mu_{2} \ldots \mu_{k}} B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right. \\
& \left.+F_{\mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{3 \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}-G_{\mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{1 \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right],  \tag{71}\\
\Lambda_{4}= & \sum_{k=0}^{\infty} \frac{1}{k!}\left[\psi_{1 \mu_{1} \mu_{2} \ldots \mu_{k}} A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}-\psi_{3 \mu_{1} \mu_{2} \ldots \mu_{k}} B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right. \\
& \left.+F_{\mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{4 \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}+G_{\mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{2 \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right], \tag{72}
\end{align*}
$$

where the first index $i$ on $\psi_{i \mu_{1} \mu_{2} \ldots \mu_{k}}$ is the spinor index in the column spinor:

$$
\psi_{i}=\left(\begin{array}{l}
\psi_{1}  \tag{73}\\
\psi_{2} \\
\psi_{3} \\
\psi_{4}
\end{array}\right)
$$

These operators and their adjoints obey the following algebra:

$$
\begin{gather*}
\left\{\Lambda_{i}, \Lambda_{j}\right\}=0  \tag{74}\\
\left\{\Lambda_{i}^{\dagger}, \Lambda_{j}\right\}=\delta_{i j} N_{1}+\left(\gamma_{5}\right)_{i j} \tilde{N}_{1} \tag{75}
\end{gather*}
$$

where $N_{1}$ was defined in Eq. (28) and $\tilde{N}_{1}$ is defined as follows:

$$
\begin{align*}
\tilde{N}_{1}= & \sum_{k=0}^{\infty} \frac{1}{k!}\left[A_{\mu_{1} \mu_{2} \ldots \mu_{k}} B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}-B_{\mu_{1} \mu_{2} \ldots \mu_{k}} A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right. \\
& +\psi_{3 \mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{1_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}-\psi_{1 \mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{3 \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger} \\
& +\psi_{2 \mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}-\psi_{4 \mu_{1} \mu_{2} \ldots \mu_{k}} \psi_{2 \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger} \\
& \left.+G_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger} F_{\mu_{1} \mu_{2} \ldots \mu_{k}}-F_{\mu_{1} \mu_{2} \ldots \mu_{k}} G_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right] \\
= & \sum_{k=0}^{\infty} \frac{1}{k!}\left[A_{\mu_{1} \mu_{2} \ldots \mu_{k}} B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}-B_{\mu_{1} \mu_{2} \ldots \mu_{k}} A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right. \\
& +\psi_{i \mu_{1} \mu_{2} \ldots \mu_{k}}\left(\gamma_{5}\right)_{i j} \psi_{j \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger} \\
& \left.+G_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger} F_{\mu_{1} \mu_{2} \ldots \mu_{k}}-F_{\mu_{1} \mu_{2} \ldots \mu_{k}} G_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right], \tag{76}
\end{align*}
$$

and we note that:

$$
\begin{gather*}
\tilde{N}_{1}=-\tilde{N}_{1}^{\dagger}  \tag{77}\\
N_{1}=N_{1}^{\dagger} \tag{78}
\end{gather*}
$$

and we also note that:

$$
\begin{align*}
& {\left[\Lambda_{i}, \tilde{N}_{1}\right]=0}  \tag{79}\\
& {\left[\Lambda_{i}, N_{1}\right]=0}  \tag{80}\\
& {\left[N_{1}, \tilde{N}_{1}\right]=0 .} \tag{81}
\end{align*}
$$

### 9.3. The Projection Operator $\Pi_{\Lambda=0}$

With the help of the foregoing, we can construct the orthogonal projection operator onto the subspace satisfying the equation:

$$
\begin{equation*}
\Lambda_{i}^{\dagger} \Lambda_{i} \Pi_{A=0}=\Lambda_{i} \Pi_{\Lambda=0}=0 \tag{82}
\end{equation*}
$$

It is

$$
\begin{equation*}
\Pi_{\Lambda=0}=\Pi_{T=0} \Pi_{\Lambda=0,(T=0)}+\Pi_{T>0} \Pi_{\Lambda=0,(T>0)} \tag{83}
\end{equation*}
$$

where the non-negative hermitian operator $T$ is defined by:

$$
\begin{equation*}
T=N_{1}^{2}+\tilde{N}_{1}^{2} \tag{84}
\end{equation*}
$$

An illuminating way to see that $T$ is non-negative is to write the operators in the form:

$$
\begin{gather*}
N_{1}=f_{i}^{a} f_{i}^{a \dagger}  \tag{85}\\
\tilde{N}_{1}=\varepsilon_{i j} f_{i}^{a} f_{j}^{a \dagger} \tag{86}
\end{gather*}
$$

Here $i, j=1,2$ (not to be confused with a spinor index) is an index that distinguishes the fields in each "pair"

$$
\begin{equation*}
\left(A, B ; G, F ; \psi_{3}, \psi_{1} ; \psi_{2}, \psi_{4}\right) \tag{87}
\end{equation*}
$$

from each other and the index $a, b$ distinguishes the different pairs of fields from each other and also summarizes all the other indices $\left(\mu_{1} \ldots \mu_{k}\right)$. It is then an easy exercise to show that $T$ is non-negative using the simple identities:

$$
\begin{equation*}
\varepsilon_{i j} \varepsilon_{k l}=\delta_{i k} \delta_{j l}-\delta_{i l} \delta_{j k} \tag{88}
\end{equation*}
$$

The projection operator $\Pi_{\Lambda=0,(T>0)}$ has the form:

$$
\begin{align*}
\Pi_{\Lambda=0,(T>0)}= & \frac{1}{T^{2}} \Lambda_{1} \Lambda_{2} \Lambda_{3} \Lambda_{4} \Lambda_{4}^{\dagger} \Lambda_{3}^{\dagger} \Lambda_{2}^{\dagger} \Lambda_{1}^{\dagger} \\
= & 1-\frac{N_{1}}{T}\left[\Lambda_{i}^{\dagger} \Lambda_{i}\right]-\frac{\tilde{N}_{1}}{T}\left[\Lambda_{i}^{\dagger}\left(\gamma_{5}\right)_{i j} \Lambda_{j}\right] \\
& +\frac{1}{T}\left[\Lambda_{i}^{\dagger} \Lambda_{j}^{\dagger} \Lambda_{j} \Lambda_{i}\right]+\ldots \\
& +\frac{1}{T^{2}} \Lambda_{1}^{\dagger} \Lambda_{2}^{\dagger} \Lambda_{3}^{\dagger} \Lambda_{4}^{\dagger} \Lambda_{4} \Lambda_{3} \Lambda_{2} \Lambda_{1} \tag{89}
\end{align*}
$$

where the generalized inverse operator $\frac{1}{T}=\frac{1}{N_{1}^{2}+\tilde{N}_{1}^{2}}$ is defined to satisfy

$$
\begin{equation*}
\left[N_{1}^{2}+\tilde{N}_{1}^{2}\right] \frac{1}{N_{1}^{2}+\tilde{N}_{1}^{2}}=\Pi_{T>0}=1-\Pi_{T=0} . \tag{90}
\end{equation*}
$$

We shall not need the explicit form of this operator in the following, and will just leave it in the form given.

The other projection operator is:

$$
\begin{align*}
\Pi_{\Lambda=0,(T=0)} & =\frac{1}{2 N_{1}}\left[\Lambda_{1} \Lambda_{1}^{\dagger}+\Lambda_{3} \Lambda_{3}^{\dagger}\right] \frac{1}{2 N_{1}}\left[\Lambda_{2} \Lambda_{2}^{\dagger}+\Lambda_{4} \Lambda_{4}^{\dagger}\right] \\
& =\left\{1-\frac{1}{2 N_{1}}\left[\Lambda_{1}^{\dagger} \Lambda_{1}+\Lambda_{3}^{\dagger} \Lambda_{3}\right]\right\}\left\{1-\frac{1}{2 N_{1}}\left[\Lambda_{2}^{\dagger} \Lambda_{2}+\Lambda_{4}^{\dagger} \Lambda_{4}\right]\right\}  \tag{91}\\
& =\left\{1-\frac{1}{2 N_{1}}\left[\Lambda_{i}^{\dagger} \Lambda_{i}\right]+\ldots\right\} . \tag{92}
\end{align*}
$$

The demonstration that this latter operator satisfies the necessary equations uses the fact that:

$$
L_{1,3}=\Lambda_{1} \Lambda_{3}\left[\Lambda_{1} \Lambda_{3}\right]^{\dagger}
$$

satisfies the identity

$$
L_{1,3}^{2}=\left[N_{1}^{2}+\widetilde{N}_{1}^{2}\right] L_{1,3}=0
$$

when $T=0$ and since $L_{1,3}$ is the square of a hermitian operator of the form $\mathrm{OO}^{\dagger}$, it entails that $O$ itself is zero:

$$
\Lambda_{1} \Lambda_{3}=0
$$

when $T=0$. Similarly one finds the identities (valid when $T=0$ ):

$$
\begin{equation*}
N_{1}\left[\Lambda_{1} \Lambda_{1}^{\dagger}+\Lambda_{3} \Lambda_{3}^{\dagger}\right]=\tilde{N}_{1}\left[\Lambda_{3} \Lambda_{1}^{\dagger}-\Lambda_{1} \Lambda_{3}^{\dagger}\right] \tag{93}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{1}\left[\Lambda_{1}^{\dagger} \Lambda_{1}+\Lambda_{3}^{\dagger} \Lambda_{3}\right]=\tilde{N}_{1}\left[\Lambda_{1}^{\dagger} \Lambda_{3}-\Lambda_{3}^{\dagger} \Lambda_{1}\right] \tag{94}
\end{equation*}
$$

A similar argument works for $L_{2,4}$ etc. and we note from 75 that $L_{1,3}$ and $L_{2,4}$ commute.

### 9.4. The Projection Operator $\Pi_{T=0}$

We will not need this explicitly, but we indicate briefly how to construct it. What one does is write $N_{1}$ and $\tilde{N}_{1}$ in the form:

$$
\begin{equation*}
N_{1}=f_{i} f_{i}^{\dagger} \tag{95}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{N}_{1}=f_{i} \varepsilon_{i j} f_{j}^{\dagger} \tag{96}
\end{equation*}
$$

and then one sees that:

$$
\begin{equation*}
T=N_{1}^{2}+\tilde{N}_{1}^{2}=N_{0,2}+N_{2,0} \tag{97}
\end{equation*}
$$

where we define:

$$
\begin{gather*}
N_{k, p}=\left(f_{i_{1}} \ldots f_{i_{k}}\right)\left(f_{j_{1}} \ldots f_{j_{p}}\right)  \tag{98}\\
{\left[\varepsilon_{j_{1} l_{1}} \ldots \varepsilon_{j_{p} l_{p}}\right]\left(f_{l_{1}} \ldots f_{l_{p}}\right)^{\dagger}\left(f_{i_{1}} \ldots f_{i_{k}}\right)^{\dagger} .}
\end{gather*}
$$

Then the projection operator has the form:

$$
\begin{equation*}
\Pi_{T=0}=\sum_{k, p=0}^{\infty} a_{k, p} N_{k, p} \tag{99}
\end{equation*}
$$

where the coefficients can be calculated by the requirement:

$$
\begin{equation*}
T \Pi_{T=0}=0 \tag{100}
\end{equation*}
$$

plus the requirement that the operator be the maximal projection operator that satisfies these equations. There is no doubt a more elegant way to write this, if the need arises.

### 9.5. The Projection Operator $\Pi_{Q=0}$

In order to construct the projection operator for the subspace $Q=0$, we proceed as follows: The operator that occurs in Sect. 7 can be written in the useful form:

$$
\begin{equation*}
Q=c_{i} c_{j}^{\dagger}\left\{\Lambda_{i}, \Lambda_{j}^{\dagger}\right\}=N_{1} N_{1}^{\prime}-\tilde{N}_{1} \tilde{N}_{1}^{\prime}, \tag{101}
\end{equation*}
$$

and we also define the operator

$$
\begin{equation*}
Q_{5}=c_{k}\left(\gamma_{5}\right)_{k i} c_{j}^{\dagger}\left\{\Lambda_{i}, \Lambda_{j}^{\dagger}\right\}=N_{1} \tilde{N}_{1}^{\prime}+\tilde{N}_{1} N_{1}^{\prime} \tag{102}
\end{equation*}
$$

where we define:

$$
\begin{gather*}
N_{1}^{\prime}=c_{i} c_{i}^{\dagger}  \tag{103}\\
\tilde{N}_{1}^{\prime}=c_{i}\left(\gamma_{5}\right)_{i j} c_{j}^{\dagger} \tag{104}
\end{gather*}
$$

If we assume that we are already in the subspace generated by $\Pi_{\Lambda_{i}=0}$, then it is easy to see that we require the equations:

$$
\begin{gather*}
c_{i}^{\dagger} \Lambda_{i}^{\dagger} E_{1}=0  \tag{105}\\
\Lambda_{j} E_{1}=0 \tag{106}
\end{gather*}
$$

and that these imply the equations:

$$
\begin{equation*}
Q E_{1}=Q_{5} E_{1}=0 \tag{107}
\end{equation*}
$$

which in turn imply the relations:

$$
\begin{align*}
& T N_{1}^{\prime} E_{1}=0  \tag{108}\\
& T^{\prime} N_{1} E_{1}=0 \tag{109}
\end{align*}
$$

and this means that we can write:

$$
\begin{align*}
& \Pi_{Q=0,(A=0)}=\left\{\Pi_{N_{1}=0}+\Pi_{N_{1}>0}\left[\Pi_{N_{1}^{\prime}=0} \Pi_{A=0}\right.\right. \\
&\left.\left.+\Pi_{N_{1}^{\prime}>0} \Pi_{T=0} \Pi_{T^{\prime}=0} \Pi_{A=0,(T=0)}\right] \frac{1}{2}\left[1+\frac{\tilde{N}_{1} \tilde{N}_{1}^{\prime}}{N_{1} N_{1}^{\prime}}\right]\right\} \tag{110}
\end{align*}
$$

and this is the relevant projection operator.
Let us now introduce the abbreviations:

$$
\begin{align*}
& \mathscr{J}=\frac{\tilde{N}_{1}}{N_{1}}  \tag{111}\\
& \mathscr{J}^{\prime}=\frac{\tilde{N}_{1}^{\prime}}{N_{1}^{\prime}} \tag{112}
\end{align*}
$$

which are meant to summarize the fact that these operators act like the square root of $(-1)$ in our Fock space once it has been projected onto $E_{1} . \mathscr{J}$ and $\mathscr{J}^{\prime}$ will frequently appear in this role below. We also note that

$$
\begin{equation*}
\mathscr{J} \Pi_{1}=-\mathscr{J}^{\prime} \Pi_{1} \tag{113}
\end{equation*}
$$

### 9.6. The Projection Operator $\Pi_{T^{\prime}=0}$

It can be verified using the Fierz transformations that the following identity holds:

$$
\begin{equation*}
T^{\prime}=\left(N_{1}^{\prime}\right)^{2}+\left(\tilde{N}_{1}^{\prime}\right)^{2}=\frac{1}{2} v_{\mu} v_{\mu}^{\dagger} \tag{114}
\end{equation*}
$$

where we use the notation:

$$
\begin{equation*}
v_{\mu}=\bar{c} \gamma_{\mu} c \tag{115}
\end{equation*}
$$

Now we observe the identity:

$$
\begin{equation*}
v_{\mu}^{\dagger} v_{\nu}=8 \delta_{\mu \nu}\left[1+N_{1}^{\prime}\right]+4 \bar{c} \bar{\gamma}^{\mu} \gamma_{0} \gamma^{v} c^{\dagger}+v_{\nu} v_{\mu}^{\dagger}, \tag{116}
\end{equation*}
$$

and using this we see that the projection operator can be written:

$$
\begin{equation*}
\Pi_{T^{\prime}=0}=\sum_{k=0}^{\infty} a_{2 k} M_{2 k}, \tag{117}
\end{equation*}
$$

where

$$
\begin{gather*}
M_{0}=1 \\
M_{2 k}=\left[v_{\mu_{1}} v_{\mu_{2}} \ldots v_{\mu_{k}}\right]\left[v_{\mu_{1}} v_{\mu_{2}} \ldots v_{\mu_{k}}\right]^{\dagger} \quad(k \geqq 1), \tag{118}
\end{gather*}
$$

and

$$
\begin{gather*}
a_{0}=1 \\
a_{2 k}=\frac{(-1)^{k}}{8^{k} k!\left[N_{1}^{\prime}-k\right]\left[N_{1}^{\prime}-k+1\right] \ldots\left[N_{1}^{\prime}-1\right]} \tag{119}
\end{gather*}
$$

### 9.7. The Projection Operator $\Pi_{N_{1}=0}$

The construction of this operator was given in [2] but will be repeated here for completeness:

$$
\begin{equation*}
\Pi_{N_{1}=0}=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!} N_{k} \tag{120}
\end{equation*}
$$

where for any relevant set of fields $\phi_{i}$ and their adjoints $\phi_{i}^{\dagger}$,

$$
\begin{gather*}
N_{1}=\phi_{i} \phi_{i}^{\dagger}  \tag{121}\\
N_{k}=\left[\phi_{i_{1}} \phi_{i_{2}} \ldots \phi_{i_{k}}\right]\left[\phi_{i_{1}} \phi_{i_{2}} \ldots \phi_{i_{k}}\right]^{\dagger} \tag{122}
\end{gather*}
$$

It is easy to see that:

$$
\begin{equation*}
N_{1} N_{k}=k N_{k}+N_{k+1} \tag{123}
\end{equation*}
$$

and this enables one to show that

$$
\begin{equation*}
N_{1} \Pi_{N_{1}=0}=0 \tag{124}
\end{equation*}
$$

which is the desired property for the operator.

### 9.8. The Projection Operator $\Pi_{N_{1}}=q$

This is easily constructed from the above:

$$
\begin{equation*}
\Pi_{N_{1}=q}=\left[\phi_{i_{1}} \phi_{i_{2}} \ldots \phi_{i_{q}}\right] \Pi_{N_{1}=0}\left[\phi_{i_{1}} \phi_{i_{2}} \ldots \phi_{i_{q}}\right]^{\dagger} \tag{125}
\end{equation*}
$$

and it satisfies

$$
\begin{equation*}
N_{1} \Pi_{N_{1}=q}=q \Pi_{N_{1}=q} . \tag{126}
\end{equation*}
$$

Let us also note that

$$
\begin{equation*}
\phi_{i} \Pi_{N_{1}=q}=\Pi_{N_{1}=(q+1)} \phi_{i} \tag{127}
\end{equation*}
$$

and

$$
\begin{equation*}
\Pi_{N_{1}>q}=\sum_{k=q+1}^{\infty} \Pi_{N_{1}=k} \tag{128}
\end{equation*}
$$

### 9.9. The Operator $1 / N_{1}$

Frequently we need the operator

$$
\begin{equation*}
\frac{1}{N_{1}}=\sum_{k=1}^{\infty} a_{k} N_{k} \tag{129}
\end{equation*}
$$

which satisfies the relation:

$$
\begin{equation*}
\frac{1}{N_{1}} N_{1}=1-\Pi_{N_{1}=0}=\Pi_{N_{1}>0} \tag{130}
\end{equation*}
$$

This set of equations define the coefficients $a_{k}$. The first few values are:

$$
\begin{gather*}
a_{1}=1  \tag{131}\\
a_{2}=-\frac{3}{4}  \tag{132}\\
a_{3}=\frac{11}{36}  \tag{133}\\
a_{4}=-\frac{25}{288} \tag{134}
\end{gather*}
$$

We do not need the general form, or indeed any of the coefficients for present purposes. They are given here just for an example of how things work. In practice we leave this operator in the form $\frac{1}{N_{1}}$ which is easiest to work with. It should be noted that if one does not think carefully, it is easy to start generating this series (usually mixed in with other things) without realizing what it is, and that can lead to considerable obfuscation of simple results.
9.10. The Projection Operator for the Subspace where $\partial_{\mu} \partial_{\mu}^{\dagger}=0$

One of the equations for the subspace $\Pi_{1}$ is:

$$
\begin{equation*}
\partial_{\mu}^{\dagger} \Pi_{1}=0 \tag{135}
\end{equation*}
$$

and the projection operator that satisfies this equation is:

$$
\begin{equation*}
\Pi_{\partial^{\dagger}=0}=1-\frac{1}{N_{1}} \partial_{\mu} \partial_{\mu}^{\dagger}+\frac{1}{N_{1}^{2}} \partial_{\mu} \partial_{\nu} \partial_{v}^{\dagger} \partial_{\mu}^{\dagger}+\ldots \tag{136}
\end{equation*}
$$

which in full is:

$$
\begin{equation*}
\Pi_{\partial^{\dagger}=0}=\sum_{k=0}^{\infty}\left\{\frac{-1}{N_{1}}\right\}^{k} \partial_{\mu_{1}} \partial_{\mu_{2}} \ldots \partial_{\mu_{k}} \partial_{\mu_{k}}^{\dagger} \ldots \partial_{\mu_{2}}^{\dagger} \partial_{\mu_{1}}^{\dagger} \tag{137}
\end{equation*}
$$

where the term with $k=0$ is defined to be 1 . This is easily seen to satisfy the Eq. (135) using the identity:

$$
\begin{equation*}
\left[\partial_{\mu}^{\dagger}, \partial_{\nu}\right]=\delta_{\mu \nu} N_{1} \tag{138}
\end{equation*}
$$

which was used in [2] and also to establish 26.

### 9.11. The Projection Operator $\Pi_{\varepsilon}$

The orthogonal projection operator that projects onto the space of polynomials proportional to $T_{\varepsilon}^{4}$ is:

$$
\begin{equation*}
\Pi_{\varepsilon}=T_{\varepsilon}^{4}\left[T_{\varepsilon}^{4}\right]^{\dagger} \tag{139}
\end{equation*}
$$

9.12. The Total Projection Operator $\Pi_{1}=\Pi_{2}$

We have now constructed all the operators necessary to project out all the solutions of the space $E_{1}$. This total operator is:

$$
\begin{align*}
\Pi_{1}= & \Pi_{N_{1}=0}+\Pi_{N_{1}>0} \Pi_{\varepsilon=0} \Pi_{\partial^{\dagger}=0} \\
& \times\left\{\Pi_{N_{1}^{\prime}=0}\left[\Pi_{T=0} \Pi_{\Lambda=0,(T=0)}+\Pi_{T>0} \Pi_{\Lambda=0,(T>0)}\right]\right. \\
& \left.+\Pi_{N_{1}^{\prime}>0} \Pi_{T=0} \Pi_{T^{\prime}=0} \Pi_{\Lambda=0,(T=0)} \Pi_{Q=0,\left(\Lambda=T=T^{\prime}=0\right)}\right\} \tag{140}
\end{align*}
$$

and the equation:

$$
\begin{equation*}
\Pi_{1}=\Pi_{2} \tag{141}
\end{equation*}
$$

holds because the operator $d_{1}$ must be zero as a consequence of the fact that $\delta_{1}$ is not present in the decomposition of $\delta$ in Eq. (23), so that

$$
\begin{equation*}
d_{1}=\Pi_{1} \delta_{1} \Pi_{1}=0 \tag{142}
\end{equation*}
$$

Now we are ready to proceed to the calculation of $d_{2}, \Delta_{2}$ and the spaces $E_{3}$.

Part III. The Space $E_{3}=E_{\infty}$

## 10. The Operator $\boldsymbol{d}_{2}$

The operator $\delta_{2}$ was written out in Eq. (25) above and the operator $d_{2}$ is defined by:

$$
\begin{equation*}
d_{2}=\Pi_{2} \delta_{2} \Pi_{2} \tag{143}
\end{equation*}
$$

From the previous section we know the form of $\Pi_{2}$. It is useful to note the following identity at this point:

$$
\begin{equation*}
\left[\delta_{2}, \widetilde{N}_{1}\right]=0 \tag{144}
\end{equation*}
$$

and indeed the more general equation:

$$
\begin{equation*}
\left[\delta, \widetilde{N}_{1}\right]=0 \tag{145}
\end{equation*}
$$

also holds for the complete operator defined in 12.
The following identities are simple to establish by calculation:

$$
\begin{gather*}
\left\{\nabla_{i}, \Lambda_{j}^{\dagger}\right\}=0  \tag{146}\\
{\left[\partial_{\mu}^{\dagger}, \nabla_{i}\right]=\left(\gamma_{0} \gamma^{\mu}\right)_{i j} \Lambda_{j}^{\dagger},}  \tag{147}\\
{\left[\partial_{\mu}, \Lambda_{i}\right]=0,}  \tag{148}\\
{\left[\partial_{\mu}, \Lambda_{i}^{\dagger}\right]=0,}  \tag{149}\\
{\left[\partial_{\mu}, \nabla_{i}\right]=0,}  \tag{150}\\
{\left[\Lambda_{i}, \nabla_{j}\right]=\left(\gamma_{0} \gamma^{\mu}\right)_{i j} \partial_{\mu}+\left(\gamma_{0} \gamma^{\mu} \gamma_{5}\right)_{i j} \partial_{\mu},} \tag{151}
\end{gather*}
$$

where we define the new operator $\tilde{\partial}_{\mu}$ by:

$$
\begin{align*}
\widetilde{\partial}_{\mu}= & \sum_{k=0}^{\infty} \frac{1}{k!}\left\{A_{\mu_{1} \mu_{2} \ldots \mu_{k} \mu} B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}-B_{\mu_{1} \mu_{2} \ldots \mu_{k} \mu} A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right. \\
& +G_{\mu_{1} \mu_{2} \ldots \mu_{k} \mu} F_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}-F_{\mu_{1} \mu_{2} \ldots \mu_{k \mu}} G_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger} \\
& \left.+\psi_{i \mu_{1} \mu_{2} \ldots \mu_{k \mu} \mu}\left(\gamma_{5}\right)_{i j} \psi_{j \mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}\right\} . \tag{152}
\end{align*}
$$

The following equations are also easy to establish by calculation:

$$
\begin{gather*}
{\left[\Lambda_{i}, \widetilde{\partial}_{\mu}\right]=0,}  \tag{153}\\
{\left[\Lambda_{i}^{\dagger}, \widetilde{\partial}_{\mu}\right]=0,}  \tag{154}\\
{\left[\widetilde{\partial}_{\mu}^{\dagger}, \nabla_{i}\right]=\left(\gamma_{0} \gamma^{\mu} \gamma_{5}\right)_{i j} \Lambda_{j}^{\dagger},}  \tag{155}\\
{\left[\widetilde{\partial}_{\mu}, \nabla_{i}\right]=0,}  \tag{156}\\
{\left[\tilde{\partial}_{\mu}^{\dagger}, \widetilde{\partial}_{\nu}\right]=\delta_{\mu \nu} \widetilde{N}_{1},}  \tag{157}\\
{\left[\tilde{\partial}_{\mu}^{\dagger}, \widetilde{\partial}_{\nu}\right]=\delta_{\mu \nu} N_{1},} \tag{158}
\end{gather*}
$$

and together with the form of $\Pi_{\Lambda=0}$ given above and the following equations:

$$
\begin{align*}
\Pi_{2} \Lambda_{i}^{\dagger} & =0  \tag{159}\\
\Pi_{2} \partial_{\mu} & =0 \tag{160}
\end{align*}
$$

which are the adjoint of equations found above (since $\Pi_{1}=\Pi_{2}$ ), we see that

$$
\begin{aligned}
d_{2}= & \Pi_{2}\left[c_{i} \nabla_{i}-\bar{c} \gamma_{\mu} c \varepsilon_{\mu}^{\dagger}\right] \Pi_{2}=\Pi_{N_{1}=0}\left(-\bar{c} \gamma_{\mu} c \varepsilon_{\mu}^{\dagger}\right) \\
& +\Pi_{N_{1}>0} \Pi_{\varepsilon=0} \Pi_{\partial^{\dagger}=0} \Pi_{N_{1}^{\prime}>0} \Pi_{T=0} \Pi_{T^{\prime}=0} \Pi_{\Lambda=0,(T=0)} \Pi_{Q=0,\left(\Lambda=T=T^{\prime}=0\right.} c_{i} \nabla_{i}
\end{aligned}
$$

which can also be written:

$$
\begin{align*}
d_{2}= & \Pi_{N_{1}=0}\left(-\bar{c} \gamma_{\mu} c \varepsilon_{\mu}^{\dagger}\right) \\
& +\Pi_{\Lambda=0,(T=0)} \nabla_{i} \Pi_{Q=0,\left(\Lambda=T=T^{\prime}=0\right)} \Pi_{T^{\prime}=0} c_{i} \Pi_{N_{1}>0} \Pi_{\varepsilon=0} \Pi_{\partial^{\dagger}=0} \Pi_{T=0} \tag{163}
\end{align*}
$$

In writing the above, the following identities are useful:

$$
\begin{gather*}
\Pi_{2} c_{i} \Pi_{2}=\Pi_{2} c_{i}=\Pi_{Q=0,\left(\Lambda=T=T^{\prime}=0\right)} \Pi_{T^{\prime}=0} c_{i} \Pi_{2} \\
=\frac{1}{2}\left[c_{i}-\frac{\tilde{N}_{1}}{N_{1}}\left(\gamma_{5}\right)_{i j} c_{j}\right] \Pi_{2},  \tag{164}\\
\Pi_{2} \nabla_{i} \Pi_{2}=\Pi_{2} \nabla_{i}=\Pi_{\Lambda=0} \nabla_{i} \Pi_{2}=\left\{\nabla_{i}-\frac{1}{2 N_{1}}\left[\left(\gamma_{0} \gamma^{\mu}\right)_{i j} \partial_{\mu}-\left(\gamma_{0} \gamma^{\mu} \gamma_{5}\right)_{i j} \widetilde{\partial}_{\mu}\right] \Lambda_{j}^{\dagger}\right\} \Pi_{2} \tag{165}
\end{gather*}
$$

as are their adjoints:

$$
\begin{gather*}
\Pi_{2} c_{i}^{\dagger} \Pi_{2}=c_{i}^{\dagger} \Pi_{2}=\Pi_{2} \frac{1}{2}\left[c_{i}^{\dagger}+\frac{\tilde{N}_{1}}{N_{1}}\left(\gamma_{5}\right)_{i j} c_{j}^{\dagger}\right]  \tag{166}\\
\Pi_{2} \nabla_{i}^{\dagger} \Pi_{2}=\nabla_{i}^{\dagger} \Pi_{2}=\Pi_{2} \nabla_{i}^{\dagger} \Pi_{\Lambda=0}  \tag{167}\\
=\Pi_{2}\left\{\nabla_{i}^{\dagger}-\frac{1}{2 N_{1}}\left[\left(\gamma_{0} \gamma^{\mu}\right)_{i j} \partial_{\mu}^{\dagger}-\left(\gamma_{0} \gamma^{\mu} \gamma_{5}\right)_{i j} \widetilde{\partial}_{\mu}^{\dagger}\right] \Lambda_{j}\right\} . \tag{168}
\end{gather*}
$$

In the foregoing, we have used the identity:

$$
\begin{equation*}
\Pi_{\Lambda=0} \Pi_{\partial \partial^{\dagger}=0} \nabla_{i} \Pi_{2}=\Pi_{\Lambda=0} \nabla_{i} \Pi_{2} \tag{169}
\end{equation*}
$$

which is a consequence of (147). From now on we will forget about the sector where $N_{1}=0$ since it is of no interest at present.

## 11. First Expression for $\boldsymbol{\Delta}_{2}$

Given the foregoing the computation of $\Delta_{2}$ yields:

$$
\begin{equation*}
\Delta_{2}=\Pi_{2}\left[\left\{\nabla_{i}, \nabla_{j}^{\dagger}\right\} c_{i} c_{j}^{\dagger}+\nabla_{j}^{\dagger} \Pi_{A=0} \nabla_{i} P_{j i}^{+}-8 N_{1}^{\prime}\right] \Pi_{2} \tag{170}
\end{equation*}
$$

where we define the "chiral projectors":

$$
\begin{equation*}
P_{i j}^{+}=\frac{1}{2}\left[\delta_{i j}+\mathscr{J}\left(\gamma_{5}\right)_{i j}\right] \tag{171}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{i j}^{-}=\frac{1}{2}\left[\delta_{i j}-\mathscr{J}\left(\gamma_{5}\right)_{i j}\right] \tag{172}
\end{equation*}
$$

To derive this we need also to note that as a consequence of Eqs. (29)-(33):

$$
\begin{equation*}
\widetilde{\partial}_{\mu}^{\dagger} c_{i}^{\dagger} \Pi_{2}=-\partial_{\mu}^{\dagger}\left(\gamma_{5}\right)_{i j} c_{j}^{\dagger} \Pi_{2}=0 \tag{173}
\end{equation*}
$$

## 12. Evaluation of the Anticommutator

It is straightforward to evaluate the expression:

$$
\begin{align*}
& c_{i} c_{j}^{\dagger}\left\{\nabla_{i}, \nabla_{j}^{\dagger}\right\}=\sum_{k=0}^{\infty} \frac{1}{k!}\left\{\left[\left(\gamma^{\mu}\right)_{p i} c_{i} A_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}+\left(\gamma^{\mu} \gamma_{5}\right)_{p i} c_{i} B_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right]\right. \\
& \times\left[\left(\gamma^{v}\right)_{p j} c_{j} A_{v \mu_{1} \mu_{2} \ldots \mu_{k}}+\left(\gamma^{v} \gamma_{5}\right)_{p j} c_{j} B_{v \mu_{1} \mu_{2} \ldots \mu_{k}}\right]^{\dagger} \\
& +\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} c\right]\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} c\right]^{\dagger} \\
& -\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{5} c\right]\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{5} c\right]^{\dagger} \\
& +\frac{1}{2}\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{\sigma} c\right]\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{\sigma} c\right]^{\dagger} \\
& +\frac{1}{2}\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{\sigma} \gamma_{5} c\right]\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{\sigma} \gamma_{5} c\right]^{\dagger} \\
& +k \frac{3}{4}\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} \gamma^{\mu} c\right]\left[\bar{\psi}_{v \mu_{2} \ldots \mu_{k}} \gamma^{v} c\right]^{\dagger} \\
& +\frac{3}{4}\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} \gamma^{\mu} \gamma_{5} c\right]\left[\bar{\psi}_{v \mu_{2} \ldots \mu_{k}} \gamma^{v} \gamma_{5} c\right]^{\dagger} \\
& +\frac{1}{4}\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} c+\bar{\psi}_{\sigma \mu_{2} \ldots \mu_{k}} \gamma_{\mu}{ }^{\sigma} c\right]\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} c+\bar{\psi}_{\sigma \mu_{2} \ldots \mu_{k}} \gamma_{\mu}{ }^{\sigma} c\right]^{\dagger} \\
& -\frac{1}{4}\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} \gamma_{5} c+\bar{\psi}_{\sigma \mu_{2} \ldots \mu_{k}} \gamma_{\mu}{ }^{\sigma} \gamma_{5} c\right]\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} \gamma_{5} c+\bar{\psi}_{\sigma \mu_{2} \ldots \mu_{k}} \gamma_{\mu}{ }^{\sigma} \gamma_{5} c\right]^{\dagger} \\
& +\frac{1}{8}\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} \gamma_{\nu} c-\bar{\psi}_{v \mu_{2} \ldots \mu_{k}} \gamma_{\mu} c-\varepsilon_{\mu \nu \lambda \sigma} \bar{\psi}_{\mu_{2} \ldots \mu_{k}}^{\sigma} \gamma^{\lambda} \gamma_{5} c\right] \\
& \times\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} \gamma_{\nu} c-\bar{\psi}_{\nu \mu_{2} \ldots \mu_{k}} \gamma_{\mu} c-\varepsilon_{\mu \nu \varrho \kappa} \bar{\psi}_{\mu_{2} \ldots \mu_{k}}^{\varrho} \gamma^{\kappa} \gamma_{5} c\right]^{\dagger} \\
& \left.+4\left[c_{i} F_{\mu_{1} \mu_{2} \ldots \mu_{k}}-\left(\gamma_{5}\right)_{i j} c_{j} G_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right]\left[c_{i} F_{\mu_{1} \mu_{2} \ldots \mu_{k}}-\left(\gamma_{5}\right)_{i l} c_{l} G_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right]^{\dagger}\right) \\
& +k\left[c_{i}\left(\gamma_{0} \gamma^{\mu}\right)_{i p} F_{\mu \mu_{2} \ldots \mu_{k}}+c_{i}\left(\gamma_{0} \gamma^{\mu} \gamma_{5}\right)_{i p} G_{\mu \mu_{2} \ldots \mu_{k}}\right] \\
& \times\left[c_{i}\left(\gamma_{0} \gamma^{\mu}\right)_{i p} F_{\mu \mu_{2} \ldots \mu_{k}}+c_{i}\left(\gamma_{0} \gamma^{\mu} \gamma_{5}\right)_{i p} G_{\mu \mu_{2} \ldots \mu_{k}} \dagger^{\dagger}\right\} . \tag{174}
\end{align*}
$$

Note that some of the above terms occur with negative coefficients. However all of these disappear using the properties of $\Pi_{1}$, when this expression is placed between two operators $\Pi_{1}$, which is the next step.

## 13. Second Expression for $\boldsymbol{\Delta}_{2}$

Using the above and the properties of $\Pi_{2}$ we get

$$
\begin{align*}
\Delta_{2}= & \Pi_{2}\left\{\nabla_{j}^{\dagger} \Pi_{A=0} \nabla_{i} P_{j i}^{+}+\sum_{k=0}^{\infty} \frac{1}{k!}\left[\left[\left(\gamma^{\mu}\right)_{p i} c_{i} A_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}+\left(\gamma^{\mu} \gamma_{5}\right)_{p i} c_{i} B_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right]\right.\right. \\
& \times\left[\left(\gamma^{v}\right)_{p j} c_{j} A_{v \mu_{1} \mu_{2} \ldots \mu_{k}}+\left(\gamma^{v} \gamma_{5}\right)_{p j} c_{j} B_{v \mu_{1} \mu_{2} \ldots \mu_{k}}\right]^{\dagger} \\
& +\frac{1}{2}\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{\sigma} c\right]\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{\sigma} c\right]^{\dagger} \\
& +\frac{1}{2}\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{\sigma} \gamma_{5} c\right]\left[\bar{\psi}_{\mu_{1} \mu_{2} \ldots \mu_{k}} \gamma_{\sigma} \gamma_{5} c\right]^{\dagger} \\
& +k \frac{3}{4}\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} \gamma^{c} c\right]\left[\bar{\psi}_{v \mu_{2} \ldots \mu_{k}} \gamma^{v} c\right]^{\dagger} \\
& +\frac{3}{4}\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} \gamma^{\prime} \gamma_{5} c\right]\left[\bar{\psi}_{v \mu_{2} \ldots \mu_{k}} \gamma^{v} \gamma_{5} c\right]^{\dagger} \\
& +\frac{1}{8}\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} \gamma_{v} c-\bar{\psi}_{v \mu_{2} \ldots \mu_{k}} \gamma_{\mu} c-\varepsilon_{\mu v \lambda \sigma} \bar{\psi}_{\mu_{2} \ldots \mu_{k}}^{\sigma} \gamma^{\lambda} \gamma_{5} c\right] \\
& \times\left[\bar{\psi}_{\mu \mu_{2} \ldots \mu_{k}} \gamma_{v} c-\bar{\psi}_{v \mu_{2} \ldots \mu_{k}} \gamma_{\mu} c-\varepsilon_{\mu v \varrho} \bar{\psi}_{\mu_{2} \ldots \mu_{k}}^{e} \gamma^{\kappa} \gamma_{5} c\right]^{\dagger} \\
& +4\left[c_{i} F_{\mu_{1} \mu_{2} \ldots \mu_{k}}-\left(\gamma_{5}\right)_{i j} c_{j} G_{\left.\mu_{1} \mu_{2} \ldots \mu_{k}\right]\left[c_{i} F_{\mu_{1} \mu_{2} \ldots \mu_{k}}-\left(\gamma_{5}\right)_{i l} c_{l} G_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right]^{\dagger}}\right. \\
& +k\left[c_{i}\left(\gamma_{0} \gamma^{\mu}\right)_{i p} F_{\mu \mu_{2} \ldots \mu_{k}}+c_{i}\left(\gamma_{0} \gamma^{\mu} \gamma_{5}\right)_{i p} G_{\mu \mu_{2} \ldots \mu_{k}}\right] \\
& \left.\times\left[c_{j}\left(\gamma_{0} \gamma^{v}\right)_{j p} F_{v \mu_{2} \ldots \mu_{k}}+c_{i}\left(\gamma_{0} \gamma^{v} \gamma_{5}\right)_{j p} G_{v \mu_{2} \ldots \mu_{k}}{ }^{\dagger}\right]-8 N_{1}^{\prime}\right\} \Pi_{2} . \tag{175}
\end{align*}
$$

Note that this operator is still not in manifestly non-negative form. If the last term preceded by the - sign were not present it would be easy to deduce that no $c$ dependent terms survive in $E_{3}=\operatorname{Ker} \Delta_{2}$. However $c$-dependent terms are in fact present, and in a sense that is why this form fails to be manifestly non-negative.

## 14. Second Form for the Anticommutator

The relevant anticommutator at this stage can also be written in the form:

$$
\begin{equation*}
\left\{\nabla_{i}, \nabla_{j}^{\dagger}\right\}=\delta_{i j} M+\left(\gamma_{5}\right)_{i j} \tilde{M}+\frac{1}{2}\left(\gamma_{\mu \nu}\right)_{i j} L_{\mu \nu}+\frac{1}{2}\left(\gamma_{\mu \nu} \gamma_{5}\right)_{i j} \tilde{L}_{\mu \nu} \tag{176}
\end{equation*}
$$

where the operators are defined as follows:

$$
\begin{align*}
M= & \sum_{k=0}^{\infty} \frac{1}{k!}\left\{k\left[\left(A_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(A_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)^{\dagger}+\left(B_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(B_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)^{\dagger}\right]\right. \\
& +(2+k)\left(\psi_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(\psi_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)^{\dagger} \\
& \left.+(4+k)\left[\left(F_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(F_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)^{\dagger}+\left(G_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(G_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)^{\dagger}\right]\right\} \tag{177}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{M}= & \sum_{k=0}^{\infty} \frac{1}{k!}\left\{k\left[\left(A_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(B_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)^{\dagger}-\left(B_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(A_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)^{\dagger}\right]\right. \\
& +(2+k)\left(\psi_{i \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(\gamma_{5}\right)_{i j}\left(\psi_{j \mu_{1} \mu_{2} \ldots \mu_{k}}\right)^{\dagger} \\
& \left.+(4+k)\left[\left(G_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(F_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)^{\dagger}-\left(F_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(G_{\mu_{1} \mu_{2} \ldots \mu_{k}}\right)^{\dagger}\right]\right\} \tag{178}
\end{align*}
$$

and:

$$
\begin{align*}
L_{\mu v}= & \sum_{k=0}^{\infty} \frac{1}{k!}\left\{\left(A_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{v}\right)^{\dagger}-\left(A_{v \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\mu}\right)^{\dagger}\right. \\
& +\left(B_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{v}\right)^{\dagger}-\left(B_{v \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\mu}\right)^{\dagger} \\
& +\left(\psi_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(\psi_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{v}-\left(\psi_{v \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(\psi_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\mu}\right)^{\dagger}\right. \\
& +\left(F_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(F_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{v}-\left(F_{v \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(F_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\mu}\right)^{\dagger}\right. \\
& +\left(G_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(G_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{v}-\left(G_{v \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(G_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\mu}\right)^{\dagger}\right\} \tag{179}
\end{align*}
$$

and:

$$
\begin{align*}
\tilde{L}_{\mu \nu}= & \sum_{k=0}^{\infty} \frac{1}{k!}\left(A_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{v}\right)^{\dagger}-\left(A_{v \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(B_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\mu}\right)^{\dagger} \\
& +\left(B_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{v}\right)^{\dagger}-\left(B_{v \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\mu}\right)^{\dagger} \\
& +\left(\psi_{i \mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(\gamma_{5}\right)_{i j}\left(\psi_{j \mu_{1} \mu_{2} \ldots \mu_{k}}^{v}\right)^{\dagger} \\
& -\left(\psi_{i v \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(\gamma_{5}\right)_{i j}\left(\psi_{j \mu_{1} \mu_{2} \ldots \mu_{k}}^{\mu}\right)^{\dagger} \\
& +\left(F_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(G_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{v}\right)^{\dagger}-\left(F_{v \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(G_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\mu}\right)^{\dagger} \\
& \left.+\left(G_{\mu \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(F_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{v}\right)^{\dagger}-\left(G_{v \mu_{1} \mu_{2} \ldots \mu_{k}}\right)\left(F_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{u}\right)^{\dagger}\right\} . \tag{180}
\end{align*}
$$

We record the following commutation relations for future use:

$$
\begin{equation*}
\left[L_{\alpha \beta}, L_{\gamma \delta}\right]=\left\{\eta_{\alpha \delta} L_{\beta \gamma}+\eta_{\beta \gamma} L_{\alpha \delta}-\eta_{\alpha \gamma} L_{\beta \delta}-\eta_{\beta \delta} L_{\alpha \gamma}\right\} \tag{181}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\tilde{L}_{\alpha \beta}, L_{\gamma \delta}\right]=\left\{\eta_{\alpha \delta} \tilde{L}_{\beta \gamma}+\eta_{\beta \gamma} \tilde{L}_{\alpha \delta}-\eta_{\alpha \gamma} \tilde{L}_{\beta \delta}-\eta_{\beta \delta} \tilde{L}_{\alpha \gamma}\right\} \tag{182}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\widetilde{L}_{\alpha \beta}, \widetilde{L}_{\gamma \delta}\right]=\left\{\eta_{\alpha \delta} L_{\beta \gamma}+\eta_{\beta \gamma} L_{\alpha \delta}-\eta_{\alpha \gamma} L_{\beta \delta}-\eta_{\beta \delta} L_{\alpha \gamma}\right\} \tag{183}
\end{equation*}
$$

Equation 181 is familiar. These equations contain two noncommuting copies of the commutation relations for the Lorentz group.

## 15. A Simple Form for $\boldsymbol{\Delta}_{2}$

By using the above and utilizing the equations in Sect. 7 we can rewrite $\Delta_{2}$ in the form:

$$
\begin{equation*}
\Delta_{2}=\Pi_{2}\left\{\nabla_{j}^{\dagger} \Pi_{\Lambda=0} \nabla_{i} P_{j i}^{+}+2(M-4) N_{1}^{\prime}+2 L_{\mu v} L^{\prime \nu \nu}\right\} \Pi_{2}, \tag{184}
\end{equation*}
$$

where we define:

$$
\begin{equation*}
L^{\prime \mu \nu}=\frac{1}{2} c_{i}\left(\gamma_{\mu \nu}\right)_{i j} c_{j}^{\dagger}=\frac{1}{2}\left(\gamma^{v \mu}\right)_{j i} c_{i} c_{j}^{\dagger} \tag{185}
\end{equation*}
$$

This operator has been normalized so that it also satisfies the relations:

$$
\begin{equation*}
\left[L_{\alpha \beta}^{\prime}, L_{\gamma \delta}^{\prime}\right]=\left\{\eta_{\alpha \delta} L_{\beta \gamma}^{\prime}+\eta_{\beta \gamma} L_{\alpha \delta}^{\prime}-\eta_{\alpha \gamma} L_{\beta \delta}^{\prime}-\eta_{\beta \delta} L_{\alpha \gamma}^{\prime}\right\} \tag{186}
\end{equation*}
$$

The operator $M$ can be written in several useful ways:

$$
\begin{equation*}
M=D(f)+\frac{7}{2} N_{1}-\frac{3}{2} \hat{N}_{1}=4 N(F)+4 N(G)+2 N(\psi)+N(\partial), \tag{187}
\end{equation*}
$$

where $N(\partial)$ is the operator which counts the number of derivatives. The commutation relations of $M$ can be deduced from those of these operators.

## 16. The Operators $\boldsymbol{d}_{r}$ are Zero for $r \geqq 3$

It is easy to prove that the operators $d_{r}$ are zero for $r \geqq 3$ using the fact that all these operators contain the terms:

$$
\begin{equation*}
d_{r}=\Pi_{r} \delta_{2} \delta_{0}^{\dagger} \frac{1}{\Delta_{0}} \ldots \Pi_{r} \tag{188}
\end{equation*}
$$

Now in the present case, this has the explicit form:

$$
\begin{gather*}
d_{r}=\Pi_{r}\left[c_{i} \nabla_{i}-\bar{c} \gamma_{\mu} c \varepsilon_{\mu}^{\dagger}\right] \\
{\left[\Lambda_{j}^{\dagger} c_{j}^{\dagger}+\varepsilon^{\mu \dagger} \partial_{\mu}^{\dagger}\right] \frac{1}{\Delta_{0}} \ldots \Pi_{r}=0,} \tag{189}
\end{gather*}
$$

where we use the (anti)commutation relations and the properties of the $\Pi_{r}$ operators established above:

$$
\begin{array}{r}
\Pi_{r} \Lambda_{i}^{\dagger}=0 \\
\Pi_{r} \varepsilon_{\mu}^{\dagger}=0 \\
\left\{\nabla_{i}, \Lambda_{j}^{\dagger}\right\}=0 \tag{190}
\end{array}
$$

It follows that we will be finished when we have analyzed $E_{3}$, which we now proceed to do.

## 17. A Set of Equations for the Space $E_{3}=E_{\infty}$

Let us look for solutions $E_{3} \subset E_{2}$ for which:

$$
\begin{equation*}
\Pi_{A=0} \nabla_{i} P_{j i}^{+} E_{3}=0 \tag{191}
\end{equation*}
$$

By commuting this equation with the equation:

$$
\begin{equation*}
c_{j}^{\dagger} \nabla_{j}^{\dagger} E_{3}=0 \tag{192}
\end{equation*}
$$

which is a consequence of the relations (166) and (167), we obtain:

$$
\begin{equation*}
\left\{2(M-4) c_{i}^{\dagger}+L_{\mu v}\left(\gamma_{\mu v}\right)_{i j} c_{j}^{\dagger}\right\} E_{3}=0 \tag{193}
\end{equation*}
$$

Now let us multiply this equation from the left by $c_{i}$ and by $c_{j}\left(\gamma_{5}\right)_{j i}$. This produces:

$$
\begin{equation*}
\left\{2(M-4) N_{1}^{\prime}+2 L_{\mu \nu} L^{\prime \mu \nu}\right\} E_{3}=0 \tag{194}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{2(M-4) \tilde{N}_{1}^{\prime}-\varepsilon^{\alpha \beta \gamma \delta} L_{\alpha \beta} L_{\gamma \delta}^{\prime}\right\} E_{3}=0 \tag{195}
\end{equation*}
$$

The first of these already appears in 184. The second is used in deducing the equations below. Now let us multiply Eq. (193) from the left by $c_{i}\left(\gamma_{\alpha \beta}\right)_{i j}$ and then reduce the product of $\gamma$ matrices using (173). We get:

$$
\begin{equation*}
\left\{4(M-4) L^{\prime \alpha \beta}-2 L^{\alpha \beta} N_{1}^{\prime}-\varepsilon^{\alpha \beta \gamma \delta} L_{\gamma \delta} \tilde{N}_{1}^{\prime}+4 L_{\mu}^{\alpha} L^{\prime \mu \beta}-4 L_{\mu}^{\beta} L^{\prime \mu \alpha}\right\} E_{3}=0 . \tag{196}
\end{equation*}
$$

Now we can contract this equation from the left successively with $L_{\alpha \beta}$ and $L_{\beta \alpha}^{\prime}$ and using (194) and (195) we get two equations as follows:

$$
\begin{gathered}
\left\{2 L_{\mu \nu} L^{\nu \mu}-\mathscr{J} \varepsilon^{\alpha \beta \gamma \delta} L_{\alpha \beta} L_{\gamma \delta}-4(M-4)(M-2)\right\} E_{\infty}=0, \\
\left\{L_{\mu \nu}^{\prime} L^{\prime \nu \mu}-N_{1}^{\prime}\left(N_{1}^{\prime}+2\right)\right\} E_{\infty}=0 .
\end{gathered}
$$

These two and Eq. (194) can now be written in the form:

$$
\begin{gather*}
\left\{4(M-4)(M-2)-\hat{L}^{v \mu} \hat{L}_{\mu v}\right\} N_{1}^{\prime} E_{3}=0  \tag{197}\\
{[M-4]\left\{\hat{L}^{\prime \beta \alpha} \hat{L}_{\alpha \beta}^{\prime}-N_{1}^{\prime}\left(N_{1}^{\prime}+2\right)\right\} E_{3}=0}  \tag{198}\\
\left\{(M-4) N_{1}^{\prime}+\hat{L}_{\mu v} \hat{L}^{\prime \mu v}\right\} E_{\infty}=0
\end{gather*}
$$

where the commutation relations of the $L$ operators and various properties like the following identity have been used:

$$
\begin{align*}
\varepsilon^{\alpha \beta \gamma \delta} L_{\alpha \beta} L_{\gamma \delta} \widetilde{N}_{1}^{\prime} \Pi_{2} & =\varepsilon^{\alpha \beta \gamma \delta} L_{\alpha \beta} \tilde{L}_{\gamma \delta} N_{1} \Pi_{2} \\
& =\mathscr{J} \varepsilon^{\alpha \beta \gamma \delta} L_{\alpha \beta} L_{\gamma \delta} N_{1} \Pi_{2} . \tag{199}
\end{align*}
$$

Here we define

$$
\begin{equation*}
\hat{L}_{\alpha \beta}=L_{\alpha \beta}-\frac{1}{2} \varepsilon_{\alpha \beta \gamma \delta} \tilde{L}^{\gamma \delta}=L_{\alpha \beta}-\frac{1}{2} \mathscr{F} \varepsilon_{\alpha \beta \gamma \delta} L^{\nu \delta} \tag{200}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{L}_{\alpha \beta}^{\prime}=L_{\alpha \beta}^{\prime}-\frac{1}{2} \varepsilon_{\alpha \beta \gamma \delta} \tilde{L}^{\prime \gamma \delta} \tag{201}
\end{equation*}
$$

Note that there are really only three operators (in each case) that are independent here:

$$
\begin{equation*}
\hat{L}_{0 i}=-\frac{1}{2} \mathscr{g} \varepsilon_{i j k} \hat{L}_{j k} \tag{202}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{L}_{0 i}^{\prime}=-\frac{1}{2} \mathscr{F} \varepsilon_{i j k} \hat{L}_{j k}^{\prime} \tag{203}
\end{equation*}
$$

In accord with standard notation we denote them by:

$$
\begin{align*}
& J_{i}=\frac{1}{2} \mathscr{J} \hat{L}_{0 i},  \tag{204}\\
& J_{i}^{\prime}=\frac{1}{2} \mathscr{\mathscr { L }} \hat{L}_{0 i}^{\prime} . \tag{205}
\end{align*}
$$

Here of course $i, j, k$ take values in the set $1,2,3$. Now the commutation relation takes the form:

$$
\begin{align*}
& {\left[J_{i}, J_{j}\right]=\mathscr{I} \varepsilon_{i j k} J_{k},}  \tag{206}\\
& {\left[J_{i}^{\prime}, J_{j}^{\prime}\right]=\mathscr{J} \varepsilon_{i j k} J_{k}^{\prime},} \tag{207}
\end{align*}
$$

and we also note that:

$$
\begin{align*}
J_{i}^{\dagger} & =J_{i},  \tag{208}\\
J_{i}^{\prime \dagger} & =J_{i}^{\prime} . \tag{209}
\end{align*}
$$

Let us now define a "total angular momentum operator" by:

$$
\begin{equation*}
\hat{J}_{i}=J_{i}+J_{i}^{\prime} \tag{210}
\end{equation*}
$$

and observe that:

$$
\begin{equation*}
J_{i} J_{i}^{\prime}=\frac{1}{2}\left\{\widehat{J}_{i}^{2}-J_{i}^{2}-J_{i}^{\prime 2}\right\} . \tag{211}
\end{equation*}
$$

Our equations now take the form:

$$
\begin{equation*}
N_{1}^{\prime}\left\{\left(\frac{M-4}{2}\right)\left(\frac{M-2}{2}\right)-J_{i} J_{i}\right\} E_{3}=0 \tag{212}
\end{equation*}
$$

and

$$
\begin{equation*}
(M-4)\left\{\frac{N_{1}^{\prime}}{2} \frac{\left(N_{1}^{\prime}+2\right)}{2}-J_{i}^{\prime} J_{i}^{\prime}\right\} E_{3}=0 \tag{213}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\frac{\left[M-4+N_{1}^{\prime}\right]}{2} \frac{\left[M-2+N_{1}^{\prime}\right]}{2}-\hat{J}_{i} \hat{J}_{i}\right\} E_{3}=0 \tag{214}
\end{equation*}
$$

Note that the $J_{i}$ and the $J_{i}^{\prime}$ form hermitian representations of the rotation group in three dimensions. This group is not the usual rotation group although it is related to it. The eigenvalues and eigenvectors of $J_{i} J_{i}$ are of course well known. Evidently we are generating here something related to the $\left(0, \frac{J}{2}\right)$ representations of the Lorentz group. However, once again, things are not quite so simple since there is no term in $L_{\mu \nu}$ that "rotates" the spinor according to the Lorentz group.

## 18. Summary of the Equations for $\boldsymbol{E}_{\infty}$

Now we can collect together all the equations for $E_{\infty}$ in one place. First we have the equations that determine the subspace $E_{1}$ :

$$
\begin{gather*}
\Lambda_{i} E_{\infty}=0  \tag{215}\\
\partial_{\mu}^{\dagger} E_{\infty}=0  \tag{216}\\
N_{1} \varepsilon_{\mu}^{\dagger} \varepsilon_{\mu} E_{\infty}=0  \tag{217}\\
Q E_{\infty}=\left\{N_{1} N_{1}^{\prime}-\widetilde{N}_{1} \tilde{N}_{1}^{\prime}\right\} E_{\infty}=0 . \tag{218}
\end{gather*}
$$

For the polynomials that have $N_{1}^{\prime} \geqq 1$ we also have the equation:

$$
\begin{equation*}
T E_{\infty}=0 \tag{219}
\end{equation*}
$$

For the polynomials that have $N_{1}^{\prime} \geqq 2$ we also have the equation:

$$
\begin{equation*}
T^{\prime} E_{\infty}=0 \tag{220}
\end{equation*}
$$

Next we list the equations that come from the conditions on $E_{3}$ :

$$
\begin{equation*}
P_{i j}^{+} \Pi_{\Lambda=0} \nabla_{j} E_{\infty}=0 \tag{221}
\end{equation*}
$$

For the polynomials that have $N_{1}^{\prime} \geqq 1$ we also have the equations:

$$
\begin{align*}
W E_{\infty} & =0  \tag{222}\\
W^{\prime} E_{\infty} & =0  \tag{223}\\
\hat{W} E_{\infty} & =0, \tag{224}
\end{align*}
$$

where we introduce the abbreviations:

$$
\begin{gather*}
W=2 L_{\mu v} L^{\nu \mu}-\mathscr{J} \varepsilon^{\alpha \beta \gamma \delta} L_{\alpha \beta} L_{\gamma \delta}-4(M-4)(M-2)  \tag{225}\\
W^{\prime}=\left[L_{\mu \nu}^{\prime} L^{\nu \mu}-N_{1}^{\prime}\left(N_{1}^{\prime}+2\right)\right](M-4)  \tag{226}\\
\tilde{W}=(M-4) N_{1}^{\prime}+L_{\mu \nu} L^{\prime \mu \nu} \tag{227}
\end{gather*}
$$

## 19. Solutions of the Equations for $\boldsymbol{E}_{3}$

### 19.1. Superfields and the $\mathscr{G}=0$ Sector of $E_{\infty}$

At this point we will consider the construction of some solutions to this set of equations. The easiest place to start is with matters that are already well knownthe construction of the ghost degree zero polynomials in $H$. The best general known way of doing this is to use superspace methods. This is well explained in many references [7]. Here we only review the changes needed in our own context. There are three kinds of superfields:

1. Complex chiral superfields $S$, which are composed of complex component fields and complex chiral spinors and satisfy the relation:

$$
\begin{equation*}
\overline{\mathscr{D}}_{k} S=0, \tag{228}
\end{equation*}
$$

where $\overline{\mathscr{D}}_{\dot{\alpha}}$ is the antichiral superspace covariant derivative in the two component notation.
2. Complex antichiral superfields $\bar{S}$, which are composed of complex component fields and complex chiral spinors and satisfy the relation:

$$
\begin{equation*}
\mathscr{D}_{\alpha} \bar{S}=0, \tag{229}
\end{equation*}
$$

where $\mathscr{D}_{\alpha}$ is the chiral superspace covariant derivative in the two component notation. If $S$ is a chiral superfield then its complex conjugate $\bar{S}$ is an antichiral superfield.
3. Real general superfields $V$, which are composed of real bosonic fields and chiral spinors in pairs to make Majorana spinors. They satisfy the relation:

$$
\begin{equation*}
V=\bar{V} \tag{230}
\end{equation*}
$$

In the present paper we have started with the complex chiral superfield $S$ of the form:

$$
\begin{equation*}
S=\exp (-i \theta \not \partial \bar{\theta})\left[(A+i B)+2\left(\theta_{\alpha} \psi^{\alpha}\right)-\varepsilon_{\alpha \beta} \theta^{\alpha} \theta^{\beta}(F+i G)\right] \tag{231}
\end{equation*}
$$

and we are permitted to make other superfields from it according to the following rules:

1. The product of two superfields is a superfield, and multiplication of superfields is associative, so that the product of any number of superfields is a superfield.
2. The chiral derivative $\mathscr{D}_{\alpha}$ of a superfield is a superfield.
3. The antichiral derivative $\overline{\mathscr{D}}_{\dot{\alpha}}$ of a superfield is a superfield.
4. The spacetime derivative of a superfield is a superfield.

The following criteria determine the nature of the superfield so formed:

1. The product of three or more chiral derivatives is zero, because of their anticommutativity.
2. The product of three or more antichiral derivatives is zero, because of their anticommutativity.
3. Superfields formed by taking a product or a chiral derivative or some combination of both are not in general either chiral or antichiral or real. To form one of the three irreducible kinds of superfields one can do the following (sometimes the result is zero):
(a) A chiral field can be formed from this object by acting with the operator $\overline{\mathscr{D}}$.
(b) An antichiral field can be formed from this object by acting with the operator $\mathscr{D} \mathscr{D}$.
(c) A real superfield can be formed by taking the real or imaginary part of this object.
4. Superfields may have uncontracted Lorentz or spinor indices. This does not affect their status as superfields. Such indices may arise in the present case from uncontracted chiral or antichiral or spacetime derivatives.

Once one has constructed superfields, one can then construct superspace invariants from them by doing superspace integrals of them. Chiral superfields must be integrated over chiral superspace and real superfields must be integrated over all of superspace. The chiral integration of a chiral superfield is a complex quantity of course. It is just the " $F+i G$ " part of the superfield. Normally one picks out the real part of this complex quantity and ignores the other one. An alternative is to take the imaginary part $G$. This will also be a superspace invariant. It will have the opposite parity to the $F$ part. This is important for our purposes. Real superfields must be integrated over all of superspace - both chiral and antichiral parts. This picks out the $D$ part of the real superfield. No " $G$ " type invariant exists in this case.

Now let us make contact with the formalism of this paper. The invariants in $H$ with $\mathscr{G}=0$ give rise to polynomials in $E_{\infty}$ with $\mathscr{G}=0$ and $\mathscr{F}=N(\varepsilon)=4$ as follows: Denote the $F, G$ or $D$ term of any superfield by $F^{\prime}, G^{\prime}$ or $D^{\prime}$ respectively. Write these (illustrated for $F^{\prime}$ only) in the form:

$$
\begin{equation*}
F^{\prime}=\sum_{k=q_{1}}^{k=q_{2}} F_{q}^{\prime} \tag{232}
\end{equation*}
$$

where the summands are eigenstates of the grading operator $N$ :

$$
\begin{equation*}
N F_{q}^{\prime}=q F_{q}^{\prime} . \tag{233}
\end{equation*}
$$

Then $F_{q_{1}}^{\prime} T_{\varepsilon}^{4}$ will always be in $E_{\infty}$. For simple cases it turns out that the terms of the form $F^{\prime}$ and $G^{\prime}$ give rise to polynomials in $E_{\infty}$ with $T=0$ and the terms of the form $D^{\prime}$ give rise to polynomials in $E_{\infty}$ with $T>0$. I conjecture that this is a general rule. Since the $F^{\prime}, G^{\prime}$, and $D^{\prime}$ can have uncontracted Lorentz or spinor indices, so can the polynomials found in $E_{\infty}$.

### 19.2. Construction of Multiplets

The theory of construction of superspace invariants is simplest in superspace and was discussed above. However to make contact with our previous formalism, it is easiest to revert to the old style of construction of invariants using the "multiplication of multiplets" method. This is equivalent to the superspace method. As is well known, one can multiply two chiral supersymmetry multiplets to get a third. In our notation this takes the form:

$$
\begin{align*}
& A^{\prime \prime}=A A^{\prime}-B B^{\prime}, \\
& B^{\prime \prime}=A B^{\prime}+B A^{\prime}, \\
& \psi^{\prime \prime}=\left(A-B \gamma_{5}\right) \psi^{\prime}+\left(A^{\prime}-B^{\prime} \gamma_{5}\right) \psi, \\
& F^{\prime \prime}=F A^{\prime}+F^{\prime} A+G B^{\prime}+G^{\prime} B-\bar{\psi} \psi^{\prime}, \\
& G^{\prime \prime}=G A^{\prime}+G^{\prime} A-F B^{\prime}-F^{\prime} B+\bar{\psi} \gamma_{5} \psi^{\prime}, \tag{234}
\end{align*}
$$

and it satisfies the equations:

$$
\begin{gather*}
\delta A^{\prime \prime}=\bar{c} \psi^{\prime \prime}+\varepsilon^{\mu} \partial_{\mu} A^{\prime \prime}  \tag{235}\\
\delta B^{\prime \prime}=\bar{c} \gamma_{5} \psi^{\prime \prime}+\varepsilon^{\mu} \partial_{\mu} B^{\prime \prime},  \tag{236}\\
\delta \psi^{\prime \prime}=\not \partial\left[A^{\prime \prime}+B^{\prime \prime} \gamma_{5}\right] c+\left[F^{\prime \prime}+G^{\prime \prime} \gamma_{5}\right] c+\varepsilon^{\mu} \partial_{\mu} \psi^{\prime \prime}  \tag{237}\\
\delta F^{\prime \prime}=\bar{c} \not \subset \psi^{\prime \prime}+\varepsilon^{\mu} \partial_{\mu} F^{\prime \prime}  \tag{238}\\
\delta G^{\prime \prime}=\bar{c} \gamma_{5} \not \partial \psi^{\prime \prime}+\varepsilon^{\mu} \partial_{\mu} G^{\prime \prime} \tag{239}
\end{gather*}
$$

whenever the corresponding equations are satisfied for the superfields $S$ and $S^{\prime}$. This is simply what one obtains by multiplying two chiral superfields and then writing down the components of the resulting chiral superfield.

### 19.3. Some Polynomials with $\mathscr{G} \geqq 1$ : Solutions with no Spacetime Derivatives

Let us collect together and list all the equations that must be satisfied by the polynomials $P$ in $E_{3}=E_{\infty}$ that have $\mathscr{G}=1$ :

$$
\begin{equation*}
\Lambda_{i} P=0, \quad \partial_{\mu}^{\dagger} P=0, \quad T P=0, \quad N_{1} \varepsilon_{\mu}^{\dagger} \varepsilon_{\mu} P=0, \quad\left[1-\mathscr{J} \mathscr{J}^{\prime}\right] P=0 \tag{240}
\end{equation*}
$$

These express the requirement that $P$ is in the $\mathscr{G}=1$ part of the subspace $E_{1}=E_{2}$. The simplest solutions are those which contain no spacetime derivatives. For these the equations of the subspace $E_{2}$ reduce simply to:

$$
\begin{equation*}
\Pi_{A=0} \nabla_{i} P_{j i}^{+} P=0 \tag{241}
\end{equation*}
$$

and

$$
\begin{equation*}
(M-4) P=0 \tag{242}
\end{equation*}
$$

since the absence of derivatives makes the equation:

$$
\begin{equation*}
L_{\mu \nu} P=0 \tag{243}
\end{equation*}
$$

automatic.
The solutions of these equations are easy to find. First one considers all the possible elements of $H$ with $\mathscr{G}=0$. These can be constructed using superfields or multiplet combination as outlined above. We want only those for which the lowest $N$ part of the superfield is free of spacetime derivatives. Since we want $T=0$, we take only the $F^{\prime}$ and $G^{\prime}$ parts of chiral multiplets. Then the equation $M=4 N(F)$ $+4 N(G)+2 N(\psi)+N(\partial)=4$ means that the required lowest $N$ part of the superfield $F^{\prime}, G^{\prime}$ or $D^{\prime}$ components must be a sum of terms linear in $F$ and $G$ and bilinear in $\psi$. So we want terms that are the $F^{\prime}$ and $G^{\prime}$ components of composite chiral multiplets, and are linear in $F$ and $G$ or bilinear in $\psi$.

Then we have to satisfy Eq. (218) above. This is easy to do with the combinations below. The number of $A$ or $B$ fields is unconstrained by the $M-4=0$ equation. The first few solutions in the infinite series that is so generated are:

$$
\begin{gather*}
{\left[F c_{i}-G\left(\gamma_{5}\right)_{i j} c_{j}\right] T_{\varepsilon}^{4}}  \tag{244}\\
\left\{\left[A F+B G-\frac{1}{2} \bar{\psi} \psi\right] c_{i}-\left[A G-B F+\frac{1}{2} \bar{\psi} \gamma_{5} \psi\right]\left(\gamma_{5}\right)_{i j} c_{j}\right\} T_{\varepsilon}^{4},  \tag{245}\\
\left\{\left\{\left(A^{2}-B^{2}\right) F+2 A B G-\bar{\psi}\left(A-B \gamma_{5}\right) \psi\right\} c_{i}\right. \\
\left.-\left\{\left(A^{2}-B^{2}\right) G-2 A B F+\bar{\psi}\left(B+A \gamma_{5}\right) \psi\right\}\left(\gamma_{5}\right)_{i j} c_{j}\right\} T_{\varepsilon}^{4} \tag{246}
\end{gather*}
$$

Now these correspond simply with the following objects in $H$ :

$$
\begin{gather*}
\int d^{4} x\left[F c_{i}-G\left(\gamma_{5}\right)_{i j} c_{j}\right] \in H,  \tag{247}\\
\left.\int d^{4} x\left\{\left[A F+B G-\frac{1}{2} \bar{\psi} \psi\right] c_{i}-\left[A G-B F+\frac{1}{2} \bar{\psi} \gamma_{5} \psi\right]\left(\gamma_{5}\right)_{i j} c_{j}\right]\right\},  \tag{248}\\
\int d^{4} x\left\{\left\{\left(A^{2}-B^{2}\right) F+2 A B G-\bar{\psi}\left(A-B \gamma_{5}\right) \psi\right\} c_{i}\right. \\
\left.-\left\{\left(A^{2}-B^{2}\right) G-2 A B F+\bar{\psi}\left(B+A \gamma_{5}\right) \psi\right\}\left(\gamma_{5}\right)_{i j} c_{j}\right\} . \tag{249}
\end{gather*}
$$

It is easy to see that the first of these objects is indeed in the cohomology space $H$, but this is not so evident for the second or third. This can be verified simply by acting on these polynomials with the operator $\delta^{\dagger}$ as defined from Eq. (12) after it have been projected with the operators $\Pi_{\partial t=0}$ and $\Pi_{c=0}$ corresponding to the spectral sequence generated by the grading operator $N=c_{i} c_{i}^{\dagger}$ as is done in [2] to prove the isomorphism of the cohomology of $\delta$ in the spaces $P$ and $L$. This shows in a straightforward way that these objects are indeed in $H$ and provides some independent confirmation of the long derivation above.

There is clearly an infinite series of such objects all of which are in $E_{3}$ and which correspond simply with objects in $H$. They all have the property that they satisfy the equation:

$$
\begin{equation*}
L_{\mu \nu} P=0 \tag{250}
\end{equation*}
$$

trivially by virtue of the fact that they contain no derivatives. We note that these solutions generalize easily to higher values of the ghost charge. One simply takes combinations like:

$$
\begin{equation*}
F \bar{c} \gamma_{\mu \nu} c-G \bar{c} \gamma_{\mu \nu} \gamma_{5} c \tag{251}
\end{equation*}
$$

and a similar discussion can be given. It is easy to verify that the equation:

$$
\begin{equation*}
T^{\prime} \bar{c} \gamma_{\mu \nu} c \tag{252}
\end{equation*}
$$

is satisfied. There appear to be solutions of this kind for all values of the ghost charge up to $\infty$.

## Part IV. Conclusion

As was stated in the Introduction, the hope that motivates the present paper is that there may exist supersymmetry anomalies that have not yet been uncovered, and that if these exist, they may have some use. The result of the analysis here is quite encouraging. It indicates that the cohomology space for the simplest supersymmetric BRS operator is far more complicated than the cohomology spaces of Yang-Mills theory and gravitation. In particular there are an infinite number of polynomials in the $\mathscr{G}=1$ sector of the cohomology space.

This is a bit of a surprise because it has generally been assumed that making a theory supersymmetric does not materially change the cohomology structure of the theory. It has been expected that the ghost charge one polynomials in supersymmetric theories would be simply the ghost charge one polynomials put into supersymmetric form somehow.

Hence this result casts some doubt on the conjecture that there are no anomalies beyond these supersymmetric versions of the known anomalies.

Since the cohomology space is not empty, the natural reaction to this result would be to calculate the Feynman diagrams that correspond with the objects in
the cohomology space to see if there are anomalies in the theory. The cohomology space of ghost charge one tells one where to look for anomalies. The present result indicates that there are an infinite number of places to look (assuming that one can construct appropriate operators of ghost charge zero) and it describes them.

More accurately, the result would indicate where to look except that there is a supersymmetric regularization for the simple Wess Zumino multiplet [8]. However if this multiplet is coupled to a theory like supersymmetric Yang-Mills theory, then we might expect the objects found here in the cohomology space to be anomalies. In the case of supersymmetric Yang-Mills theory, no-one has ever succeeded in constructing a manifestly supersymmetric and gauge invariant regularization procedure.

In [3] it is shown that the present analysis does in fact generalize to super YangMills quite easily, and the consequences of that are discussed there.

This in turn raises the question of what happens in a theory such as the superstring. Is there a chance that the "compactification" of the superstring or the breaking of supersymmetry invariance is driven by supersymmetry anomalies in some way? Only an evaluation of the BRS cohomology of these theories can provide an answer.

## Part V. Appendices

## A. Summary of Basic Results and Notation

The techniques in this paper were introduced in [2]. This appendix is a reminder of the results and notation established there, and it also summarizes the new notation used in this paper.
$L$ is the linear vector space of integrated polynomials in the Wess Zumino fields $A, B, \psi, F, G$, their derivatives $\partial_{\mu}$ of all orders and the spacetime independent commuting Majorana spinor supersymmetry ghost field $c . P$ is the space of unintegrated polynomials in the Wess Zumino fields $A, B, \psi, F, G$, their derivatives $\partial_{\mu}$ of all orders, the spacetime independent commuting Majorana spinor $c$ and the spacetime independent anticommuting translation ghost field $\varepsilon_{\mu}$. The combination $\varepsilon_{0} \varepsilon_{1} \varepsilon_{2} \varepsilon_{3}$ is denoted $T_{\varepsilon}^{4}$.

The variables that we use are of the form $A_{\mu_{1} \mu_{2} \ldots \mu_{k}}$ which is an abbreviation for $\partial_{\mu_{1}} \partial_{\mu_{2}} \ldots \partial_{\mu_{k}} A$. We promote these to independent variables in Fock space, with commutation relations:

$$
\left[A_{\mu_{1} \mu_{2} \ldots \mu_{k}}^{\dagger}, A_{v_{1} v_{2} \ldots v_{k}}\right]=\left\{\delta_{\mu_{1} v_{1}} \delta_{\mu_{2} v_{2}} \ldots \delta_{\mu_{k} v_{k}}+\delta_{\mu_{1} v_{2}} \delta_{\mu_{2} v_{1}} \ldots \delta_{\mu_{k} v_{k}}+\ldots\right\}
$$

where the sum is performed over all $k$ ! permutations of the variables. Note that the weight is as shown. There are $k$ ! terms here and no factor of $1 / k!$ in front. (Anti)commutation relations for the other variables are all defined the same way.

The nilpotent operator $\delta$ is defined by 11 when acting on $L$ and by 12 when acting on $P$. The cohomology of $\delta$ in $L$ is denoted by $H_{L}$, and the cohomology of $\delta$ in $P$ is denoted by $H_{P}$. These two are isomorphic as is shown in [2].

The advantage of using the positive definite inner product in Fock space is that the following isomorphism holds:

$$
\begin{equation*}
H_{P}=\operatorname{Ker} \Delta, \tag{253}
\end{equation*}
$$

where $\Delta$ is defined to be the non-negative operator:

$$
\begin{equation*}
\Delta=\left[\delta+\delta^{\dagger}\right]^{2} \tag{254}
\end{equation*}
$$

The spectral sequence is generated by a grading operator $N$. It consists of a nested series of spaces $E_{r}$ which are subspaces of $P$. A sequence of nilpotent operators $d_{r}$ acting in the subspaces $E_{r}$ can be constructed. Each space $E_{r+1}$ is the cohomology space of the operator $d_{r}$ acting in the space $E_{r}$. It can be computed using the formula $E_{r+1}=E_{r} \cap \operatorname{Ker} \Delta_{r}$, where $\Delta_{r}=\left(d_{r}+d_{r}^{\dagger}\right)^{2}$. The orthogonal projection operator $\Pi_{r}$ onto the space $E_{r}$ is needed to define the operator $d_{r}$. The spectral sequence is said to converge to $E_{q}$ for some positive integer $q$ when $d_{r}=0$ for $r \geqq q$. Then we denote the resulting space $E_{\infty}=E_{q}$. The important theorem is that this space $E_{\infty}$ is isomorphic to $H_{P}$ which in turn is isomorphic to $H_{L}$.

We defined $\Lambda_{i}$ and $\nabla_{i}$ to be pieces of $\delta$ in Eqs. (14) and (15). The dimension operator $D$ and the ghost $\mathscr{G}$ and form $\mathscr{F}$ degree operators are defined in Sect. 8.

The operator $N_{1}$ is the counting operator. It counts the number of fields in a polynomial. $\tilde{N}_{1}$ is a "twisted" counting operator defined in 76. Other "twisted" operators are frequently defined and used in the paper. The twisted operator is always closely related to the untwisted one with the same symbol. $T$ is defined as an abbreviation of $N_{1}^{2}+\widetilde{N}_{1}^{2}$. The notation $N(A)$ is used for the counting operator for the field $A$ alone. The operator $N_{1}^{\prime}$ is the counting operator for the $c$ field. It counts the number of $c$ fields in a polynomial. $\widetilde{N}_{1}^{\prime}$ is a twisted counting operator defined in 104. $T^{\prime}$ is defined as an abbreviation of $N_{1}^{\prime 2}+\widetilde{N}_{1}^{\prime 2}$.

The operator $Q$ is defined as an abbreviation of $N_{1} N_{1}^{\prime}-\tilde{N}_{1} \tilde{N}_{1}^{\prime}$. The operator $\mathscr{J}$ acts like $i=\sqrt{-1}$. It is defined by $\mathscr{J}=\tilde{N}_{1} / N_{1}$. The operator $\mathscr{J}^{\prime}$ is defined by $\mathscr{J}^{\prime}=\widetilde{N}_{1}^{\prime} / N_{1}^{\prime}$. It acts like $-i=-\sqrt{-1}$. The notation $v_{\mu}$ stands for the important combination $\bar{c} \gamma_{\mu} c$. The frequently used notations $\Pi_{X=0}$ and $\Pi_{X>0}$ are defined in Sect. 8. The operators $M, \tilde{M}, L_{\mu \nu}$, and $\widetilde{L}_{\mu \nu}$ are all defined in Sect. 14. The operator $L_{\mu \nu}^{\prime}$ is defined in Sect. 15. The operators $\hat{L}_{\mu \nu}$ and $\hat{L}_{\mu \nu}^{\prime}$ and the angular momentum operators $J_{i}, J_{i}^{\prime}$, and $\hat{J}_{i}$ are all defined in Sect. 17. The operators $W, W^{\prime}$, and $\tilde{W}$ are defined in Sect. 18.

## B. $\gamma$ Matrix Conventions and Formulae

The $\gamma$ matrices in this paper are in a real (Majorana) representation and the Lorentz metric is defined by the relation:

$$
\begin{equation*}
x_{\mu} x^{\mu}=\eta_{\mu v} x^{\mu} x^{\nu}=-x_{0}^{2}+x_{1}^{2}+x_{2}^{2}+x_{3}^{2} . \tag{255}
\end{equation*}
$$

The $\gamma$ matrices satisfy the following relation:

$$
\begin{equation*}
\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=2 \eta_{\mu \nu} \tag{256}
\end{equation*}
$$

We also use the "Kronecker delta" which is defined by:

$$
\begin{equation*}
x_{\mu} x_{\mu}=\delta_{\mu v} x_{\mu} x_{v}=+x_{0}^{2}+x_{1}^{2}+x_{2}^{2}+x_{3}^{2} . \tag{257}
\end{equation*}
$$

The matrix $\gamma_{5}$ is defined by:

$$
\begin{equation*}
\gamma_{5}=\gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3}, \tag{258}
\end{equation*}
$$

and the following identities hold:

$$
\begin{gather*}
\gamma_{\mu}=\gamma_{\mu}^{*},  \tag{259}\\
\gamma_{0} \gamma_{\mu} \gamma_{0}=\gamma_{\mu}^{T}=\gamma^{\mu},  \tag{260}\\
\gamma_{5}=\gamma_{5}^{*}=-\gamma_{5}^{T}, \tag{261}
\end{gather*}
$$

where * denotes the complex conjugate and $T$ denotes the transpose of a matrix. For convenience we record the following relations which are easily derived:

$$
\begin{gather*}
\gamma_{5}^{2}=-1,  \tag{262}\\
\left(\gamma_{0}\right)^{T}=-\gamma_{0},  \tag{263}\\
\left(\gamma_{0} \gamma_{5}\right)^{T}=-\gamma_{0} \gamma_{5},  \tag{264}\\
\left(\gamma_{0} \gamma_{\mu}\right)^{T}=+\gamma_{0} \gamma_{\mu},  \tag{265}\\
\left(\gamma_{0} \gamma_{\mu} \gamma_{5}\right)^{T}=-\gamma_{0} \gamma_{\mu} \gamma_{5},  \tag{266}\\
\left(\gamma_{0} \gamma_{\mu \nu}\right)^{T}=+\gamma_{0} \gamma_{\mu \nu}, \tag{267}
\end{gather*}
$$

where we define:

$$
\begin{equation*}
\gamma_{\mu \nu}=\frac{1}{2}\left[\gamma_{\mu}, \gamma_{\nu}\right] \tag{268}
\end{equation*}
$$

The Fierz identity for commuting spinors takes the form:

$$
\begin{align*}
\bar{A} D \bar{C} B= & \frac{1}{4}\left[\bar{A} B \bar{C} D-\bar{A} \gamma_{5} B \bar{C} \gamma_{5} D+\bar{A} \gamma_{\mu} B \bar{C} \gamma^{\mu} D\right. \\
& \left.+\bar{A} \gamma_{\mu} \gamma_{5} B \bar{C} \gamma^{\mu} \gamma_{5} D-\frac{1}{2} \bar{A} \gamma_{\mu \nu} B \bar{C} \gamma^{\mu \nu} D\right], \tag{269}
\end{align*}
$$

where we use the usual notation:

$$
\begin{equation*}
\bar{A} B \bar{C} D=A_{i}^{*} B_{j}\left(\gamma_{0}\right)_{i j} C_{p}^{*} D_{q}\left(\gamma_{0}\right)_{p q}, \tag{270}
\end{equation*}
$$

and of course in this representation for Majorana spinors we have:

$$
\begin{equation*}
A=A^{*} \tag{271}
\end{equation*}
$$

The following identities are easily proved:

$$
\begin{gather*}
\gamma_{\mu \nu} \gamma_{5}=\frac{1}{2} \varepsilon_{\mu \nu \lambda \sigma} \gamma^{2 \sigma}  \tag{272}\\
\gamma_{\alpha \beta} \gamma_{\gamma \delta}=\eta_{\alpha \delta} \eta_{\beta \gamma}-\eta_{\alpha \gamma} \eta_{\beta \delta}+\varepsilon_{\alpha \beta \gamma \delta} \gamma_{5}+\gamma_{\alpha \delta} \eta_{\beta \gamma}+\gamma_{\beta \gamma} \eta_{\alpha \delta}-\gamma_{\alpha \gamma} \eta_{\beta \delta}-\gamma_{\beta \delta} \eta_{\alpha \gamma}  \tag{273}\\
\gamma_{\alpha} \gamma_{\beta \gamma}=\eta_{\alpha \beta} \gamma_{\gamma}-\eta_{\alpha \gamma} \gamma_{\beta}-\varepsilon_{\alpha \beta \gamma \sigma} \gamma^{\sigma} \gamma_{5}  \tag{274}\\
\gamma_{\mu \nu} \gamma^{\mu \nu}=-12  \tag{275}\\
\gamma_{\mu} \gamma^{\mu}=4  \tag{276}\\
\gamma_{\mu \sigma} \gamma_{\nu}{ }^{\sigma}=-\left[3 \eta_{\mu \nu}+2 \gamma_{\mu \nu}\right] \tag{277}
\end{gather*}
$$

where we choose the convention $\varepsilon_{0123}=-\varepsilon^{0123}=+1$ and $\varepsilon_{\mu \nu \lambda \sigma}$ is the totally antisymmetric tensor in four dimensions. All of the above is independent of the specific choice made for the $\gamma$ matrices so long as they are real. We use the following specific (block matrix) four dimensional representation for the $\gamma$ matrices:

$$
\begin{align*}
& \gamma_{0}=\left(\begin{array}{cc}
0 & -\sigma_{1} \\
\sigma_{1} & 0
\end{array}\right)  \tag{278}\\
& \gamma_{1}=\left(\begin{array}{rr}
-1 & 0 \\
0 & +1
\end{array}\right)  \tag{279}\\
& \gamma_{2}=\left(\begin{array}{cc}
0 & i \sigma_{2} \\
-i \sigma_{2} & 0
\end{array}\right) \tag{280}
\end{align*}
$$

$$
\begin{align*}
& \gamma_{3}=\left(\begin{array}{rr}
0 & -1 \\
-1 & 0
\end{array}\right),  \tag{281}\\
& \gamma_{5}=\left(\begin{array}{cc}
0 & -\sigma_{3} \\
\sigma_{3} & 0
\end{array}\right), \tag{282}
\end{align*}
$$

where the $2 \times 2$ sigma matrices are defined as usual:

$$
\begin{align*}
\sigma_{1} & =\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)  \tag{283}\\
\sigma_{2} & =\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right)  \tag{284}\\
\sigma_{3} & =\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) \tag{285}
\end{align*}
$$

and the two dimensional unit matrix is of course:

$$
1=\left(\begin{array}{ll}
1 & 0  \tag{286}\\
0 & 1
\end{array}\right)
$$

We note the useful identity:

$$
\begin{equation*}
\bar{c} \gamma_{\mu} c \overline{\gamma^{\prime}}=0 \tag{287}
\end{equation*}
$$

which follows from the Fierz identity for commuting spinors $c$.
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