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#### Abstract

The flow in the negative direction of the gradient vector field associated with the functional total squared (geodesic) curvature $\int k^{2} d s$ is the so-called curvestraightening flow. This paper will consider spaces of closed curves in closed Euclidean submanifolds. It will define these spaces of curves as submanifolds of certain Hilbert manifolds representing all curves. The main result will then be to show the existence of a particular set of functionals defined on the entire Hilbert manifold which have the following four properties: 1 . The directional derivatives of these functionals may be computed by solving an initial value problem for a system of ordinary differential equations. 2. By introducing a suitable Hilbert space basis for the Sobolev spaces used, the gradients may be effectively computed (but of course not explicitly computed, except in very special cases). 3. The gradients span the space normal to the tangent space of the space of closed curves. 4. Despite the fact that these gradients in general are not given explicitly it is nevertheless possible to compute the projection onto the tangent space to the space of closed curves. In particular we do this for the gradient of $\int k^{2} d s$. When all details are worked out this gives us an algorithm (which we supply) for finding critical points in the space of closed curves. It is not known if the trajectories actually always converge to critical points. If the functional is modified to include a multiple of the length so the functional becomes $\int k^{2}+\lambda d s$ then the above convergence is known for $\lambda>0$. The motivating application for the curvestraightening flow is the possibility of using it to find (non-trivial) closed (periodic) geodesics. Note that if $\lambda=0$ then a closed geodesic is a global minimum. For any $\lambda$, geodesics are critical but there are also other critical points, the so-called elastic curves. The paper concludes by deriving the second variation formula for $\int k^{2}+\lambda d s$ along closed geodesics. The quadratic functional associated with the second derivative is shown to be positive definite even for non-zero $\lambda$ along some closed geodesics in some particular manifolds of interest.


## 0. Introduction

This paper will consider the problem of finding critical points of functionals restricted to spaces of closed curves in closed Euclidean submanifolds. In particular we are interested in functionals that are independent of parametrizations of the curve. An example of such a "geometric" quantity is the length of a curve $\gamma$ and the corresponding length functional $\int d s$. Our main applications will involve functionals of the form $\int_{\gamma} f(k) d s$, where $f$ is some real valued function and $k$ is the (geodesic) curvature along $\gamma$. One of the primary motivations for considering such functionals is the problem of finding geodesics, in particular closed geodesics. To avoid confusion we point out that we consider a geodesic closed only if it is periodic, i.e. not only should the endpoints be equal but the tangent directions should also be equal at the endpoints. We will also call a constant curve a point, rather than a closed geodesic.

Before we continue we remark that it is by no means obvious how to deal with the complications caused by the fact that we consider functionals independent of the parametrizations of the curves. The independence of parametrization will cause the Euler-Lagrange equations associated with the functional to be dependent (see [1]). There are several different approaches to this difficulty. For a discussion of the length functional see [2, pp. 243-252]. One possibility is to fix a parametrization and restrict the functional to curves with this parametrization. This fixed choice of parametrization is then considered as a pointwise constraint and requires a corresponding Lagrange multiplier. In this paper we will use a different approach than any of the above. The so-called (generalized) indicatrix will be introduced. We will suggest a way of uniquely associating to each regular curve parametrized proportional to arclength its indicatrix. The space of indicatrices is given a Hilbert manifold structure and the functional of interest will be defined on this new manifold. The indicatrices representing curves that satisfy some particular choice of boundary conditions (e.g. periodic) turn out to be submanifolds of the space of all indicatrices.

We will in this paper show how to split the tangent space of all indicatrices into a space tangent to the space representing closed curves and its orthogonal complement. We stress that for such a given Hilbert manifold this splitting depends only on the particular boundary conditions under consideration (and, to be sure, how the Euclidean submanifold and its orthonormal frame bundle are embedded). Given a functional defined on the space of all indicatrices its gradient may now be projected orthogonally onto the tangent space of the space of indicatrices representing closed curves. The steepest descent is now to flow along the trajectories in the negative direction of this projected gradient vector field.

A very important application of the above general method is when $f(k)=k^{2}+\lambda$, here $\lambda \geqq 0$. Note that if $\lambda=0$ then this functional is globally minimized at the closed geodesics ( $k=0$ at all points along a geodesic). The steepest descent flow as described above for this functional is known as the curve-straightening flow. When $\lambda=0$ it is not known if all trajectories will converge to critical points. On the other hand for $\lambda>0$ such convergence has been established (see [3]).

There are several fundamental differences between the methods used in [3] and the approach used here. In [3] variations of the indicatrix are related to variations of the curve via an integro-differential equation (see Proposition 1.2) involving among other things the curvature along the curve. This approach proved
successful as a means of showing the Palais-Smale condition. Our objective here is quite different. We want to develop an effective method that makes it possible to actually follow these trajectories inside this infinite dimensional manifold. Our main result (Theorem 2.4) will be used to show that the problem of computing the relevant gradients has been reduced to a problem of solving an initial value problem of a system of ordinary differential equations together with some linear algebraic equations. This is a definite improvement as compared to [3]. This is accomplished by allowing the geometry of the manifold containing the curves to enter through the second fundamental form rather than through the curvature. This is why the manifold containing the curves as well as its orthonormal frame bundle are embedded in Euclidean space. Another significant difference is our use of a Hilbert basis in the Sobolev space factor of the space of indicatrices to facilitate the computation of various gradients. The gradient computations in [3] and also in [4] are done with the help of the so-called duBois-Reymonds lemma. Note that apart from this, the present paper to a large extent generalizes the methods developed in [4].

To motivate why the total squared curvature functional is used we remark that the Palais-Smale conditions has been established for the energy functional $\int_{\gamma} d s^{2}$ as well (see for instance [2]). There are significant differences however. For starters, the energy functional is not independent of the parametrization of the curve. The spaces of curves on which it is defined include constant curves. As a consequence the steepest descent flow when applied to a curve in a trivial homotopy class will tend to shrink such a curve to a point. In particular on sphere-like surfaces with trivial fundamental group this is a serious drawback.

There have also been attempts to use the length functional and define some kind of "gradient" flow (see [5, 6]). These attempts have produced certain partial differential equations whose solutions yield the so-called curve-shortening flow. These flows have their roots in the Birkhoff curve-shortening process (see [7]) and all these flows suffer the same drawback as mentioned above.

Since the total squared curvature functional gets arbitrarily large on any sequence of closed curves approaching a point it is clear that the curvestraightening will not shrink curves down to points. Since geodesics are critical points of the length functional we see that for any $\lambda \geqq 0$ geodesics are critical points of $\int_{\gamma} k^{2}+\lambda d s$. There are also other critical points, the so-called elastic curves. In the case $\lambda=0$ examples of such critical points are given in [8] where two-dimensional spaces of constant curvature are considered. For $\lambda>0$ there are examples in [3] on the standard round sphere $S^{2}$.

To gain a better understanding of where an initial curve will flow under curvestraightening it is also important to study the stability of the critical points. For the standard round sphere we again refer to [3] and Theorem 3.1 which states that if $0 \leqq \lambda \leqq \frac{8}{7}$ then all non-geodesic critical points are unstable. We will in this paper give additional results concerning the stability of the geodesics. In particular we will derive the second variation formula for normal variations along a geodesic in a two-dimensional manifold. We also consider some special cases related to spherelike surfaces.

The paper is organized as follows:
0 . Introduction

1. Indicatrices
2. Projections onto the tangent space of closed curves
3. The curve-straightening algorithm
4. The second variation along geodesics

## 1. Indicatrices

1.1. $M$ and $O M$. We will restrict our attention to curves in closed Euclidean submanifolds. Let $F: R^{k} \rightarrow R^{l}$ be smooth $\left(C^{\infty}\right)$. Assume that $D F(p)$ is onto for all $p \in F^{-1}(0)$. We will consider functionals defined on curves in $M=F^{-1}(0)$. We let $n=k-l$ and we assume that $n \geqq 2$. A standard argument using the implicit function theorem shows that $M$ is an $n$-dimensional submanifold of $R^{k}$. Note also that

$$
T_{p} M=\operatorname{ker} D F(p)=\left\{v \in R^{k} \mid D F(p) v=0\right\}
$$

will be identified as the tangent space to $M$ at $p$. Let the superscript ${ }^{T}$ indicate transpose so that $D F(p)^{T}: R^{l} \rightarrow R^{k}$. The superscript $\perp$ denotes orthogonal complements. We have

$$
T_{p} M^{\perp}=\operatorname{Im} D F(p)^{T}=\left\{v \in R^{k} \mid v=D F(p)^{T} w, w \in R^{l}\right\}
$$

identified as the normal space to $M$ at $p$.
Next we consider the orthonormal frame bundle $O M$ associated with $M$. Put $(p, v)=\left(p, v_{1}, \ldots, v_{n}\right)$ and let

$$
G: R^{k} \times R^{n k} \rightarrow R^{l} \times R^{n l} \times R^{n} \times R^{m},
$$

where $m=\frac{n(n-1)}{2}$ be given by

$$
\begin{aligned}
G(p, v)= & \left(F(p), D F(p) v_{1}, \ldots, D F(p) v_{n}\right. \\
& \left.v_{1} \cdot v_{1}-1, \ldots, v_{n} \cdot v_{n}-1, v_{1} \cdot v_{2}, \ldots, v_{1} \cdot v_{n}, v_{2} \cdot v_{3}, \ldots, v_{n-1} \cdot v_{n}\right)
\end{aligned}
$$

Now let $O M=G^{-1}(0)$ and check that $D G(p, v)$ is onto so another application of the implicit function theorem shows that $O M$ is an $\frac{n(n+1)}{2}$-dimensional submanifold of $R^{k} \times R^{n k}$. Without getting into details we remark that analogous constructions give embeddings of the tangent bundles $T M$ and $T O M$ as well as the unit tangent bundle $S M$ as closed submanifolds of higher dimensional Euclidean spaces.
1.2. Curves in $M$ and Their Indicatrices. Let $I=[0,1]$ and consider a regular curve $\gamma: I \rightarrow M$ so that $\left|\gamma^{\prime}(t)\right|=L$ for all $t \in I$ (so $L>0$ is the length of $\gamma$ and ' will always mean derivative with respect to $t$ ). Associated with such $\gamma$ is its indicatrix, which comes about in the following way. Choose an orthonormal frame at $\gamma(0)$ and parallel translate this frame along $\gamma$. It is now possible to write $\gamma^{\prime}(t)$ $=L\left(y_{1}(t), \ldots, y_{n}(t)\right)$ with respect to this parallel frame. Note that $y(t)$ $=\left(y_{1}(t), \ldots, y_{n}(t)\right)$ is a map into $S^{n-1}$ the standard ( $n-1$ )-dimensional sphere. In order to get a unique indicatrix associated to $\gamma$ we suggest a particular choice of initial frame. Let $\left\{b_{1}, \ldots, b_{k}\right\}$ denote the standard basis for $R^{k}$. Let $\widetilde{b}_{i}$ denote the projection of $b_{i}$ onto $T_{\gamma(0)} M$. Next we apply the Gram-Schmidt process to $\left\{\gamma^{\prime}(0), \widetilde{b}_{1}, \ldots, \widetilde{b}_{k}\right\}$. This will generate an orthonormal frame $\left\{e_{1}, \ldots, e_{n}\right\}$ in the tangent space of $M$ at $\gamma(0)$. Note that with this choice of initial frame $y(0)=e_{1}$ (i.e. the eastpole as in [4] rather than the northpole as in [3]).

In conjunction with these constructions it is appropriate to make explicit, in terms of $D F(p)$, the projections used.
Proposition 1.1. Given $v \in R^{k}$ if we let $v_{p}=D F(p)^{T}\left(D F(p) D F(p)^{T}\right)^{-1} D F(p) v$ and $v_{t}=v-v_{p}$ then $v \in R^{k}$ is decomposed as $\left(v_{t}, v_{p}\right) \in T_{p} M \oplus T_{p} M^{\perp}$.

Proof. By applying $D F(p)$ to $v_{p}$ we see that $D F(p) v_{p}=D F(p) v$ it follows that $v_{t} \in T_{p} M$. Next we let $u \in T_{p} M$ be arbitrary

$$
\left\langle v_{p}, u\right\rangle=\left\langle\left(D F(p) D F(p)^{T}\right)^{-1} D F(p) v, D F(p) u\right\rangle=0
$$

so $v_{p} \in T_{p} M^{\perp}$.
A word of warning is appropriate here. In writing this paper we made every effort to keep the notation as consistent and standard as possible. However we did decide to blur the distinction between row and column vectors and in particular suppress transposes (except for matrices). Since the notation will get quite cumbersome (in Sect. 3.2 in particular) we hope this decision relieved some of the complicated expressions from at least one level of notational mushrooming. As a basis for $T_{p} M^{\perp}$ we use the row vectors of $D F(p)$. This will of course in general not be an orthonormal basis. Let $D F_{i}(p)$ denote the $i^{\text {th }}$ such row vector. The next two results we include for completeness. The proofs are straightforward.

Proposition 1.2. The covariant differentiation $\frac{D}{d t}$ along $\gamma$ (induced by $R^{k}$ on $M$ ) of tangent vector fields $v$ along $\gamma$ is given by

$$
\frac{D}{d t} v(t)=v^{\prime}(t)-\sum_{i=1}^{l} \alpha_{i}(t) D F_{i}(\gamma(t)),
$$

where $\alpha_{i}(t)$ is given by the solution of the $l \times l$ linear system

$$
\left.\sum_{i=1}^{l} \alpha_{i}(t)<D F_{i}(\gamma(t)), D F_{j}(\gamma(t))\right\rangle=\left\langle v^{\prime}(t), D F_{j}(\gamma(t))\right\rangle
$$

for $j=1, \ldots, l$.
Proposition 1.3. The parallel translation of $v$ along $\gamma$ with respect to the connection induced by $R^{k}$ on $M$ is given by

$$
v^{\prime}(t)=\sum_{i=1}^{l} \alpha_{i}(t) D F_{i}(\gamma(t)),
$$

where $v(0)=v$ and $\alpha_{i}(t)$ is given by the solution of the $l \times l$ linear system

$$
\sum_{i=1}^{l} \alpha_{i}(t)\left\langle D F_{i}(\gamma(t)), D F_{j}(\gamma(t))\right\rangle=-\left\langle v(t), H F_{j}(\gamma(t)) \gamma^{\prime}(t)\right\rangle
$$

for $j=1, \ldots, l$.
Here $H F_{j}(\gamma(t))$ is the Hessian (the symmetric matrix of second partial derivatives) of the $j^{\text {th }}$ component function $F_{j}$ of $F$. To each regular curve parametrized proportional to its length we now associate the triple $\hat{y}=(y, L, \omega)$, where $y$ is the indicatrix, $L$ is the length of the curve, and

$$
\omega=\left(p,\left\{e_{1}, \ldots, e_{n}\right\}\right) \in O M
$$

where $p$ is the initial point of the curve and $\left\{e_{1}, \ldots, e_{n}\right\}$ is the orthonormal basis of $T_{p} M$. It is of course not necessary to use the basis suggested above but it is convenient to have an automatic way of picking such a frame. We strictly speaking should refer to the whole triple $\hat{y}$ as the indicatrix. With the use of Proposition 1.3 it is now clear how to determine the indicatrix. Conversely we have:

Proposition 1.4. Given $\hat{y}=(y, L, \omega)$ we can recover $\gamma$ by solving

$$
\begin{aligned}
\gamma^{\prime}(t) & =L \sum_{j=1}^{n} y_{j}(t) e_{j}(t) \\
e_{h}^{\prime}(t) & =\sum_{i=1}^{l} \alpha_{h i}(t) D F_{i}(\gamma(t))
\end{aligned}
$$

$\gamma(0)=p$ and $e_{h}(0)=e_{h}$ for $h=1 \ldots n$.
We again omit the proof but point out that $\alpha_{h i}(t)$ are solutions of the linear system in Proposition 1.3 with $v$ replaced by $e_{h}$. Note that the solutions $\alpha_{h i}$ will contain terms involving the $e_{h}$ 's. Note also that the $\gamma^{\prime}(t)$ on the right-hand side of the linear system should be replaced by $L \sum_{j=1}^{n} y_{j}(t) e_{j}(t)$.
1.3. The Hilbert Manifold Structure. Now we supply the space of all indicatrices with a Hilbert manifold structure. There is of course a lot of freedom in defining this structure. The choices made are motivated by on the one hand the form of the functional and on the other hand a desire for computational simplicity. As seen in the introduction we will specialize to $\int_{\gamma} k^{2}+\lambda d s$ the modified total squared curvature functional. A variational vector field $Y$ along $y$ will satisfy $Y(0)=0$ since $y(0)=(1,0, \ldots, 0)$ and it will also be tangent to $S^{n-1}$. The curves we consider are sufficiently smooth so that the functional is well defined. Let $H^{1}$ denote the Sobolev space of curves from $I$ into $R^{n}$ whose first derivative is square integrable. Let

$$
\mathbf{S}=\left\{y \in H^{1} \mid y: I \rightarrow S^{n-1}, y(0)=(1,0, \ldots, 0)\right\}
$$

On this level the modified total squared curvature functional is:

$$
J^{\lambda}: \mathbf{S} \times R^{+} \times O M \rightarrow R
$$

given by $J^{\lambda}(\hat{y})=\frac{1}{L}\left(\int_{I}\left\langle y^{\prime}(t), y^{\prime}(t)\right\rangle d t\right)+\lambda L$ because $k^{2}(t)=\frac{1}{L^{2}}\left\langle y^{\prime}(t), y^{\prime}(t)\right\rangle$. The tangent space to $\mathbf{S}$ will be identified with $H^{1}$ maps $Y$ into $R^{n}$ which satisfy $Y(t)$ is tangent to $S^{n-1}$ at $y(t)$ and $Y(0)=0$. The only thing left to supply is the Riemannian structure. For the tangent spaces of $R^{+}$and $O M$ we use the standard inner product induced from Euclidean space. On $\mathbf{S}$ we use a particular Riemannian structure suitable for our purposes. Let the standard connection on $S^{n-1}$ be $\frac{D}{d t}$ then given $Y$
and $\hat{Y}$ in $T S$ we define. and $\hat{Y}$ in $T S$ we define:

$$
\langle Y, \hat{Y}\rangle=\int_{I}\left\langle\frac{D}{d t} Y, \frac{D}{d t} \hat{Y}\right\rangle
$$

We are in other words discarding the normal part of the derivatives. This will simplify the gradient computations that follow.
1.4. Indicatrices Corresponding to Closed Curves. We now turn our attention to curves satisfying some type of boundary conditions. It turns out that the set of indicatrices corresponding to the curves satisfying the particular boundary conditions under consideration is a Hilbert submanifold of $\mathbf{S} \times R^{+} \times O M$. To see that this is indeed the case for closed curves we will look at the following map:

$$
\Phi: \mathbf{S} \times R^{+} \times O M \rightarrow S M \times S M
$$

where $\Phi(\hat{y})=\left(\left(p, e_{1}\right)(\hat{y}),\left(\gamma(1), \frac{1}{L} \gamma^{\prime}(1)\right)(\hat{y})\right)$ and $S M$ is the unit tangent bundle of $M$. If we let

$$
\Delta=\{(x, y) \in S M \times S M \mid x=y\}
$$

be the diagonal then the space of closed curves is given to be $\Omega=\Phi^{-1}(\Delta)$. The appropriate transversality conditions may now be checked, see for instance [3] (and also [10] for general theory), which will show that $\Omega$ is a submanifold of the manifold of all indicatrices.

Remark. The gradient of $J^{\lambda}$ will of course in general not be tangent to $\Omega$. The main result of this paper is to show the existence of a set of functionals whose gradients will span the space normal to the tangent space of $\Omega$. As for the overall objective, to present an algorithm for the curve-straightening flow, a second important contribution is to show how these spanning gradients can be effectively computed. Moreover it is shown that despite the fact that these gradients are not explicitly known the projection onto the tangent space to the space of indicatrices representing closed curves can nevertheless be determined.

## 2. Projections onto the Tangent Space of Closed Curves

2.1. A Basis for $T_{y} \mathbf{S}$. By introducing a parallel frame along $y \in S^{n-1}$ it is possible to express tangent vector fields along $y$ by its components with respect to this frame. Let $\left\{b_{1}, \ldots, b_{n}\right\}$ be the standard basis for $R^{n}$. We move this frame so that its origin is at $y(0)=(1,0, \ldots, 0)$ and then parallel translate this frame along $y$. A vector field $Y$ along $y$ may now be written as

$$
Y=\left(Y_{2}, \ldots, Y_{n}\right) \quad \text { and } \quad\langle Y, Y\rangle=\sum_{r=2}^{n}\left\langle Y_{r}, Y_{r}\right\rangle
$$

[since $Y_{r}(0)=0$ we may use the following Sobolev $H^{1}$ norm:

$$
\left.\left\langle Y_{r}, Y_{r}\right\rangle=\int_{I}\left\langle Y_{r}^{\prime}(t), Y_{r}^{\prime}(t)\right\rangle d t\right] .
$$

In order to proceed we need an orthonormal basis for

$$
H=\left\{Y_{r} \in H^{1} \mid Y_{r}(0)=0\right\} .
$$

Here is one possibility (it is of course not the only possibility but it has some advantages from a numerical standpoint $)$. For $p=1,2, \ldots$ let $P_{p}(t)=\sum_{q=1}^{p} c_{q}(p) t^{q}$ be
given by: given by:

$$
\begin{aligned}
c_{q}(p) & =\frac{1}{q} d_{q-1}(p), \quad q=1, \ldots, p, \\
d_{-1}(p) & =0, \quad d_{0}(0)=1, \quad d_{0}(1)=-1, \quad d_{1}(1)=2, \\
d_{q}(p+1) & =4 d_{q-1}(p)-2 d_{q}(p)-d_{q}(p-1)-\frac{1}{p+1}\left[2 d_{q-1}(p)-d_{q}(p)-d_{q}(p-1)\right], \\
q & =0, \ldots, p-1 .
\end{aligned}
$$

Proposition 2.2. The collection $\left\{P_{p}\right\}_{p=1}^{\infty}$ is a complete orthogonal set in $H$ and $\left\langle P_{p}, P_{p}\right\rangle=\frac{1}{2 p-1}$.
Proof. Let $\left\{\hat{Q}_{p}\right\}_{p=0}^{\infty}$ be the Legendre polynomials on $[-1,1]$ then $\hat{Q}_{0}(t)=1$, $\hat{Q}_{1}(t)=t$, and

$$
\hat{Q}_{p+1}(t)=2 t \hat{Q}_{p}(t)-\hat{Q}_{p-1}(t)-\frac{1}{p+1}\left[t \hat{Q}_{p}(t)-\hat{Q}_{p-2}(t)\right]
$$

so $\left\langle\widehat{Q}_{p}, \widehat{Q}_{p}\right\rangle_{L^{2}}=\frac{2}{2 p+1}$ in the standard $L^{2}$ inner product on $[-1,1]$ (see [9]). We now shift these polynomials to $I$ by $Q(t)=\hat{Q}(2 t-1)$ so now $Q_{0}(t)=1, Q_{1}(t)=2 t-1$, and

$$
Q_{p+1}(t)=(4 t-2) Q_{p}(t)-Q_{p-1}(t)-\frac{1}{p+1}\left[(2 t-1) Q_{p}(t)-Q_{p-2}(t)\right]
$$

and $\left\langle Q_{p}, Q_{p}\right\rangle_{L^{2}}=\frac{1}{2 p+1}$ in the standard $L^{2}$ inner product on $I$. By defining $d_{q}(p) t^{q}$ from $Q_{p}(t)=\sum_{q=0}^{p} d_{q}(p) t^{q}$ and collecting coefficients of equal powers of $t$ generates the recursive relations for the $d_{q}(p)$ 's. Now let $P_{p}(t)=\int_{0}^{t} Q_{p-1}(s) d s$. It is clear that $P_{p}$ is in $H$ and $\left\langle P_{p}, P_{q}\right\rangle=\left\langle Q_{p-1}, Q_{q-1}\right\rangle_{L^{2}}$. It follows that $\left\{P_{p}\right\}_{p=1}^{\infty}$ is orthogonal and the norm relation follows. To show completeness we let $Y_{r} \in H$ be such that $\left\langle P_{p}, Y_{r}\right\rangle$ $=\left\langle Q_{p-1}, Y_{r}^{\prime}\right\rangle_{L^{2}}=0$ for all $p$. By the completeness of the Legendre polynomials it must be that $Y_{r}^{\prime}=0$ in $L^{2}$ but then $Y_{r}=0$ in $H$.

Remark. Here are the first ten:

$$
\begin{gathered}
t, t^{2}-t, \quad 2 t^{3}-3 t^{2}+t, \quad 5 t^{4}-10 t^{3}+6 t^{2}-t \\
14 t^{5}-35 t^{4}+30 t^{3}-10 t^{2}+t, \quad 42 t^{6}-126 t^{5}+140 t^{4}-70 t^{3}+15 t^{2}-t \\
132 t^{7}-462 t^{6}+630 t^{5}-420 t^{4}+140 t^{3}-21 t^{2}+t \\
429 t^{8}-1716 t^{7}+2772 t^{6}-2310 t^{5}+1050 t^{4}-252 t^{3}+28 t^{2}-t \\
1430 t^{9}-6435 t^{8}+12012 t^{7}-12012 t^{6}+6930 t^{5}-2310 t^{4}+420 t^{3}-36 t^{2}+t, \\
4862 t^{10}-24310 t^{9}+51480 t^{8}-60060 t^{7}+42042 t^{6}-18018 t^{5} \\
+4620 t^{4}-660 t^{3}+45 t^{2}-t
\end{gathered}
$$

2.2. A Basis for $T_{\omega} O M$. We now turn our attention to $O M$. Again we need to find a basis for the tangent space. Recall that $O M=G^{-1}(0)$, where $G$ was defined in Sect. 1.1. Our goal is to find a basis that may be expressed in terms of $F$ and derivatives of $F$. As a first step we compute the derivative of $G$. It will be convenient to talk about block matrices building the $(l+n l+n+m) \times(k+n k)$ matrix representing $D G$. We will let $F_{i}$ denote the $i^{\text {th }}$ component function of $F$, so there are $l$ such functions. The hessian of $F_{i}$, i.e. the symmetric matrix of second partial derivatives of $F_{i}$ is denoted by $H F_{i}$. Our block matrices will be as follows: $D F(p)$ is $l \times k, e_{j}$ is $k \times 1, H F_{i} e_{j}$ is $1 \times k$ and finally $H_{j}$ is $l \times k$ and its $i^{\text {th }}$ row is $H F_{i} e_{j}$. We now describe $D G$. It splits into an upper $(l+n l) \times(k+n k)$ matrix and a lower $(n+m) \times(k+n k)$ matrix. The upper matrix has $n+1$ blocks $D F(p)$ along the diagonal. Underneath
the leftmost $D F(p)$ is $H_{1}$ and then $H_{2}$ so on and so forth until $H_{n}$. All remaining entries are zero. The lower matrix has all zeroes in the leftmost $(n+m) \times k$ block. The remaining part splits into an upper $n \times n k$ block and a lower $m \times n k$ block. The upper block has $2 e_{i}^{T}$ along the diagonal starting with $e_{1}^{T}$ in the upper left-hand corner and ending with $e_{n}^{T}$ in the lower right-hand corner and zeroes elsewhere. Finally the lower matrix has $e_{2}^{T}$ in the upper left-hand corner $e_{1}^{T}$ as its right-hand neighbor. Underneath $e_{2}^{T}$ is $e_{3}^{T}$ and underneath $e_{1}^{T}$ is a block of zeroes and then follows (if possible) $e_{1}^{T}$. This way of building $e_{1}^{T}$ 's diagonally continues until there is no more room. The whole process (continuing going down) now starts all over shifted $k$ entries over to the right and now $e_{3}^{T}$ will have $e_{2}^{T}$ as its right neighbor and so on and so forth. We illustrate the above with an example when $n=3$.

$$
D G(p)=\left(\begin{array}{cccc}
D F(p) & 0 & 0 & 0 \\
H_{1} & D F(p) & 0 & 0 \\
H_{2} & 0 & D F(p) & 0 \\
H_{3} & 0 & 0 & D F(p) \\
0 & 2 e_{1}^{T} & 0 & 0 \\
0 & 0 & 2 e_{2}^{T} & 0 \\
0 & 0 & 0 & 2 e_{3}^{T} \\
0 & e_{2}^{T} & e_{1}^{T} & 0 \\
0 & e_{3}^{T} & 0 & e_{1}^{T} \\
0 & 0 & e_{3}^{T} & e_{2}^{T}
\end{array}\right)
$$

The tangent spaces of $O M$ are identified with linear subspaces of $R^{k} \times R^{n k}$.
Proposition 2.3. $A$ basis for the tangent space of $O M$ at $\omega=\left(p,\left\{e_{1}, \ldots, e_{n}\right\}\right)$ is given by:

$$
\begin{aligned}
& \left\{\left(e_{1}, v_{11}, \ldots, v_{n 1}\right),\left(e_{2}, v_{12}, \ldots, v_{n 2}\right), \ldots,\left(e_{n}, v_{1 n}, \ldots, v_{n n}\right)\right. \\
& \quad\left(0, e_{2},-e_{1}, 0, \ldots, 0\right),\left(0, e_{3}, 0,-e_{1}, 0, \ldots, 0\right), \ldots,\left(0, e_{n}, 0, \ldots, 0,-e_{1}\right) \\
& \left.\quad\left(0,0, e_{3},-e_{2}, 0, \ldots, 0\right),\left(0,0, e_{4}, 0,-e_{2}, 0, \ldots, 0\right), \ldots,\left(0, \ldots, 0, e_{n},-e_{n-1}\right)\right\}
\end{aligned}
$$

where the vectors $v_{i j}=a_{1 i j} D F_{1}(p)^{T}+\ldots+a_{l i j} D F_{l}(p)^{T}$ and $x_{i j}=\left(a_{1 i j}, \ldots, a_{l i j}\right)$ is a solution of the following linear equation $A x_{i j}=-b i j$ :

$$
\begin{gathered}
A=\left(\begin{array}{cccc}
D F_{1}(p) D F_{1}(p)^{T} & D F_{1}(p) D F_{2}(p)^{T} & \ldots & D F_{1}(p) D F_{l}(p)^{T} \\
D F_{2}(p) D F_{1}(p)^{T} & D F_{2}(p) D F_{2}(p)^{T} & \ldots & D F_{2}(p) D F_{l}(p)^{T} \\
\ldots & & & \ldots \\
D F_{l}(p) D F_{1}(p)^{T} & D F_{l}(p) D F_{2}(p)^{T} & \ldots & D F_{l}(p) D F_{l}(p)^{T}
\end{array}\right), \\
b_{i j}=\left(\begin{array}{c}
e_{i}^{T} H F_{1} e_{j} \\
e_{i}^{T} H F_{2} e_{j} \\
\ldots \\
e_{i}^{T} H F_{l} e_{j}
\end{array}\right) .
\end{gathered}
$$

Proof. First note that since $D F(p)$ is assumed onto it can be shown that $A$ is invertible. Next counting the number vectors in the list we see that it equals $\frac{n(n+1)}{2}$ (i.e. the dimension of $O M$ ) so the proof is complete if we can show linear independence and tangency. To show linear independence we observe that the last $m$ vectors are orthogonal among each other and also orthogonal to each of the first $n$ vectors. Next note that the $e_{i}$ 's are linearly independent it follows that the first $n$ vectors are linearly independent and hence all $n+m$ vectors. To show tangency we apply $D G$ to each vector. We see that they are all annihilated so they are indeed in the tangent space of $O M$.
2.3. The Gradient of $J^{\lambda}$. Recall that given any smooth functional $F: X \rightarrow R$ on a Hilbert manifold $X$, we define the gradient $\nabla F \in T X$ by $D F(p) v=\langle\nabla F(p), v\rangle$ for all $(p, v) \in T X$. Let $\nabla J^{\lambda}(\hat{y})=\left(\alpha, \alpha_{L}, \alpha_{O M}\right)$. Here we write $\alpha=\left(\alpha_{2}, \ldots, \alpha_{n}\right)$ to indicate the components with respect to the parallel frame along $y$. The gradient of $J^{\lambda}$ satisfies the following defining relation:

$$
D J^{\lambda}(\hat{y}) v=\left\langle\nabla J^{\lambda}(\hat{y}), v\right\rangle=\left\langle\alpha, v_{y}\right\rangle+\alpha_{L} v_{L}+\alpha_{O M} \cdot v_{O M}
$$

for all $v=\left(v_{y}, v_{L}, v_{O M}\right)$ in $T\left(\mathbf{S} \times R^{+} \times O M\right)$. The dot product used is the standard Euclidean and the first inner product is given by the sum of the Sobolev inner products in the factors $\alpha_{2}, \ldots, \alpha_{n}$. Now suppose $y^{\prime}=\left(Y_{2}, \ldots, Y_{n}\right)$ then the gradient $\nabla J^{\lambda}(\hat{y})$ is given by $\alpha_{r}=\frac{2}{L} Y_{r}, r \in\{2, \ldots, n\}, \alpha_{L}=\lambda-\frac{1}{L^{2}} \sum_{r=2}^{n} \int_{I} Y_{r}^{2}(t) d t$ and $\alpha_{O M}=0$. When $\alpha_{r}$ is expressed with respect to the orthogonal basis $\left\{P_{p}\right\}_{p=1}^{\infty}$ we write $\alpha_{r}^{p}$ for the "Fourier" coefficients. They may be computed by

$$
\alpha_{r}^{p}=(2 p-1) \int_{I} \alpha_{r}^{\prime}(t) Q_{p-1}(t) d t
$$

2.4. The Main Result. We now take full advantage of the fact that our manifolds are embedded in Euclidean space with its linear structure. Consider:

$$
\Lambda: \mathbf{S} \times R^{+} \times O M \rightarrow R^{k}
$$

given by $\Lambda(\hat{y})=(\gamma(1)-p)(\hat{y})$. The dependence of $\gamma(1)$ on $\hat{y}$ is given by Proposition 1.4. Next we consider:

$$
\hat{\Lambda}: \mathbf{S} \times R^{+} \times O M \rightarrow R^{k}
$$

given by $\hat{\Lambda}(\hat{y})=\left(\frac{1}{L} \gamma^{\prime}(1)-e_{1}\right)(\hat{y})$. Note that $\frac{1}{L} \gamma^{\prime}(1)=\sum_{i=1}^{n} y_{i}(1) e_{i}(1)$ and the dependence of the $e_{i}^{\prime}$ s on $\hat{y}$ is also given by Proposition 1.4. Now let $\left\{\Lambda_{j}\right\}_{j=1}^{k}$ and $\left\{\hat{\Lambda}_{j}\right\}_{j=1}^{k}$ denote the $k$ component functions of $\Lambda$ and $\hat{\Lambda}$. Using notation similar to the above we write

$$
\nabla \Lambda_{j}(\hat{y})=\left(\beta, \beta_{L}, \beta_{O M}\right), \quad \nabla \hat{\Lambda}_{j}(\hat{y})=\left(\widehat{\beta}, \hat{\beta}_{L}, \hat{\beta}_{O M}\right)
$$

so we drop the $j$ 's for the time being We also write $\beta=\left(\beta_{2}, \ldots, \beta_{n}\right), \widehat{\beta}=\left(\widehat{\beta}_{2}, \ldots, \widehat{\beta}_{n}\right)$ for the components with respect to the parallel frame along $y$. Using the basis from Proposition 2.3 we write $\beta_{O M}=\left(\beta_{O M}^{1}, \ldots, \beta_{O M}^{n+m}\right), \widehat{\beta}_{O M}=\left(\widehat{\beta}_{O M}^{1}, \ldots, \widehat{\beta}_{O M}^{n+m}\right)$. Since the basis is not orthonormal we also need the Euclidean dot products between the different vectors in the basis. If $\left(w_{1}, \ldots, w_{n+m}\right)$ denotes the basis, let $c_{i j}=w_{i} \cdot w_{j}$ for $i, j$ in $\{1, \ldots, n+m\}$ denote these products. Note that most $c_{i j}$ 's are in fact zero and $c_{i j}=c_{j i}$. We will use the basis for these Sobolev spaces to write $\beta_{r}=\sum_{p=1}^{\infty} \beta_{r}^{p} P_{p}$,
$\widehat{\beta}_{r}=\sum_{p=1}^{\infty} \hat{\beta}_{r}^{p} P_{p}$. Let $W_{r}^{p} \in T S$ with $r \in\{2, \ldots, n\}$ be given by $W_{r}^{p}=\left(0, \ldots, P_{p}, \ldots, 0\right)$ with $P_{p}$ in the $(r-1)^{\text {th }}$ position out of the $(n-1)$ possible.
Theorem 2.4. (i) Given any $X \in T\left(\mathbf{S} \times R^{+} \times O M\right)$ the derivatives $D \Lambda_{j}(\hat{y}) X$ and $D \hat{\Lambda}_{j}(\hat{y}) X$ can be found by solving an initial value problem for a system of ordinary differential equations.
(ii) The gradients can be computed from the following derivatives (the $j$ subscripts are dropped on the right-hand sides of the equations):

$$
\begin{array}{ll}
D \Lambda_{j}(\hat{y})\left(W_{r}^{p}, 0,0\right)=\beta_{r}^{p}, & D \hat{\Lambda}_{j}(\hat{y})\left(W_{r}^{p}, 0,0\right)=\hat{\beta}_{r}^{p}, \\
D \Lambda_{j}(\hat{y})(0,1,0)=\beta_{L}, & D \hat{\Lambda}_{j}(\hat{y})(0,1,0)=\hat{\beta}_{L}, \\
D \Lambda_{j}(\hat{y})\left(0,0, w_{s}\right)=\sum_{i=1}^{n+m} \beta_{O M}^{i} c_{i s}, & D \hat{\Lambda}_{j}(\hat{y})\left(0,0, w_{s}\right)=\sum_{i=1}^{n+m} \hat{\beta}_{O M}^{i} c_{i s}
\end{array}
$$

(iii) The collection $\left\{\nabla \Lambda_{j}, \nabla \hat{\Lambda}_{j}\right\}_{j=1}^{k}$ span the normal space $T \Omega^{\perp}$ to the tangent space $T \Omega$ of the space of closed curves.
(iv) Projection of any $X \in T_{\hat{y}}\left(\mathbf{S} \times R^{+} \times O M\right)$ onto $T \Omega$ is done as follows. By (iii) there are some scalars $\lambda_{j}$ and $\hat{\lambda}_{j}$ so that $X^{\mathrm{tan}}=X-\sum_{j=1}^{k}\left(\lambda_{j} \nabla \Lambda_{j}(\hat{y})+\hat{\lambda}_{j} \nabla \hat{\Lambda}_{j}(\hat{y})\right)$ is tangent to $\Omega$. Let $X^{\mathrm{tan}}=\left(X_{y}, X_{L}, X_{O M}\right)$ be the different factors of $X^{\mathrm{tan}}$. Use the embedding of $O M$ to write $X_{\text {OM }}=\left(X_{p}, X_{e_{1}}, \ldots, X_{e_{n}}\right)$. Determine the $\lambda_{j}, \hat{\lambda}_{j}$ by finding a solution of the under-determined system

$$
\begin{aligned}
& D \Lambda(\hat{y}) X^{\tan }=X_{p} \\
& D \hat{\Lambda}(\hat{y}) X^{\tan }=X_{e_{1}}
\end{aligned}
$$

Proof. (i) Recall that $\Lambda(\hat{y})=(\gamma(1)-p)(\hat{y})$ and $\hat{\Lambda}(\hat{y})=\left(\frac{1}{L} \gamma^{\prime}(1)-e_{1}\right)(\hat{y})$ and Proposition 1.4 gives the initial value problem relating $\gamma$ and $\left\{e_{1}, \ldots, e_{n}\right\}$ to $\hat{y}$. Note that $\hat{y}$ enters both into the equations as well as into the initial conditions. If we evaluate the solutions of this initial value problem at $t=1$ then this creates a map

$$
\Psi: \mathbf{S} \times R^{+} \times O M \rightarrow O M
$$

that may be differentiated to get a map

$$
D \Psi(\hat{y}): T\left(\mathbf{S} \times R^{+} \times O M\right) \rightarrow T O M
$$

The point now is that if we can compute this derivative in arbitrary directions then we can also compute the derivatives $D \Lambda(\hat{y})$ and $D \hat{\Lambda}(\hat{y})$. We postpone the details of these computations to Sect. 3.2 (Step 11-12). But remark that it is possible to solve the algebraic linear systems involved once and for all and this would then leave us with an initial value problem.
(ii) By the above remarks and by using the bases in 2.1 and 2.2 we compute the corresponding directional derivatives. The defining relations for the gradients then gives the expressions in the theorem. The only remaining issue is to determine the $\beta_{O M}^{i}$ 's for $i \in\{1, \ldots, n+m\}$. We observe that the above gives $n+m$ linear equations. This system has a unique solution because the matrix with entries consisting of the dot products of the $w_{i}$ 's is indeed invertible.
(iii) Suppose there is some $X \in T \Omega^{\perp}$ such that $\left\langle\nabla \Lambda_{j}(\hat{y}), X\right\rangle=\left\langle\nabla \hat{\Lambda}_{j}(\hat{y}), X\right\rangle=0$ for all $j=1, \ldots, k$. We want to show that $X=0$. First observe that $D \Lambda_{j}(\hat{y}) X$
$=D \hat{\Lambda}_{j}(\hat{y}) X=0$ for $j=1, \ldots, k$. It follows that $D \Lambda(\hat{y}) X=D \hat{\Lambda}(\hat{y}) X=0$. The transversality of $\Phi$ (see the beginning of Sect. 1.4) implies (see [10]) that $T \Omega^{\perp}$ and $T \Delta^{\perp}$ have the same dimension. It also follows that

$$
D \Phi\left(T \Omega^{\perp}\right)+T \Delta=T(S M \times S M)
$$

so if $v \in T \Omega^{\perp}$ satisfies $D \Phi(\hat{y}) v \in T \Delta$ then it must be that $v=0$. Since

$$
D \Lambda(\hat{y}) X=D(\gamma(1)-p)(\hat{y}) X=D \gamma(1) X-D p(\hat{y}) X=0
$$

and

$$
D \hat{\Lambda}(\hat{y})=D\left(\frac{1}{L} \gamma^{\prime}(1)-e_{1}\right)(\hat{y}) X=D \frac{1}{L} \gamma^{\prime}(1)(\hat{y}) X-D e_{1}(\hat{y}) X=0
$$

we see that $D \Phi(\hat{y}) X$ is of the form $(x, x)$. This means that $D \Phi(\hat{y}) X \in T \Delta$ and therefore $X=0$.
(iv) Recall that the space of indicatrices corresponding to closed curves is given by $\Omega=\Phi^{-1}(\Delta)$, where $\Delta$ is the diagonal in $S M \times S M$. If a vector is tangent to $\Omega$ then its image under $D \Phi$ will be tangent to $\Delta$. Since such vectors are of the form $(x, x)$ the definition of $\Phi$ when compared with the definitions of $\Lambda$ and $\hat{\Lambda}$ yields the statement (iv) in the theorem.

Remark. In [4] the gradients are computed explicitly in the case of planar curves. For curves in arbitrary manifolds these gradients may not be computed explicitly (in fact already in the standard sphere $S^{2}$ things are sufficiently complicated). The main reason for this is how the geometry enters in to the functionals, in our case via parallel translation along the curve. The point with Theorem 2.4 is that nevertheless it is possible to get expressions for the gradients provided certain derivatives are computed. In the next section we will show how the computation of these derivatives is reduced to solving initial value problems for certain ordinary differential equations.

## 3. The Curve-Straightening Algorithm

3.1. Initializing. We will list the main steps needed and we begin with:

1. Use Proposition 2.2 to generate the Legendre polynomials $\left\{Q_{p}\right\}_{p=0}^{\infty}$ and also the complete set $\left\{P_{p}\right\}_{p=1}^{\infty}$.

This basis will be instrumental in computing the various gradients because we will in effect compute the "Fourier" coefficients with respect to the basis. This is a major difference from what was done in [3] and [4] where the duBois-Reymonds lemma was the principal tool in determining the gradients. Superscript $p$ is used for the components with respect to $P_{p}$.

We will assume that $F: R^{k} \rightarrow R^{l^{p}}$ together with its partial derivatives are given (there is no need for more than third partials in what follows). An initial curve $\gamma:[a, b] \rightarrow M=F^{-1}(0)$ is also assumed given. Since the flow will take place on the space of indicatrices rather than on the space of curves the indicatrix corresponding to $\gamma$ must be computed.
2. Compute the length $L$ of $\gamma$

$$
L=\int_{a}^{b}\left|\gamma^{\prime}(u)\right| d u
$$

Next we need to parametrize proportional to arclength. Recall that the indicatrices are defined on $I=[0,1]$ so we need a reparametrizing $1-1$ map $\sigma: I$ $\rightarrow[a, b]$ so that $\left|\gamma^{\prime}(\sigma(t))\right|=L$ for all $t \in I$.
3. Find $\sigma$ by solving the initial value problem:

$$
\sigma^{\prime}(t)=\frac{L}{\left|\gamma^{\prime}(\sigma(t))\right|}, \quad \sigma(0)=a
$$

In order to find the indicatrix we proceed as in Sect. 1.2 to generate an orthonormal basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of the tangent space of $M$ at $\gamma(a)$.
4. Use projections as in Proposition 1.1 and Gram-Schmidt to find $\left\{e_{1}, \ldots, e_{n}\right\}$.

Next we need the corresponding parallel frames along $\gamma$ :
5. Use Proposition 1.3 to get the parallel frames $\left\{e_{1}(t), \ldots, e_{n}(t)\right\}$, i.e. $\left\{e_{1}(t), \ldots, e_{n}(t)\right\}$ is an orthonormal basis for the tangent space of $M$ at $\gamma(\sigma(t))$.

Let $\hat{y}=(y, L, \omega)$ denote the initial indicatrix so that $\omega=\left(\gamma(a),\left\{e_{1}, \ldots, e_{n}\right\}\right)$. Let

$$
y(t)=\left(y_{1}(t), \ldots, y_{n}(t)\right) .
$$

6. The initial components are given by

$$
y_{i}(t)=\frac{\gamma^{\prime}(t)}{L} \cdot e_{i}(t), \quad i=1, \ldots, n
$$

3.2. Steps Needed to Compute the Gradients. The flow in the direction of steepest descent of $J^{\lambda}$ will require repeated computations of the various gradients and therefore the subsequent steps starting with Step 7 will be part of an iteration. Recall that we use another set of parallel orthonormal frames along $y$, and with respect to this frame, tangent vectors to the space of indicatrices will have $n-1$ components. Note that at this stage we need to know $y$ at arbitrary points so $\left\{P_{p}\right\}_{p=1}^{\infty}$ is used here.
7. Adapt Proposition 1.3 to the case $S^{n-1}$ to compute the parallel frame $\left\{f_{2}, \ldots, f_{n}\right\}$ along $y$ and we will use a subscript $r$ to denote the components with respect to these frames.

To compute the gradient of $J^{\lambda}$ we need:
8. Express $y^{\prime}$ with respect to $\left\{f_{2}, \ldots, f_{n}\right\}$ and we get $y^{\prime}(t)=\left(Y_{2}(t), \ldots, Y_{n}(t)\right)$ so

$$
Y_{r}(t)=y^{\prime}(t) \cdot f_{r}(t) \quad \text { for } \quad r=2, \ldots, n
$$

9. Let $Y_{r}^{p}=(2 p-1) \int_{0}^{1} Y_{r}^{\prime}(t) Q_{p-1}(t) d t$ then these are the coefficients of $Y_{r}$ with respect to $\left\{P_{p}\right\}_{p=1}^{\infty}$.

With notation as in Sect. 2.3 we have:
10. The gradient $\nabla J^{\lambda}(\hat{y})$ is given by $\alpha_{r}^{p}=\frac{2}{L} Y_{r}^{p}, \alpha_{L}=\lambda-\frac{1}{\mathrm{~L}^{2}} \int_{I r=2}^{n} \sum_{r=2}^{2} Y_{r}^{2}(t) d t$, and $\alpha_{O M}=0$.

We now get to the heart of the algorithm. The following steps will show how the remaining gradients are computed.
11. Use Proposition 1.4 to compute $\gamma(t)$ and $\left\{e_{1}(t), \ldots, e_{n}(t)\right\}$. This step is of course redundant the first time around.

Note that Proposition 1.4 for each $t \in I$ gives a map from $\mathbf{S} \times R^{+} \times O M$ into $R^{k} \times R^{n k}$, but its values are always in $O M$ as a submanifold of $R^{k} \times R^{n k}$. It follows that a variation of the indicatrix $\hat{y}$ creates a variational vector field along a curve in
$O M$. The components of this vector field may be given either with respect to the basis of $O M$ or with respect to the basis of $R^{k} \times R^{n k}$. In the latter case we denote the components by $\frac{\partial \gamma}{\partial w}$ and $\frac{\partial e_{h}}{\partial w}$ for $h=1, \ldots, n$. Write $v_{y}=\left(v_{y_{2}}, \ldots, v_{y_{n}}\right)$ using the frames along $y$ and

$$
v_{w}=v_{1} w_{1}+\ldots+v_{n+m} w_{n+m}=\left(v_{p}, v_{e_{1}}, \ldots, v_{e_{n}}\right)
$$

for the factors in $R^{k} \times R^{n k}$. Let $\frac{\partial y_{h}}{\partial w}=\left(v_{y_{2}} f_{2}+\ldots+v_{y_{n}} f_{n}\right) \cdot b_{h}$ for $h=1, \ldots, n$; here $\left\{b_{1}, \ldots, b_{n}\right\}$ is the standard basis in $R^{n}$. The variational vector fields are solutions of the following initial value problem:

$$
\begin{aligned}
& \frac{\partial \gamma^{\prime}}{\partial w}(t)=v_{L} \sum_{h=1}^{n} y_{h}(t) e_{h}(t)+L \sum_{h=1}^{n}\left(\frac{\partial y_{h}}{\partial w} e_{h}(t)+y_{h}(t) \frac{\partial e_{h}}{\partial w}\right), \\
& \frac{\partial e_{h}^{\prime}}{\partial w}(t)=\sum_{i=1}^{l}\left(\frac{\partial \alpha_{h i}}{\partial w} D F_{i}(\gamma(t))+\alpha_{h i}(t) H F_{i}(\gamma(t)) \frac{\partial \gamma}{\partial w}\right)
\end{aligned}
$$

The initial conditions are given by $\frac{\partial \gamma}{\partial w}(0)=v_{p}$ and $\frac{\partial e_{h}}{\partial w}(0)=v_{e_{h}}$ for all $h=1, \ldots, n$. The functions $\frac{\partial \alpha_{h i}}{\partial w}$ are determined by differentiating the solutions of the linear system in Proposition 1.3 with respect to the variational parameter $w$, and then evaluate at zero. The equation looks as follows:

$$
\begin{aligned}
\frac{\partial \alpha_{h 1}}{\partial w} & \left\langle D F_{1}(\gamma(t)), D F_{j}(\gamma(t))\right\rangle+\ldots+\frac{\partial \alpha_{h l}}{\partial w}\left\langle D F_{l}(\gamma(t)), D F_{j}(\gamma(t))\right\rangle \\
= & -\left\langle\frac{\partial e_{h}}{\partial w} H F_{j}(\gamma(t)) \gamma^{\prime}(t)\right\rangle \\
& -\alpha_{h 1}\left(\left\langle H F_{1}(\gamma(t)) \frac{\partial \gamma}{\partial w}, D F_{j}(\gamma(t))\right\rangle+\left\langle D F_{1}(\gamma(t)), H F_{j}(\gamma(t)) \frac{\partial \gamma}{\partial w}\right\rangle\right)-\ldots \\
& -\alpha_{h l}\left(\left\langle H F_{l}(\gamma(t)) \frac{\partial \gamma}{\partial w}, D F_{j}(\gamma(t))\right\rangle+\left\langle D F_{l}(\gamma(t)), H F_{j}(\gamma(t)) \frac{\partial \gamma}{\partial w}\right\rangle\right) \\
& -\left\langle e_{h}, D H F_{j}(\gamma(t))\left\{\gamma^{\prime}(t), \frac{\partial \gamma}{\partial w}\right\}+H F_{j}(\gamma(t)) \frac{\partial \gamma^{\prime}}{\partial w}(t)\right\rangle .
\end{aligned}
$$

Note that at this stage there is a need to know the third partial derivatives of $j^{\text {th }}$ component function $F_{j}$. They show up in the map $D H F_{j}(\gamma(t))$ which appears as follows. The map $H F_{j}$ is a map from $R^{k}$ into $L\left(R^{k} ; R^{k}\right)$ the space of linear maps on $R^{k}$. Its derivative $D H F_{j}$ is hence a map from $R^{k}$ into $L\left(R^{k} ; L\left(R^{k} ; R^{k}\right)\right.$ ), using the same notation. If follows that $D H F_{j}(\gamma(t))$ is a linear map from $R^{k}$ into $L\left(R^{k} ; R^{k}\right)$ and $D H F_{j}(\gamma(t)) \gamma^{\prime}(t)$ is a linear map from $R^{k}$ to $R^{k}$, and we write $D H F_{j}(\gamma(t))\left\{\gamma^{\prime}(t), \frac{\partial \gamma}{\partial w}\right\}$ for this map's value at $\frac{\partial \gamma}{\partial w}$. Note also that $\frac{\partial \gamma^{\prime}}{\partial w}(t)$ in the last term in the previous equation should be replaced by

$$
v_{L} \sum_{h=1}^{n} y_{h}(t) e_{h}(t)+L \sum_{h=1}^{n}\left(\frac{\partial y_{h}}{\partial w} e_{h}(t)+y_{h}(t) \frac{\partial e_{h}}{\partial w}\right) .
$$

12. By evaluating solutions of the above system at $t=1$ we compute all the derivatives needed in Theorem 2.4 (ii).
13. Use the derivatives in Step 12 and Theorem 2.4 (ii) to determine the gradients $\nabla \Lambda_{j}$ and $\nabla \hat{\Lambda}_{j}$.
14. Project $\nabla J^{\lambda}(\hat{y})$ onto the tangent space of indicatrices representing closed curves by finding the tangential part from solving the linear algebraic system in Theorem 2.4 (iv).

We are now in a position to flow. As an example the simplest possibility would be to take a short step in the negative direction of the projected gradient. This would give us an approximate new indicatrix $\hat{y}$ and we would then proceed with Step 7 as before. To be precise let $\hat{y}_{0}$ be the previous indicatrix and let the approximate new indicatrix be denoted by $\hat{y}_{h}$. Suppose the projected gradient is $\left(v_{y}, v_{L}, v_{\omega}\right)$, then its components are given by $v_{y}=\left(v_{y_{2}}, \ldots, v_{y_{n}}\right)$, where each of these components are computed from the Hilbert space basis components in the standard way. An approximate flow in the negative direction is now given by:

$$
\begin{aligned}
& \frac{y_{h}-y_{0}}{h}=-\left(v_{y_{2}} f_{2}+\ldots+v_{y_{n}} f_{n}\right) \\
& \frac{L_{h}-L_{0}}{h}=-v_{L} \\
& \frac{\omega_{h}-\omega_{0}}{h}=-\left(v_{1} w_{1}+\ldots+v_{n+m} w_{n+m}\right) .
\end{aligned}
$$

This approximate flow will give a new $y_{h}$ that is a function that is not quite in $S^{n-1}$ and also an $\omega$ that is not quite in $O M$. A possible alternative would be to flow a distance $h$ along geodesics in $S^{n-1}$ and $O M$ instead of along lines in the tangent spaces. We leave problems such as these (they really belong to the field of numerical analysis) as sources for future investigations.

## 4. The Second Variation Along Geodesics

4.1. Background. This last section will initiate a study of the stability of the closed geodesics under the total squared curvature flow. We will give some partial results but there are many open questions still to be answered. Recall that the flow is known to satisfy the Palais-Smale condition only when the parameter $\lambda$ is greater than zero. On the other hand if $\lambda=0$ then all closed geodesics are global minima but in this case it is not known if all the trajectories of the negative gradient flow converges to critical points.

On $S^{2}$, the standard two-sphere of constant Gaussian curvature $G$, it is known (see [3]) that if $0 \leqq \lambda \leqq \frac{8 G}{7}$ then all non-geodesic critical points are unstable (i.e. they are not local minima). Moreover the second variation formula is positive semi-definite at the $n$-fold great circle if and only if $\frac{2 n-1}{n^{2}} \geqq \frac{\lambda}{2 G}$. We will discuss the second variation formula evaluated at closed geodesics in two-dimensional manifolds of arbitrary Gaussian curvature. This formula remarkably turns out to be identical to the second variation formula in the constant Gaussian curvature case when it is evaluated along a closed geodesic.
4.2. The Second Variation Formula along Geodesics in Two-Dimensional Manifolds. We will not go into the lengthy details of the derivation of the second variation formula. The main reference is [8] Lemma 1.1 and Formula 1.4 and its proof. We work on the level of curves rather than on the level of indicatrices. Consider a variation

$$
\gamma=\gamma_{w}=\gamma(w, t):(-\varepsilon, \varepsilon) \times I \rightarrow M
$$

of closed curves such that $\gamma_{0}=\gamma(0, t)$ is a closed geodesic and $M$ is two-dimensional. With

$$
\mathbf{F}^{\lambda}\left(\gamma_{w}\right)=\int_{\gamma_{w}} k^{2}+\lambda d s
$$

and variational vector field $W(w, t)=\frac{\partial \gamma_{w}}{\partial w}(w, t)$ along $\gamma_{w}$. The tangential part of the variation will not show up in the second variation formula so we write $W=\phi N$, where $N$ is the unit normal to the curve. With $\dot{\phi}$ denoting the derivative we have:

$$
\left.\frac{d^{2}}{d w^{2}} \mathbf{F}^{\lambda}\left(\gamma_{w}\right)\right|_{w=0}=\int_{\gamma_{0}} 2 \ddot{\phi}^{2}-(4 G-\lambda) \dot{\phi}^{2}+G(2 G-\lambda) \phi^{2} d s
$$

here $G$ is the Gaussian curvature along the curve. Note that surprisingly this is exactly the same as Formula 1.4 in [8] when the geodesic curvature $k$ equals zero. To see why this is the case we list the differences in the proof,

$$
W(k)_{s s}=\text { same as before }+2 \dot{\phi} \dot{G}+\phi \ddot{G}
$$

This difference propagates through the computation until the end where an integration by parts cancels the two new terms because for closed curves:

$$
\int_{\gamma} \phi^{2} \ddot{G} d s=-\int_{\gamma} 2 \phi \dot{\phi} \dot{G} d s
$$

To see how the length $L$ of the curve enters into the formula an alternative formula is:

$$
\left.\frac{d^{2}}{d w^{2}} \mathbf{F}^{\lambda}\left(\gamma_{w}\right)\right|_{w=0}=\frac{1}{L} \int_{I} \frac{2 \ddot{\phi}^{2}}{L^{2}}-(4 G-\lambda) \dot{\phi}^{2}+L^{2} G(2 G-\lambda) \phi^{2} d t
$$

4.3. Some Consequences of the Second Variation Formula. If we consider a surface of revolution then a circular closed geodesic will have constant Gaussian curvature along itself. In fact if $(x(u), y(u))$ is revolved about the $x$-axis then if we again let $\dot{y}, \dot{x}$ denote the derivatives it must be that $\dot{y}=0$ at such a geodesic. It follows that

$$
G=-\frac{\ddot{y}}{x \dot{y}^{2}}
$$

along such a geodesic. Suppose first of all that $\lambda=0$, then after integration by parts we may write:

$$
\left.\frac{d^{2}}{d w^{2}} \mathbf{F}^{0}\left(\gamma_{w}\right)\right|_{w=0}=\frac{2}{L} \int_{I}\left(\frac{\ddot{\phi}}{L}+L G \phi\right)^{2} d t
$$

Moreover this is zero only if the curvature and the length are related by $L^{2} G$ $=(2 \pi n)^{2}$ for some integer $n$. Since $L=p 2 \pi y$ for some positive integer $p$ it follows that

$$
\frac{\ddot{y} y}{\dot{x}^{2}}=-\frac{n^{2}}{p^{2}} .
$$

Hence the second variation is positive definite generically for positive Gaussian curvature and always for negative Gaussian curvature at the circular geodesics on a surface of revolution. It follows for instance that on a non-spherical ellipsoid of revolution the second variation is positive definite along any $p$-fold circular geodesic provided the ratio of the two axes is not $\frac{n}{p}$ for any integer $n$. Hence for sufficiently small positive $\lambda$ it will remain positive definite. By perturbing the ellipsoid of revolution we may also find ellipsoids so that the second variation is positive definite along the shortest as well as the longest simple closed geodesic.

In conclusion we remark that it is exactly the facts sampled above that make curve-straightening a competitive alternative to other flows used to find closed geodesics. For instance both the length and the energy functional tend to flow curves away from the closed geodesics on ellipsoids.
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