
Communications in
Commun. Math. Phys. 112, 409^22 (1987) Mathematical

Physics
© Springer-Verlag 1987

Second Order Large Deviation Estimates for
Ferromagnetic Systems in the Phase Coexistence Region*

Roberto H. Schonmann
Mathematical Sciences Institute, Cornell University, Ithaca, NY14853 USA

Instituto de Mathematica e Estatίstica, Universidade de Sao Paulo, Caixa Postal 20570, 01000 Sao

Paulo, SP, Brasil

Abstract. We consider the d-dimensional Ising model with ferromagnetic
nearest neighbor interaction at inverse temperature β. Let M Λ = \Λ | " 1 Σ σt be

the magnetization inside a d-dimensional hyper cube Λ, μ + be the + Gibbs state
and m*(β) be the spontaneous magnetization. For β such that m*(β) > 0 we find a
sufficient condition (easily verified to hold for large β) for μ + ({MΛe[α,b~\}) to
decay exponentially with \Λ \{d~1)/d when —m*<b< m*, — 1 ̂  a < b. For d = 2
this sufficient condition is the exponential decay of a connectivity function. We
also prove a partial converse to this result, obtain a sharper result for the
magnetization on d — 1 dimensional cross sections of the model and prove a
similar result for d = 2, —m*<a<b< m*, and β large, when free boundary
conditions are chosen outside A.

1. Introduction

We consider the Ising model with nearest neighbor interaction on a d-dimensional
lattice Zd. The spin at each point xeZd takes the value σx= + 1 , and the formal
energy of a spin configuration σ is

E(σ)=-(l/2)ΣJx,yσxσy,
χ.y

where Jxy — 1 if x and y are nearest neighbors and Jxy = 0 otherwise. A Gibbs
measure at inverse temperature β is any measure μ on {— 1, l } z d such that for any
choice of ay = + 1 , yeZd, and any xeZd

μ{{σ:σx = ax) \ {σ:σy = ay ioτyφ x})

= exp (03/2) Σ Jx,yaxay)/(exp (03/2) £ Jx,yay) + exp ( - (β/2) Σ Jx,yay)),
y y y

μ almost surely.

* Work partly supported by the U.S. Army Research Office
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Let μ + (respectively μ_) be the Gibbs measure obtained as a limit of Gibbs
measures on finite regions with + (respectively —) boundary conditions. Set

and

βc = inf {β ̂  0:m*(β) > 0} = inf {β ̂  0:μ_ Φ μ+}.

As is well known, 0 < βc < oo for d ̂  2.
In this paper we are interested in the asymptotics of the μ+ distribution of the

spin per site in large regions. For any finite A aZd, let \A\ be its cardinality and
define the random variable

Set also
pΛ(a, b) = μ+ {σ:MΛ(σ)e[a, b~] }

Consider now a sequence (Λn) = (A), where An is a cube of sides n and therefore \Λn\
-> oc as n -> oo. For convenience of notation we will choose An = {xeZd: 1 g xt :§ n,
ί = l,...,d}. Since μ + is ergodic with respect to translations, MΛ-+rn* μ+ a.s. In
particular pΛ(a,b)-^0 if m*φ[a9b]. Furthermore the following large deviation
property is by now well known [2,4,5,9,14].

σ M ^ σ M α ^ ] } ^ - inf φ(m)

p(0)}

xeΛ

is — β times the thermodynamic pressure when an external field h is applied.
p(h) and φ(m) are convex. For j8 > βn φ(m) is zero on [— m*,m*~\ and positive

outside this interval. Therefore p Λ(a, b) goes to zero exponentially fast with \A\ if and
only if a < b < —m* or m* < a < b. The same large deviation estimates, with the
same function φ( ), hold for any other Gibbs measure and also if one considers Gibbs
measures in A with some boundary conditions outside [9,14]. Therefore it is
desirable to obtain further information about pΛ(a,b), mainly for —m*<a<b
< m*, when surface effects should be important and the results should depend on the
Gibbs measure considered.

We find a sufficient condition (easily verified to hold for large β) for pΛ(a, b) to
decay exponentially fast with the surface of A when — m* < b < m*, — 1 ̂  a < b, i.e.,
if dΛ is the set of points in A which are neighbors to points in the complement of Λ,
then there exist constants Al9 A2, c 1 ? c2 > 0 such that

A1e-c^m^pΛ(a9b)^A2e-C2m. (1.1)

for any — 1

and

^ a< b ̂  1, where

φ(m) =

p(h) = \\m\A\~ι \og

sup
heU

Σ

{/ m - p(

Λexp(β( Σ
x,veΛ
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The lower bound in (1.1) is easy to prove by a well known argument which can be
applied to any finite range ferromagnetic system. Basically the argument is that a
circuit of — spins has only a cost which is exponential in its cardinality and is enough
to change the state in the region which it surrounds roughly to μ_. For completeness
we state this result and prove it in the next section.

Proposition 1. For any β such that m* > 0 and any —m*<a<b< m*, there exist A,
c> 0 such that pΛ{a, b) ̂  Ae~cm.

In order to define the sufficient condition mentioned above we will think of the
configurations as specified by the contours on the dual lattice (Z + l/2)d which
separate + and — spins (see for instance [7, 12] and references there). Provided
that there is no infinite cluster of — spins the configuration is completely specified by
the contours if we assume that spins that are not surrounded by any contour are
+. Contours not surrounded by any other contour are called outer contours. We
will call a contour positive (negative) if the outside spins adjacent to it are positive
(negative). In the absence of infinite clusters of — spins the outer contours are
positive μ+ a.s.

We will also need the following definitions. A chain is a finite sequence
(x 1 ? . . ., x2) of distinct points in Zd such that xi^ί and xf are neighbors for i = 2,..., n.
A subset R c Zd is connected if, for all pairs x, y of points in R, there is a chain formed
by points in R having x, y as terminal points.

Let Ω be the set of subsets S of Zd such that xd = 0 for all xeS. For SeΩ consider
the event.

Cs == {S is surrounded by a contour}.

The sufficient condition that we have is the absence of infinite clusters of —spins
and the existence of A, c> 0 such that

μ + {Cs) ύ Λe~dS\ for any SeΩ, (1.2)

where

\\S\\=M{\R\\RczZd,R is connected, S c R}.

In dimension two this condition is equivalent to the requirement that with
respect to μ+ the probability that the points (0,0) and (n, 0) are surrounded by a same
contour decays exponentially with n.

For each dimension d^.2 there exists a finite β'd (for instance β'2 = log 3) such that
if β > β'd, then a Peierls type of estimate can be used (for details see [7] or [12]) to
show that the probability of the occurrence of a contour of cardinality / surrounding
a fixed point decreases exponentially with /. It follows that for β > β'd (1.2) holds. (See
also Remark 2 at the end of this introduction.)

Our main result is

Theorem 1. If (1.2) holds, then (1.1) holds for any —m* < b < m*, —l^a<b.
We will prove also a partial converse to Theorem 1. Let

Tn = {xeZd:0 ^ xf ^ n, i = 1,..., d - 1, xd = 0}eΩ.

Then it is easy to prove that
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Proposition 2.

l imn- d + 1 logμ + (CΓn) = supn- | l + 1log/i + (CT n):= -Δβtd=-Δ.
n n

It is clear that if (1.2) holds then A > 0. We will prove that

Theorem 2. If Δ = 0 then for any — 1 ̂  a < — m*, — m* <b <m* and any ε > 0,
pΛ(a9 b) ̂  e~εm for A large enough.

This is only a partial converse to Theorem 1 because a and b are more restricted
( — m* must belong to (a9b)) and because (1.2) must fail for the particular regions Tn.
lnd = 2 this second restriction is not important since in this case (1.2) and A > 0 are
clearly equivalent. (But see Remark 2 below.)

Before proving Theorem 2 in Sect. 3 we will obtain many properties oϊΔ and an
alternative definition of this quantity for d = 2 which relates it in a closer form to the
correlation length defined in percolation theory [1,13].

Theorems 1 and 2 relate percolation problems for μ+ (see Sect. 3) to other
properties of this measure. For more on this approach the reader is referred to
[3,8,15].

On the way to proving Theorem 1 we will prove a result which is interesting on
its own right. Let {ηx,xeZd~1} be defined by

nx = σ(x1,x2,..,x d_1,0)

i.e., ηx are the spins on a d — 1 dimensional "cross section" of Zd. Remember the
definition of Tn and set

Xa = XJtσ) = MτSσ) = n-i+ί £ ηx.

ι = l,...,d-l

Lemma 1. If {1.2) holds and m < m*, then there exist A, c> 0 such that

μ+ {σ:Xn(σ) ^m}^A exp ( - cnd"ι).

Once Lemma 1 is proven it is very easy to finish the proof of Theorem 1 (see the
end of Sect. 2).

Combining Lemma 1 with results in [10] leads to a stronger result for the
random field {ηi:ieZd~1}, which is proven in Sect. 4:

Theorem 3. //'(1.2) holds, then there exists a convex function θ\\_— 1,1] -• [0, oo) such
that θ(x) = 0 if and only if x = rn* and

{σ:Xn(σ)E[a,bl}^- inf θ(x) (1.3)

for any — l ^ a < b ^ l .

This behavior contrasts with the large deviations for MΛ, where the function φ( )
is 0 on [—m*,m*].

In Sect. 5 we consider Gibbs measures on finite regions with boundary
conditions. Let μΛ+ and μΛ0 be respectively the Gibbs measures on {- 1,1}Λ when
the boundary condition is + or free [7]. Define

pΛ+(a, b) = μΛ+ {σ:MΛ(σ)e[a, ft] },

and analogously for pΛ0(; ).
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It is easy to see that Theorem 1 holds with pΛ+{ , ) in the place of pΛ( ,•) (the
lower bound can be prove in the same way and the upper bound follows from that
for pΛ(v) by FKG).

In two dimensions at large β we obtain a similar result for free boundary
conditions:

Theorem 4. For d — 2, β > log 3 and any — m* < a <b < m* there exist positive
constants Au A2, cu c2 such that

Aγe~^A^pm{a,b)^A2e-c^Ay (1.4)

The analogue of (1.4) is clearly not true for all boundary conditions. For instance
if the spins outside A are positive on the upper half plane and negative otherwise,
then M Λ concentrates around 1/2.

Inequality (1.4) appeared as a conjecture, for a more general class of systems, in
[4]. For d ^ 3 it is not clear for us whether (1.4) holds even when (1.1) does. The
approach that we will use to prove Theorem 4 fails for d^3, but can be used to
prove a weaker statement in this case. We discuss this point at the end of Sect. 4.

Remark 1. Two basic questions that we leave open are
a) Is (1.1) true in any dimension for any β > βcΊ For d ^ 3 the present approach is

not likely to work with this generality because for β slightly greater then βc, (1.2)
probably fails. In fact one expects that in this regime there is percolation of — spins
in the + phase μ+.

b) Can (1.1) be sharpened by proving that in fact |δΛ | " 1 logpΛ(α, b) converges
for every a and bΊ If this is the case, is the limit related to other quantities of physical
interest like surface tension?

Remark 2. After this paper was finished, J. T. Chayes, L. Chayes and the author
proved that (1.2) holds for d = 2 for any β > βc; therefore (1.1) follows in this case with
this generality. Moreover ind = 2 (1.4) holds for any β > βc. These results will be the
subject of a future publication.

Remark 3. When this paper was finished, we learned also that J. Bricmont and S.
Olla proved (1.1) for any d^2 for large enough β. They obtained their results
independently of ours and at about the same time, using a completely different
technique. Comparing the two approaches we can say that ours has the advantage
that it permitted us to prove (1.1) in d = 2 up to βc (see Remark 2 above). But on the
other hand our method does not give the sharper result mentioned in part b of
Remark 1, while there is hope that their approach can be improved to give this
result.

2. Main Result

Warning. Throughout this paper A and c will represent positive constants, but their
values may change from expression to expression.

Proof of Proposition 1. Let δ be such that

- δm* + (1 - δ)m* = (a + b)/2
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and /„ be the integer part of nδ. Remember that

A = Λn = {xeZd: 1 ̂  xt ^ n, i = 1,..., d},

and define

A~ = {xeAn:x1 ^ /„}, Λ + = {xeAn:x1 > /„}.

Consider the event

En={σ:σx=-1

Then for any Gibbs measure μ,

where

But

Therefore we will be done once we prove that the second factor above goes to 1 as
|/i|-»oo.

Set Γ = An\8A ~. By the Markov property of μ+, conditioning on En, the spins
inside Γ only "see" the—boundary condition at dΛ~. Therefore for any ε>0,

μ + ({σ:MΓ(σ)e(- m* - ε, - m* + ε)} |£π)

= μ r_({σ:M r(σ)G(-m*-β,-m* + ε)}|£J.

By FKG

μΓ_({σ:MΓ(σ) ^ - m* + ε}) ^ μ_({σ:MΓ(σ) ^ - m* + ε}).

But the right hand side of this inequality vanishes as n -• oo by the ergodicity of
μ_. It is also known (by the methods in [9], or Theorem 5.2 in [14]) that

(dΓ)-1 logμΓ_({σ:MΓ(σ) ^ - m* - ε}) -^ - φ ( - m* - ε),

as n-> oo. Since the free energy φ(m) is strictly positive for m < m*, it follows that

Putting the facts above together we have

μ + ({σ:M r(σ)G(-m*-ε ?-m* +

Analogously, setting Γ = A^\dΛ^, one can prove

To finish the proof it is enough to choose ε = (b — α)/4. Π
Observe that the proof above applies to any Gibbs measure, even when

boundary conditions outside A are fixed.
One of the basic ingredients in the proof of Lemma 1 is a mixing property of the

random field (ηi\ieZd~1). This property will be stated and proved in Lemma 2 below.
Theorem 3 in [12] states an even stronger mixing condition, but there is a mistake in
its proof (the next to last phrase on p. 81 of that paper contains a wrong statement).
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Moreover the mixing condition stated there cannot be true (see for instance
Proposition 2 of [15]). Nevertheless we used many of Martin Lof's ideas in that
paper to prove our Lemma 2.

Next we will prove Lemma 1 in the case d = 2. The case of larger dimension does
not present greater conceptual difficulties, but the notation and details would
obscure the argumentation. We will make some remarks about the modifications in
the proof for d > 2 after proving Lemma 2.

Proof of Lemma 1. Set ε = m* — m. By the ergodicity of μ+ it is possible to choose
an Le N such that

μ+{σ:XL(σ) ^ m* - ε/3} ^ 3 ~3/ε/2.

For JVe{l,2,...} to be chosen later, define the regions

Rt = {xeZ2:1 g Xί - (i - ί)NL ^L,x2 = 0},

SJ=\JR,
i=l

Consider the random variables

Ί if MRi(σ)>m*-ε/3,
ζ. = •

1 10 otherwise

i
ι = l

By Lemma 2 below and our choice of L it is possible to choose N large enough so

t h a t f o r a n y k a n d i1<i2< •-• < ik,

Then

μ+(Ct1 = "' = ζik = 0)^~3lT (2.1)

On the other hand, by translation in variance, for n = NLj, je{l 5 2,...},

μ+ {σ:Xn(σ) g m* - ε} ^ Nμ+ {σ:MSj(σ) ^ m* - ε}

SNμ+{σ:Yj^l-ε/3}. (2.2)

Where we used the fact that on {σ: Yj > 1 — ε/3},

MSj(σ) ^ (1 - ε/3)(m* - ε/3) - ε/3 > m* - ε.

But Yj^l— ε/3 implies that for at least [jε/3] different values of ze{l,... J}9 ζt = 0.
Since there are not more than 2j ways of choosing [ jεβ~\ out of j , it follows from (2.1)
that

μ+ {σ:Yj £ 1 - ε/3} g 2 ^ ( 3 " 3 / ε p / 3 ] g 33/e-(2/3)J" = Ae~cn

for some positive A and c. Together with (2.2) this finishes the proof when n is a
multiple of NL. The extension for all n is routine. •

Remember that an event E is called positive (respectively negative) if its indicator
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function is a coordinatewise increasing (respectively decreasing) function of the
configurations.

Lemma 2. Let Rt and Sj be as in the proof of Lemma 1. Assume that (1.2) holds. Then,
for fixed L, given ε > 0 it is possible to find N such that

for any pair of negative events E and F which depend respectively on {σx:xεSj} and
{σx:xeRj+1} for some j .

Proof. Set

E = {σ:σx = -IVxeSj}.

By the FKG inequality,

(2.3)

Let Gj(x) be the event that every Rh i=l,...,j, is surrounded by a contour and the
innermost such collection of contours also surrounds the point xeRj+1. Decompose
Gj(x) i n t o t h e event s (k=ί,...J)

Gjtk(x) = {Gj(x) occurs and the contour that surrounds x
surrounds also Rk but does not surround any Rt with
1 g i < k}.

Write also

Hr,s = {σ:σx = - 1 Vxei^, r g i ̂  s}.
Now

μΛGjAm^^f^-^. (2.4)

By the FKG inequality

^-J (2.5)

where α was defined in the proof of Proposition 1. On the other hand, if γ is a dual
circuit which surrounds Rk and x and does not surround Rt for 1 g i < k,

μ+({y is the innermost contour which surrounds Rk}nHkJnHltk^.ί)

Sμ+({y is a positive contour} nH ί fc_1)

= μ + ({y is a positive contour})-μ + (Hltk-1\{y is a positive contour})

Sμ + ({y is a positive contour}) μ + (//1 ) fe-i)

In the last inequality we used the fact that y does not surround Rhi=l,...,k—l;
therefore by the Markov property of μ+ and by FKG this inequality follows.
Summing over y gives

μ+(GM(x)nHuk-1nHkJ)

^ μ + ({There is a contour which surrounds Rk and x})-μ + (Hίik-ί). (2.6)
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From (2.4), (2.5), (2.6), and (1.2),

= A exp [ ( - dV - log ot)L(j -k+ 1)].
Hence

j Σ M ^ £ Λexp[(-cJV-logα)Lr].
fc=l r = 1

From these inequalities it is clear that there exists No such that iΐ N > No then

ε/L. (2.7)

Set

Gj=

xeR

j+ι

Then by (2.7), for N>N0

μ + (Gj\E)^ε. (2.8)

Now

(2.9)

But on En(Gj)c, Rj+1 is isolated from 57 by positive contours μ+ a.s. Therefore by
the Markov and FKG properties

So, by (2.8) and (2.9)

and using (2.3) the proof is complete. •
In d > 2 one can prove Lemma 1 in an analogous way using the following

definitions of R( and Sj9 i, jeNd~ι:

R. = {XEZdύ ^xr- (ίr - \)NL g L, r = 1,..., d - 1; xd = 0},

Sj= U Rf

r = l , . . . , < / - l

Lemma 2 can then be stated with E depending on {σx:xeSj\Ri} for some j and i and
F depending on {σx:xeRi}. Note that when one proves the analogue of (2.7) then,
there is an extra polynomial (and therefore harmless) factor in r, due to the number
of sets Rk which are at a distance r from Rt.

Proof of Theorem 1. By Lemma 1 and translation invariance

^ + ( U I™'1 Σ <W...*o^

if b < m*. Combining this with Proposition 1 completes the proof. •
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3. Partial Converse

Proof of Proposition 2. This proof is an example of a well known argument [1,13];
for d = 2 it goes as follows. Define the event

C(n,m) = {{xeZ2\n ^x1^m,x2 = 0} is surrounded by a contour}.

Now realize that C(n,m) are negative events [1,6] since the substitution of some
spins + by — spins will not permit us to remove all the contours that surround
C(n,m). Since μ+ satisfies the FKG inequalities and is invariant under translations

,n + m)) = μ+(C(0,n)nC(n,n + m)) ̂  μ+(C(0, w)) μ + (C(n,n + m))

from which Proposition 2 follows by superadditivity.
The proof is similar in higher dimensions (see Lemma A2.4 in [9]) or the proof of

part (a) of Theorem 1 in [10]). •
Before proving Theorem 2 we need more properties of Δ. First some definitions.

We will say that a set S a Zd surrounds a set R c Zd if there is only a finite number
(possible zero) of sites xeZd such that there is a chain which does not intercept S and
has x and a point in R as terminal.

Consider the events

D™ = {There is S c {xeZd\\xd\ ^ h} which surrounds Tn

and such that σx = — 1 for every xeR}.

Then, for fixed n, D^ is an increasing sequence which converges to D^oo) = CTn.
Another basic property of D^] is that for each h and n they are negative events.

Proposition 3.

a) hmn-d'1logμ+(DΪ)) = supn-d + 1logμ+(DΪ)):= -Δh,
n n

b) lim Δh = Δ.

Proof. The proof of (a) is analogous to that of Proposition 2. The proof of (b) is the
same argument used to prove a similar statement about self avoiding random walks
in [1]. It is clear that Δh decreases with h and Δh^Δ. On the other hand by
Proposition 1 and part (a) above, for any ε > 0 there exists an n such that

exp(-nd-1{Δ + ε))^μ + (CTn)= lim μ + (D<Λ)) g lim exp(-n d ~M Λ ) .
h~* oo h~* oo

Therefore Δ + ε ^ lim Δh.
h-+oo LJ

One can prove (see [12] and the proof of Lemma 2) that if Δ > 0, μ+ has
exponentially decaying correlations. The quantity Δ ~ * is a kind of "correlation
surface" (correlation length in d = 2 [1,13]). In d = 2, zl can be defined by the same
type of events used to define correlation length for independent subcritical
percolation [1,13]. For this purpose say that two sites are (*) neighbors if they are
neighbors or are such that both their coordinates differ by one unit. Define (*) chain
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as was done for chain. Set

Dn = {There is a (*) chain R such that (0,0) and («,0) are
their terminal points and σn = — 1 for every xeR}.

Then the relation

limn~1logμ + φn) = - Δ,
n

can be easily proven using Proposition 3.

Proof of Theorem 2. Set

Λn(h) = {xεZd:h ^xi^n-h,i=l,...,d}.

As Δ = 0, it follows from Proposition 3 that given ε > 0 it is possible to choose h such
that

By FKG, translation in variance and right-angle rotation invariance of μ +, it follows

that if

En = {there is R a Zd\Λ(h) which surrounds Λn(h) and σx = — 1 for every xeR},

then

Now the same argument used in Proposition 1, based on the Markov property
of μ + , shows that

pΛ(a,b) ^ (l/2)exp(- en*'1/!) > e x p ( - e ^ " 1 )

for n large; finishing the proof. Π

4. Cross Sections

Proof of Theorem 3. Since the random field (ηi:ίeZd~1) satisfies the FKG relations,
we can apply Theorem 1 in [10], i.e., there exists a convex function 0:[— 1, + 1]
-> [0, oo) such that (1.3) is satisfied for any — l ^a<b^l such that

max{θ(α), θ(b)}>0.

Therefore we have to show that θ(m) = 0 only if m = m*. This follows from Lemma 1
and the similar fact that for any m>m* there exist A, c>0 such that

μ+ {σ:Xn(σ) ^m}^A exp ( - cnd~x).

One way to prove this result is analogous to the proof of Lemma 1 (Lemma 2 with E
and F positive follows from Theorem 1 in [12]. This theorem was stated there for
β > β'd, but it is clear from its proof that it holds whenever (1.2) is satisfied.) Readers
which are familiar with interacting particle systems [11] can see also that the
methods used to prove Theorem 2 in [10] imply this result since there are stochastic
Ising models (Glauber dynamics) corresponding to the interactions we are
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considering which are translation invariant attractive spin systems (see Chap. 4 of

[11]). •

5. Free Boundary Conditions

Proof of Theorem 4. The proof of Proposition 1 applies independently of boundary
conditions and gives the lower bound. We prove now the upper bound.

For each Λn9 let Γn(δ) be another square with the same center and with side
[(1 — 2δ)ή]. Choose α'e( —ra*, a) and b'e{b, m*). Clearly it is possible to find a δ now
such that for n large enough

pΛ0(a,b)^μΛn0(Qn), (5.1)
where

For each choice of sign we define the events

W* = {There is a connected set R contained in Λn\Γn(δ) which intercepts
dΛn and surrounds Γn(δ) and σx = + 1 for all xeR},

Clearly

μΛno(Qn) S μΛno(Qn\ W:) + μΛn0(Qn\ W-) + μΛn0((Wnn (5.2)

By FKG and the Markov property,

μΛno{Qn\W:)ύμAAQn\^:)^μΛQn\ (5.3a)

Analogously

μΛno(Qn\W-)^μ-(Q:) (5.3b)

The result will now follow from (5.1), (5.2), (5.3) and Theorem 1, once we prove that
for some positive Λ, c,

)ύAe-c\ (5.4)

This can be proven by the same arguments used in [12] to prove his Lemma 2. First
realize that if Wn does not occur, then there is a contour which starts at dλn (more
precisely between two points of dΛn), reaches Γn(δ) and eventually returns to dΛn. By
a Peierls type of estimate, the probability of each such contour y is bounded
above by 2e~m. (For details of this type of estimate see the proof of Lemma 1 in [22].
The factor 2 appears because with free boundary conditions there are two spin
configurations for each configuration of contours.) Since the number of contours of
length / starting at a given point is not larger than 3ι and the number of starting
points for the contour is \dΛn\ = An, one gets

n (-β- log 3)δn).

From which (5.4) follows. •
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The approach used to prove Theorem 4 for d = 2 does not work for d ^ 3 for the
following reason. With analogous definitions of Γn(δ) and Wn, it is clear that (Wn)

c

occurs if there are two chains, one of + spins and one of — spins, each one
connecting dΛn to dΓn(δ). Therefore

where α was defined in the proof of Proposition 1. Hence, for every δ > 0, μΛn0{{Wn)
c)

does not decay exponentially with \dΛn\. Nevertheless, the same method used to
prove (5.4) above can be used to prove that in any dimension μΛn<d{{Wn)

c) does decay
exponentially with n, provided that β > β'd. It follows then, under this condition, that
for — m* < a < b < m* there are A, c> 0 such that
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Notes added in proof

1) Recently M. Aizenman, J. Bricmont, and J. Lebowitz proved that in large dimensions — spins do

percolate in the + phase for certain values of β.

2) The results mentioned in Remark 2 will appear in: J. T. Chayes, L. Chayes, R. H. Schonmann:

Exponential Decay of Connectivities in the Two-Dimensional Ising Model. To appear in the Journal

of Statistical Physics.




