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#### Abstract

We establish the existence and partial regularity for solutions of some boundary-value problems for the static theory of liquid crystals. Some related problems involving magnetic or electric fields are also discussed.


## Introduction

The equilibrium configuration of a liquid crystal may be described in terms of its optical axis, a unit vector field $n$ defined on the region $\Omega$ in $\mathbb{R}^{3}$ occupied by the material (see [E]). For a nematic liquid crystal, the Oseen-Frank free energy density $W$ is given by

$$
\begin{align*}
2 W(\nabla n, n)= & \kappa_{1}(\operatorname{div} n)^{2}+\kappa_{2}(n \cdot \operatorname{curl} n)^{2}+\kappa_{3}|n \times \operatorname{curl} n|^{2} \\
& +\left(\kappa_{2}+\kappa_{4}\right)\left[\operatorname{tr}(\nabla n)^{2}-(\operatorname{div} n)^{2}\right], \tag{0.1}
\end{align*}
$$

where the constants $\kappa_{1}, \kappa_{2}, \kappa_{3}$, and $\kappa_{4}$ are generally assumed to satisfy

$$
\kappa_{1}>0, \quad \kappa_{2}>0, \quad \kappa_{3}>0, \quad \kappa_{2} \geqq\left|\kappa_{4}\right|, \quad \text { and } \quad 2 \kappa_{1} \geqq \kappa_{2}+\kappa_{4} .
$$

(Here we will assume only that $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ are positive.)
The principal questions we shall discuss are the existence and partial regularity of a vectorfield $n$ with the property that

$$
\begin{equation*}
\mathscr{W}(n)=\inf \mathscr{W}(u), \quad \text { where } \quad \mathscr{W}(u)=\int_{\Omega} W(\nabla u, u) d x \tag{0.2}
\end{equation*}
$$

and where the infimum is taken over all $u: \Omega \rightarrow \mathbb{S}^{2}$ having prescribed boundary values $n_{0}$ on $\partial \Omega$.

The existence of a minimizer $n \in H^{1}\left(\Omega, \mathbb{S}^{2}\right)$ by direct methods is presented in Sect. 1. The first ingredient of the proof is to establish that the class of competing functions is nonempty. The second involves certain coerciveness estimates for the functional $\mathscr{W}$. Of relevance here is the observation by C . Oseen, and later independently by J. L. Ericksen, that the last term in $\mathscr{W}$ is a surface energy in the

[^0]sense that it depends only on the restriction of $n$ and its tangential gradient to the boundary $\partial \Omega$. In Sect. 5 , additional terms are added to $\mathscr{W}$ which allow, in particular, treatment of cholesteric liquid crystals and applied magnetic fields.

The partial regularity result we prove in Sect. 2 is that a minimizer $n$ of $\mathscr{W}$ is real analytic on $\Omega \sim Z$ for some relatively closed subset $Z$ of one dimensional Hausdorff measure zero. Recent work [HKL], involving a reverse Hölder inequality, shows that $Z$ may be chosen to have Hausdorff dimension strictly less than one. In general, continuity of $n$ on all of $\bar{\Omega}$ may be impeded by topological considerations; as for example, if $\Omega$ is the unit ball $\mathbb{B}$ and $n_{0}$ has nonzero degree as a mapping from $\partial \mathbb{B}=\mathbb{S}^{2}$ to $\mathbb{S}^{2}$. In the present paper, the set $Z$ is defined as the set of points $a$ in $\bar{\Omega}$ for which the normalized Dirichlet integral on the ball $\mathbb{B}_{r}(a)$,

$$
\begin{equation*}
r^{-1} \int_{\Omega \cap \mathbb{B}_{r}(a)}|\nabla u|^{2} d x \tag{0.3}
\end{equation*}
$$

fails to approach zero as $r \rightarrow 0$. Our main work involves establishing that, near points $a \in \Omega \sim Z$, this normalized integral decays like a positive power of $r$, as $r \rightarrow 0$. Local Hölder continuity of $n$ on $\Omega \sim Z$ then follows by Morrey's lemma, and the higher regularity is established in 2.6 .

A few words about the proof of Hölder continuity may be appropriate. In 2.3, an integral estimate is used to reduce the question of energy decay to estimating a normalized $L^{2}$ norm, a quantity more readily controlled under the "blowing-up" process. An analogous inequality was employed similarly for excess decay in [HL]. A suitable integral estimate may be obtained from a construction of R. Schoen and K. Uhlenbeck, [SU, 4.3]. However, here for completeness and the reader's convenience, we give a short proof of a slightly stronger estimate taken from [ $H L_{3}$ ].

It is interesting to note that, in our proof by contradiction of energy decay, the constraint $|n|=1$ implies that the image of any blow-up limit function $v$ lies in a two dimensional plane. (This observation and the use of 2.3 seem to simplify somewhat the regularity theory of harmonic maps as well [ $\left.\mathrm{SU}, \mathrm{SU}_{2}, \mathrm{GG}\right]$.) Moreover, this $v$ satisfies an elliptic system with constant coefficients, even though, unlike the situation with harmonic maps, the original minimizing problem is not necessarily elliptic.

In the presence of an electric field, one generally accounts for the effect of polarization, unlike the common assumption with magnetic fields. As a consequence, the electrostatic energy depends on an unknown electric field potential which competes with the bulk energy $\mathscr{W}$. In Sect. 4 we show, in a typical problem, how one obtains not only the optical axis $n$ but also the electric field potential.

In all of these problems, the set $Z$ defined above will be a compact subset of $\bar{\Omega}$ having one dimensional measure zero. The solution is regular on $\Omega \sim Z$, and, indeed, on $\bar{\Omega} \sim Z$ when given smooth boundary data (Sect. 5). For minimizing harmonic maps from $\Omega$ to $\mathbb{S}^{2}$ (the special case $\kappa_{1}=\kappa_{2}=\kappa_{3}, \kappa_{4}=0$ ) the work of R. Schoen and K. Uhlenbeck ( $\left[\mathrm{SU}, \mathrm{SU}_{2}\right]$ ), using the monotonicity in $r$ of the normalized Dirichlet integral (0.3), shows that $Z$ is just a finite subset of $\Omega$. Moreover, here the asymptotic behavior of a minimizer near a point of $Z$ is describable [GW] by the work of [Si] and the elementary classification of harmonic maps from $\mathbb{S}^{2}$ to $\mathbb{S}^{2}$. However the precise nature of $Z$ is not well understood. Brézis, Coron, and Lieb [BCL, B] have begun a study of questions related to point defects
and the stratification of their levels. For the liquid crystal problem, E. MacMillan obtained an existence result in [Ma] by assuming the $\kappa_{i}$ satisfy certain inequalities to guarantee coercitivity of $\mathscr{W}$. He also treated regularity of planar solutions.

The study of stationary, not necessarily minimizing, harmonic maps is quite challenging. For two dimensional domains, R. Schoen [S] has shown the complete regularity of stationary points while Brézis and Coron [BC] have established the existence of "large" solutions. For higher dimensions, G. Liao [L] has shown the removability of an isolated singularity of a small energy stationary harmonic map.

Our partial regularity results for minimizers carry over to higher dimensions (where $\mathscr{H}^{\mathrm{dim} \Omega^{-2}}(Z)=0$ ) for mappings between manifolds which minimize, e.g., the elliptic integrands treated in [GG]. This topic is not pursued here.

## 1. An Existence Theory

To simplify technical aspects of our presentation we shall assume some smoothness of the domain and the boundary data. Henceforth, let $\Omega$ be a bounded region in $\mathbb{R}^{3}$ with smooth boundary $\partial \Omega$ and outward unit normal $v$. To demonstrate the existence of a solution by direct methods, we are obliged to show that the OseenFrank energy functional (0.1), (0.2) has some lower semi-continuity and coerciveness properties.

To begin, we consider, in $H^{1}\left(\Omega, \mathbb{R}^{3}\right)$, the closed subset

$$
H^{1}\left(\Omega, \mathbb{S}^{2}\right)=\left\{u \in H^{1}\left(\Omega, \mathbb{R}^{3}\right):|u|=1 \text { almost everywhere in } \Omega\right\} .
$$

Note, in particular, that the fuction $x /|x|$ belongs to $H^{1}\left(\Omega, \mathbb{S}^{2}\right)$. This example may be used to illustrate how $H^{1}\left(\Omega, \mathbb{S}^{2}\right)$ may be larger than the $H^{1}$ closure of smooth functions mapping $\Omega$ into $\mathbb{S}^{2}$ [SU 2, p. 267].
1.1. Lemma. If $n_{0}: \partial \Omega \rightarrow \mathbb{S}^{2}$ is Lipschitz, then the family

$$
\mathscr{A}\left(n_{0}\right)=\left\{u \in H^{1}\left(\Omega, \mathbb{S}^{2}\right): n_{0}=\text { trace of } u \text { on } \partial \Omega\right\}
$$

is nonempty.
Proof. If $\bar{\Omega}$ has any handles, then we can choose a smooth embedded closed disk $B \subset \bar{\Omega}$ so that $B \cap \partial \Omega=\partial B, B$ is orthogonal to $\partial \Omega$, and $B$ crosses transversely at one point some generator of $\Pi_{1}(\Omega)$. Using two distinct copies $B_{-}$and $B_{+}$of $B$, we may form a new Lipschitz 3 manifold with boundary, $(\Omega \sim B) \cup B_{-} \cup B_{+}$, which has one less handle than $\bar{\Omega}$. Since $n_{0} \mid \partial B$ is nul-homotopic in $\mathbb{S}^{2}$ we may extend $n_{0}$ to $B_{-}$and $B_{+}$. Continuing, we eventually reduce to the case where $\bar{\Omega}$ is bilipschitz homeomorphic to a closed ball. Then an elementary calculation shows that homogeneous degree 0 extension gives the desired finite energy extension.

This is only a special case of a general result of B. White [W] on the existence of finite energy extensions. Moreover $\mathscr{A}\left(n_{0}\right)$ is nonempty even for $n_{0} \in H^{1 / 2}\left(\partial \Omega, \mathbb{S}^{2}\right)$ by [ $\mathrm{HL}_{3}$ ]. It is also interesting that the strong $H^{1}$ closure of the continuous functions in $\mathscr{A}\left(n_{0}\right)$ may be strictly smaller than $\mathscr{A}\left(n_{0}\right)$ even when $n_{0}$ has degree $0\left[\mathrm{HL}_{2}\right]$.

In most discussions of the liquid crystal equations, the last term in W is set to zero, namely $\kappa_{4}=-\kappa_{2}$. This is because it is (in a formal sense) a divergence,

$$
\operatorname{tr}(\nabla u)^{2}-(\operatorname{div} u)^{2}=\operatorname{div}[(\nabla u) u-(\operatorname{div} u) u],
$$

and thus does not contribute to the equilibrium equations. It is sometimes called a surface energy. As Oseen, and independently, Ericksen [E, p. 238], cf. also [ $E_{2}$ ], have observed, it is a surface energy in the strictest sense, for the expression $[(\nabla u) u-(\operatorname{div} u) u] \cdot v$ depends only on $u \mid \partial \Omega$ and its tangential derivatives.
1.2. Lemma. For any Lipschitz function $n_{0}: \partial \Omega \rightarrow \mathbb{S}^{2}$, there is a number $\mathscr{S}\left(n_{0}\right)$ such that

$$
\mathscr{S}\left(n_{0}\right)=\frac{1}{2} \int_{\Omega}\left[\operatorname{tr}(\nabla u)^{2}-(\operatorname{div} u)^{2}\right] d x \quad \text { for all } u \in \mathscr{A}\left(n_{0}\right)
$$

Proof. First suppose $u \in \mathscr{A}\left(n_{0}\right) \cap \mathscr{C}^{1}(\bar{\Omega})$. On $\partial \Omega$ we define

$$
\nabla_{\tan } u=\nabla u-(\nabla u) v \otimes v
$$

and easily verify that $\nabla_{\tan } u$ depends only on $n_{0}$. Noting that, on $\partial \Omega$,

$$
\begin{aligned}
& {[(\nabla u) u-(\operatorname{div} u) u] \cdot v-\left[\left(\nabla_{\tan } u\right) u-\operatorname{tr}\left(\nabla_{\tan } u\right) u\right] \cdot v=[(\nabla u)(v \otimes v) u-\operatorname{tr}(\nabla u v \otimes v) u] \cdot v} \\
& \quad=\Sigma_{i, j, k} u_{x_{j}}^{i}\left(v^{j} v^{k}\right) u^{k} v^{i}-u_{x_{j}}^{i}\left(v^{j} v^{i}\right) u^{k} v^{k}=0
\end{aligned}
$$

we deduce from the divergence theorem that

$$
2 \mathscr{S}\left(n_{0}\right)=\int_{\partial \Omega}[(\nabla u) u-(\operatorname{div} u) u] \cdot v d \mathscr{H}^{2}=\int_{\partial \Omega}\left[\left(\nabla_{\tan } u\right) u-\operatorname{tr}\left(\nabla_{\tan } u\right) u\right] \cdot v d \mathscr{H}^{2},
$$

which depends only on $\left.u\right|_{\partial \Omega}=n_{0}$.
For an arbitrary $u \in \mathscr{A}\left(n_{0}\right)$, one may check by the standard device of straightening $\partial \Omega$ locally and applying Fourier transforms, that the latter expression for $\mathscr{S}\left(n_{0}\right)$ is well-defined and depends only on $n_{0}$.

For a given choice of positive constants $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$, let

$$
\alpha=\min \left\{\kappa_{1}, \kappa_{2}, \kappa_{3}\right\}, \quad \beta=3\left(\kappa_{1}+\kappa_{2}+\kappa_{3}\right), \text { and } \tilde{\mathscr{W}}(u)=\int_{\Omega} \tilde{W}(\nabla u, u) d x
$$

where

$$
\begin{aligned}
2 \tilde{W}(\nabla u, u)= & 2 W(\nabla u, u)+\left(\alpha-\kappa_{2}-\kappa_{4}\right)\left[\operatorname{tr}(\nabla u)^{2}-(\operatorname{div} u)^{2}\right] \\
= & \kappa_{1}(\operatorname{div} u)^{2}+\kappa_{2}(u \cdot \operatorname{curl} u)^{2}+\kappa_{3}|u \times \operatorname{curl} u|^{2} \\
& +\alpha\left[\operatorname{tr}(\nabla u)^{2}-(\operatorname{div} u)^{2}\right] \text { for } u \in H^{1}\left(\Omega, \mathbb{S}^{2}\right) .
\end{aligned}
$$

1.3. Corollary. For any Lipschitz function $n_{0}: \partial \Omega \rightarrow \mathbb{S}^{2}$ and $n \in \mathscr{A}\left(n_{0}\right)$, $n$ minimizes $\mathscr{W}$ in $\mathscr{A}\left(n_{0}\right)$ if and only if $n$ minimizes $\tilde{\mathscr{W}}$ in $\mathscr{A}\left(n_{0}\right)$.
Proof. For any $u \in \mathscr{A}\left(n_{0}\right)$, one sees from 1.2 that

$$
\begin{aligned}
\tilde{\mathscr{W}}(u)-\tilde{\mathscr{W}}(n) & =\mathscr{W}(u)+\left(\alpha-\kappa_{2}-\kappa_{4}\right) \mathscr{S}\left(n_{0}\right)-\left[\mathscr{W}(n)+\left(\alpha-\kappa_{2}-\kappa_{4}\right) \mathscr{S}\left(n_{0}\right)\right] \\
& =\mathscr{W}(u)-\mathscr{W}(n) .
\end{aligned}
$$

The following indicates the reason for the particular choice of the coefficient $\frac{1}{2}\left(\alpha-\kappa_{2}-\kappa_{4}\right)$ in the definition of $\tilde{W}$.
1.4. Lemma. $\frac{1}{2} \alpha|\nabla u|^{2} \leqq \tilde{W}(\nabla u, u) \leqq \beta|\nabla u|^{2}$ for $u \in H^{1}\left(\Omega, \mathbb{S}^{2}\right)$. Moreover, $\widetilde{\mathscr{W}}$ is lower semicontinuous with respect to weak convergence in $H^{1}\left(\Omega, \mathbb{S}^{2}\right)$.

Proof. For $u \in H^{1}\left(\Omega, \mathbb{S}^{2}\right)$, we have the identity $|\nabla u|^{2}=\operatorname{tr}(\nabla u)^{2}+\mid$ curl $\left.u\right|^{2}$. To verify this, note that for any square matrix $A,|A|^{2}=\operatorname{tr}\left(A A^{t}\right)=\operatorname{tr}\left(A^{2}\right)+\frac{1}{2}\left|A-A^{t}\right|^{2}$. By the above identity and the definitions of $\alpha$ and $\beta$,

$$
\begin{aligned}
\alpha|\nabla u|^{2} & \leqq 2 \tilde{W}(\nabla u, u) \\
& =\left(\kappa_{1}-\alpha\right)(\operatorname{div} u)^{2}+\kappa_{2}(u \cdot \operatorname{curl} u)^{2}+\kappa_{3}|u \times \operatorname{curl} u|^{2}+\alpha \operatorname{tr}(\nabla u)^{2} \\
& \leqq 2 \beta|\nabla u|^{2} .
\end{aligned}
$$

Letting $\gamma=\min \left\{\kappa_{2}, \kappa_{3}\right\}$, we may write

$$
\begin{aligned}
\tilde{W}(\nabla u, u)= & \frac{1}{2}\left(\kappa_{1}-\alpha\right)(\operatorname{div} u)^{2}+\frac{1}{2}(\gamma-\alpha)|\operatorname{curl} u|^{2}+\frac{1}{2}\left(\kappa_{2}-\gamma\right)(u \cdot \operatorname{curl} u)^{2} \\
& +\frac{1}{2}\left(\kappa_{3}-\gamma\right)|u \times \operatorname{curl} u|^{2}+\frac{1}{2} \alpha|\nabla u|^{2} \quad \text { for } u \in H^{1}\left(\Omega, \mathbb{S}^{2}\right) .
\end{aligned}
$$

Since each term has a non-negative coefficient, the lower semicontinuity of $\tilde{\mathscr{W}}$ on $\mathscr{A}\left(n_{0}\right)$ follows from the strong convergence in $L^{2}$ of any weakly convergent sequence in $H^{1}$.
1.5. Theorem. For any Lipschitz function $n_{0}: \partial \Omega \rightarrow \mathbb{S}^{2}$, there exists an $n \in \mathscr{A}\left(n_{0}\right)$ such that $\mathscr{W}(n)=\inf \mathscr{W}(u)$.

$$
u \in \mathscr{A}\left(n_{0}\right)
$$

Proof. Let $n_{k}$ be a minimizing sequence in $\mathscr{A}\left(n_{0}\right)$ for the functional $\tilde{\mathscr{W}}$ defined above. By 1.4, this sequence has bounded $H^{1}$ norm and so possesses a subsequence, weakly convergent to a limit $n \in H^{1}\left(\Omega, \mathbb{R}^{3}\right)$. From the strong convergence in $L^{2}$ and $H^{1}$ trace theory, $n \in \mathscr{A}\left(n_{0}\right)$. Finally by the lower semicontinuity $1.4, \tilde{\mathscr{W}}(n)=\inf _{u \in \mathscr{Q}\left(n_{0}\right)} \tilde{\mathscr{W}}(u)$, and the theorem follows from 1.3.

A cholesteric liquid crystal [E, p. 246] has an energy density of the form

$$
\begin{aligned}
2 W_{\text {cholesteric }}(\nabla n, n)= & \kappa_{1}(\operatorname{div} n)_{2}+\kappa_{2}[(n \cdot \operatorname{curl} n)+\tau]^{2}+\kappa_{3}|n \times \operatorname{curl} n|^{2} \\
& +\left(\kappa_{2}+\kappa_{4}\right)\left[\operatorname{tr}(\nabla n)^{2}-(\operatorname{div} n)^{2}\right] \\
= & 2 W(\nabla n, n)+2 \kappa_{2} \tau(n \cdot \operatorname{curl} n)+\kappa_{2} \tau^{2}
\end{aligned}
$$

for some real constant $\tau$. Unlike with nematic liquid crystals, a constant vector field is not a minimizer of the cholesteric free energy. When $\kappa_{2}+\kappa_{4}=0$, this role is played, for example, by a mapping of the form

$$
n(x)=\left(\cos \tau x_{3}, \sin \tau x_{3}, 0\right)
$$

For a given smooth divergence free vector field $H$, representing a magnetic field, the contribution to energy may be described by adding to $W$ or $W_{\text {cholesteric }}$ a term of the form

$$
F(\nabla u, u)=\sum_{j, k, l}\left[a_{j k l} l_{x_{k}}^{j} u^{l}+b_{j k} u^{j} u^{k}+c_{j} u^{j}\right]
$$

where $a_{j k l}, b_{j k}$, and $c_{j}$ are bounded (or sufficiently integrable) functions on $\Omega$. In general, let

$$
\mathscr{F}(u)=\int_{\Omega} F(\nabla u, u) d x \quad \text { for } u \in H^{1}\left(\Omega, \mathbb{S}^{2}\right)
$$

1.6. Theorem. For $F$ as above and $n_{0}: \partial \Omega \rightarrow \mathbb{S}^{2}$ Lipschitz, there exists an $n \in \mathscr{A}\left(n_{0}\right)$ such that $(\mathscr{W}+\mathscr{F})(n)=\inf (\mathscr{W}+\mathscr{F})(u)$.

Proof. The proof is virtually identical to the previous one. With $\tilde{\mathscr{W}}$ defined as before, note that

$$
\frac{1}{2} \alpha \int_{\Omega}|\nabla u|^{2} d x \leqq(\tilde{\mathscr{W}}+\mathscr{F})(u)+\int_{\Omega}|F(\nabla u, u)| d x .
$$

By Cauchy's inequality and the $L^{\infty}$ bound on $u$, a minimizing sequence for $\mathscr{W}+\mathscr{F}$ remains bounded in $H^{1}$. Moreover $\mathscr{F}$ is continuous under $H^{1}$ bounded weak convergence.

We complete this section with a discussion of the Euler-Lagrange equations satisfied by a stationary point of $\mathscr{W}$. These will be helpful in studying the blow-up limits of the next section.

Consider a stationary point $n$ of $\mathscr{W}$ in $\mathscr{A}\left(n_{0}\right)$,

$$
\delta \int_{\Omega} W(\nabla n, n) d x=0
$$

To simplify the explanation, we shall proceed formaly, introducing a multiplier $-\frac{1}{2} \lambda\left(|u|^{2}-1\right)$. Then,

$$
\delta \int_{\Omega}\left\{W(\nabla n, n)-\frac{1}{2} \lambda\left(|n|^{2}-1\right)\right\} d x=0
$$

for $n=n_{0}$ on $\partial \Omega$, but otherwise unconstrained, or

$$
[d / d t]_{t=0} \int_{\Omega}\left\{W(\nabla(n+t \zeta), n+t \zeta)-\frac{1}{2} \lambda\left(|n+t \zeta|^{2}-1\right)\right\} d x=0
$$

for $\zeta \in H_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}$. Thus

$$
\begin{equation*}
\int_{\Omega}\left\{W_{p}(\nabla n, n) \cdot \nabla \zeta+W_{u}(\nabla n, n) \cdot \zeta-\lambda n \cdot \zeta\right\} d x=0 \tag{1.1}
\end{equation*}
$$

where $\lambda$ is an unknown function. The (weak) equation

$$
-\operatorname{div}\left\{W_{p}(\nabla n, n)\right\}+W_{u}(\nabla n, n)=\lambda n \text { in } \Omega, \quad n=n_{0} \quad \text { on } \quad \partial \Omega,
$$

with the unknown multiplier $\lambda$ is useless to us as it stands. The multiplier may be found by choosing $\zeta=\eta n$ in (1.1) where $\eta$ is a smooth cut-off function. This gives that

$$
\int_{\Omega}\left\{\eta\left[W_{p}(\nabla n, n) \cdot \nabla n+W_{u}(\nabla n, n) \cdot n-\lambda\right]+W_{p}(\nabla n, n) \cdot n \otimes \nabla \eta\right\} d x=0 .
$$

We now write $W(\nabla n, n)=\frac{1}{2} \alpha|\nabla n|^{2}+V(\nabla n, n)$, where $\alpha=\min \left\{\kappa_{1}, \kappa_{2}, \kappa_{3}\right\}$, so $W_{p}(\nabla n, n)=\alpha \nabla n+V_{p}(\nabla n, n)$. Then, since $|n|=1$ and $n \nabla n=0$ a.e., we have that $n W_{p}(\nabla n, n)=n V_{p}(\nabla n, n)$, hence,

$$
W_{p}(\nabla n, n) \cdot n \otimes \nabla \eta=n W_{p}(\nabla n, n) \cdot \nabla \eta=n V_{p}(\nabla n, n) \cdot \nabla \eta
$$

Deleting now the arguments in the symbols $W_{p}(\nabla n, n), V_{p}(\nabla n, n), W_{u}(\nabla n, n)$, and integrating by parts, we find that (in a weak sense) $\lambda=-\operatorname{div}\left(n V_{p}\right)+W_{p} \cdot \nabla n+W_{u} \cdot n$, hence,

$$
-\operatorname{div} W_{p}+W_{u}=\left[-\operatorname{div}\left(n V_{p}\right)\right] n+\left(W_{p} \cdot \nabla n\right) n+\left(W_{u} \cdot n\right) n
$$

It is convenient to compare the first term on the right with $\operatorname{div}\left(n \otimes n V_{p}\right)$,

$$
\left[-\operatorname{div}\left(n V_{p}\right)\right] n=\operatorname{div}\left(n \otimes n V_{p}\right)-\nabla n\left(n V_{p}\right) .
$$

We finally arrive at the weak equation

$$
\begin{equation*}
-\operatorname{div}\left(W_{p}-n \otimes n V_{p}\right)+(0-n \otimes n) W_{u}-\nabla n\left(n V_{p}\right)-\left(W_{p} \cdot \nabla n\right) n=0 \text { in } \Omega . \tag{1.2}
\end{equation*}
$$

This system may be abbreviated by writing

$$
\begin{equation*}
-\operatorname{div}\left(W_{p}-n \otimes n V_{p}\right)+Y(\nabla n, n)=0 \text { in } \Omega \tag{1.3}
\end{equation*}
$$

where $|Y(p, u)| \leqq c|p|^{2}$.
For example, in the special case $W(\nabla u, u)=\frac{1}{2}|\nabla u|^{2}$, the equilibrium equation is

$$
\Delta u+|\nabla u|^{2} u=0 \text { in } \Omega .
$$

But in general, $\lambda$ involves the influence of second derivatives, and it is not clear that (1.2) is elliptic for every choice of the constants $\kappa_{i}$.

## 2. Partial Regularity of Minimizers

We first discuss scaling. For any $n$ that minimizes $\mathscr{W}$ in the class $\mathscr{A}\left(n_{0}\right)$ and any ball $\mathbb{B}_{R}(a) \subset \Omega$, the formula,

$$
n_{R, a}(x)=n(R x+a) \text { for } x \in \mathbb{B}=\mathbb{B}_{1}(0)
$$

defines a function in $H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$ which is $\mathscr{W}$ minimizing in $\mathbb{B}$ with respect to its trace on $\partial \mathbb{B}$. We shall study "small energy" minimizers of $\mathscr{W}$ in $H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$. For $u \in H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$ and $0<r<1$, we define the normalized Dirichlet energy in $\mathbb{B}_{r}=\mathbb{B}_{r}(0)$ by

$$
\mathbb{E}_{r}(u)=r^{-1} \int_{\mathbb{B}_{r}}|\nabla u|^{2} d x
$$

Note that

$$
\mathbb{E}_{r}\left(u_{R, a}\right)=(r R)^{-1} \int_{\mathbb{E}_{r R}(a)}|\nabla u|^{2} d x
$$

Our regularity theorem is based on the behavior of blow-up sequences, obtained through rotation and scaling, and a "hybrid" integral inequality involving the $L^{2}$ norms of a minimizer and its gradient.

First we describe a few properties of interest concerning blowing-up. For any sequence $u_{i} \in H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$, the associated normalized sequence

$$
v_{i}=\mathbb{E}_{1}\left(u_{i}\right)^{-1 / 2}\left(u_{i}-\bar{u}_{i}\right) \quad\left(\text { where } \bar{u}_{i}=f_{\mathbb{B}} u_{i} d x=|\mathbb{B}|^{-1} \int_{\mathbb{B}} u_{i} d x\right)
$$

satisfies $\left\|v_{i}\right\|_{H^{1}} \leqq 1+c_{\mathbb{B}}^{1 / 2}$. Here $c_{\mathbb{B}}$ is the best constant for the Poincaré inequality for $\mathbb{B}$,

$$
\int_{\mathbb{B}}|u-\bar{u}|^{2} d x \leqq c_{\mathbb{B}} \int_{\mathbb{B}}|\nabla u|^{2} d x \quad \text { for } u \in H^{1}\left(\mathbb{B}, \mathbb{R}^{3}\right) .
$$

A subsequence of $v_{i}$ converges weakly in $H^{1}(\mathbb{B})$, strongly in $L^{2}(\mathbb{B})$, and pointwise almost everywhere to a function in $H^{1}\left(\mathbb{B}, \mathbb{R}^{3}\right)$. We will say that a sequence $u_{i} \in H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$ is a special blow-up sequence if

$$
\begin{aligned}
& \bar{u}_{i}=\left(0,0, \lambda_{i}\right) \text { for some } \lambda_{i} \geqq 0, \text { and, as } i \rightarrow \infty, \\
& \varepsilon_{i}^{2}=\mathbb{E}_{1}\left(u_{i}\right) \rightarrow 0 \text { and } v_{i}=\varepsilon_{i}^{-1}\left(u_{i}-\bar{u}_{i}\right) \text { converges weakly in } H^{1}(\mathbb{B}) .
\end{aligned}
$$

Then $v=\lim _{i \rightarrow \infty} v_{i}$ is called the blow-up limit function for $u_{i}$.
2.1. Lemma (blow-up of constraint). The image of any blow-up limit function $v$ lies essentially in the $X-Y$ plane.
Proof. Note that,

$$
\left(1-\left|\bar{u}_{i}\right|\right)^{2}=\underset{\mathbb{B}}{ }\left(1-\left|\bar{u}_{i}\right|\right)^{2} d x \leqq f_{\mathbb{B}}\left|u_{i}-\bar{u}_{i}\right|^{2} d x \leqq c_{\mathbb{B}} \varepsilon_{i}^{2},
$$

by the Poincaré inequality. Thus, as $i \rightarrow \infty$,

$$
\left|1-\left|\bar{u}_{i}\right|\right| \leqq c_{\mathbb{B}}^{1 / 2} \varepsilon_{i} \rightarrow 0,
$$

and for a subsequence of $\{i\}$,

$$
\varepsilon_{i}^{-1}\left(1-\left|\bar{u}_{i}\right|\right) \rightarrow d \geqq 0 \quad \text { and } \quad \bar{u}_{i} \rightarrow \mathbf{e}=(0,0,1) .
$$

Observing that, almost everywhere,

$$
\begin{aligned}
& \left|v_{i}\right|^{2}+2 \varepsilon_{i}^{-1} v_{i} \cdot \bar{u}_{i}+\varepsilon_{i}^{-2}\left|\bar{u}_{i}\right|^{2}=\left|v_{i}+\varepsilon_{i}^{-1} \bar{u}_{i}\right|^{2}=\left|\varepsilon_{i}^{-1} u_{i}\right|^{2}=\varepsilon_{i}^{-2} \\
& \varepsilon_{i}\left|v_{i}\right|^{2}+2 v_{i} \cdot \bar{u}_{i}=\varepsilon_{i}^{-1}\left(1-\left|\bar{u}_{i}\right|^{2}\right)=\left(1+\left|\bar{u}_{i}\right|\right) \varepsilon_{i}^{-1}\left(1-\left|\bar{u}_{i}\right|\right)
\end{aligned}
$$

we pass to the limit as $i \rightarrow \infty$, strongly in $L^{1}$, to conclude that $0+2 v \cdot \mathbf{e}=2 d$ almost everywhere in $\mathbb{B}$.

Moreover, $d={\underset{\mathbb{B}}{ }} v \cdot \mathbf{e} d x=\lim _{i \rightarrow \infty} \bar{v}_{i} \cdot \mathbf{e}=0$.
2.2. Lemma (blow-up equation). For any blow-up limit $v=\left(v^{1}, v^{2}, 0\right)$ of a special blow-up sequence of $\mathscr{W}$ minimizers, $v^{\prime}=\left(v^{1}, v^{2}\right)$, is a solution of the constant coefficient elliptic system

$$
-\operatorname{div} \tilde{W}_{p}^{\prime}\left(\nabla v^{\prime}, \mathbf{e}\right)=0 \text { in } \mathbb{B}
$$

where $\tilde{W}_{p}^{\prime}$ denotes the first two rows of the matrix $\tilde{W}_{p}$. In particular, there is a positive constant $c_{0}$ (depending only on $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ ) such that

$$
\begin{equation*}
{\underset{\mathbb{B}}{r}}^{f}|v|^{2} d x \leqq c_{0} r^{2} \int_{\mathbb{B}}|v|^{2} d x \quad \text { for } 0 \leqq r \leqq 1 . \tag{2.1}
\end{equation*}
$$

Proof. In view of 1.3 and Eq. (1.3),

$$
\int_{\mathbb{B}}\left\{\left[\tilde{W}_{p}\left(\nabla u_{i}, u_{i}\right)-u_{i} \otimes u_{i} \tilde{V}_{p}\left(\nabla u_{i}, u_{i}\right)\right] \cdot \nabla \zeta+\tilde{Y}\left(\nabla u_{i}, u_{i}\right) \cdot \zeta\right\} d x=0
$$

for any $\zeta \in H_{0}^{1}\left(\mathbb{B}, \mathbb{R}^{3}\right) \cap L^{\infty}$. Substituting $\nabla u_{i}=\varepsilon_{i} \nabla v_{i}$, dividing by $\varepsilon_{i}$, and letting $i \rightarrow \infty$,
we obtain

$$
\int_{\mathbb{B}}\left[\tilde{W}_{p}(\nabla v, \mathbf{e})-\mathbf{e} \otimes \mathbf{e} V_{p}(\nabla v, \mathbf{e})\right] \cdot \nabla \zeta d x=0
$$

because $\tilde{Y}_{n}\left(\nabla u_{i}, u_{i}\right)$ is quadratic in $\nabla u_{i}$,

$$
\begin{array}{ll}
u_{i} \rightarrow \mathbf{e} \text { strongly in } L^{2}, & \left|u_{i}\right|=1 \text { almost everywhere, }, \\
\nabla v_{i} \rightarrow \nabla v \text { weakly in } L^{2}, & \text { and } \sup _{i}\left\|\nabla v_{i}\right\|_{L^{2}}<\infty .
\end{array}
$$

Moreover, by choosing $\zeta$ with $\zeta \cdot \mathbf{e}=0$ [i.e., $\left.\zeta=\left(\zeta^{1}, \zeta^{2}, 0\right)\right]$, the equation simplifies to

$$
\int_{\mathbb{B}} \tilde{W}_{p}(\nabla v, \mathbf{e}) \cdot \zeta d x=0
$$

because

$$
(\mathbf{e} \otimes \mathbf{e}) \widetilde{V}_{p}(\nabla v, \mathbf{e}) \cdot \nabla \zeta=\left[\widetilde{V}_{p}(\nabla v, \mathbf{e}) \cdot \mathbf{e} \otimes \mathbf{e}\right] \nabla \zeta=\left[\widetilde{V}_{p}(\nabla v, \mathbf{e}) \cdot \nabla(\mathbf{e} \cdot \zeta)\right] \mathbf{e}=0 .
$$

Thus $v^{\prime}=\left(v^{1}, v^{2}\right)$ is a weak solution of the system of two equations in two unknowns $-\operatorname{div} \bar{W}_{p}^{\prime}\left(\nabla v^{\prime}, \mathbf{e}\right)=0$. This is elliptic because, writing $W_{p_{i j}}(\xi, \mathbf{e})=$ $\Sigma_{h, k} A_{i j h k} \xi_{h k}$, we have the inequality $\bar{W}_{p}(\xi, \mathbf{e}) \cdot \xi \geqq \alpha|\xi|^{2}$ for all $\xi=\left(\xi_{i j}\right)$, which implies, in the special case of $\xi$ with vanishing third column, that

$$
\sum_{i, k=1,2} \sum_{j, k=1,2,3} A_{h k i j} \xi_{h k} \xi_{i j} \geqq \alpha|\xi|^{2} .
$$

Finally since $\bar{v}=0$, the $L^{2}$ estimate follows from standard linear elliptic theory (see e.g. [F, 5.2.5]).
2.3. Lemma (Hybrid inequality). There exists a positive constant c (depending only on $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ ) so that if $0<\lambda<1$ and if $u$ is a minimizer of $\mathscr{W}$ in $H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$, then

$$
\mathbb{E}_{1 / 2}(u) \leqq \lambda \mathbb{E}_{1}(u)+c \lambda^{-1} \int_{\mathbb{B}}|u-\bar{u}|^{2} d x .
$$

Proof. For an increasing fuction $\eta$ on $[0,1]$,

$$
\left\{s: \eta^{\prime}(s) \geqq 8[\eta(1)-\eta(0)]\right\}
$$

has Lebesgue measure $\leqq 1 / 8$. In particular, there is an $r \in\left[\frac{1}{2}, 1\right]$ such that $u \mid \partial \mathbb{B}_{r} \in H^{1}\left(\partial \mathbb{B}_{r}, \mathbb{S}^{2}\right)$,

$$
\begin{equation*}
\int_{\partial \mathbb{B}_{r}}\left|\nabla_{\tan } u\right|^{2} d \mathscr{H}^{2} \leqq 8 \int_{\mathbb{B}}|\nabla u|^{2} d x, \quad \int_{\partial \mathbb{B}_{r}}|u-\bar{u}|^{2} d \mathscr{H}^{2} \leqq 8 \int_{\mathbb{B}}|u-\bar{u}|^{2} d x . \tag{2.2}
\end{equation*}
$$

(A slightly weakened version of 2.3 (resulting from replacing $\lambda^{-1}$ by $\lambda^{-q}$ for some positive $q$, and assuming $\mathbb{E}_{1}(u)$ sufficiently small) may now be easily derived from [SU, 4.3]. The argument given below is taken from $\left[\mathrm{HL}_{3}\right]$.)

We claim that there exists a function $w \in H^{1}\left(\mathbb{B}_{r}, \mathbb{S}^{2}\right)$ satisfying

$$
\begin{equation*}
w\left|\partial \mathbb{B}_{r}=u\right| \partial \mathbb{B}_{r} \text { and } \int_{\mathbb{B}_{r}}|\nabla w|^{2} d x \leqq 32\left(\int_{\partial \mathbb{B}_{r}}\left|\nabla_{\tan } u\right|^{2} d \mathscr{H}^{2}\right)^{1 / 2}\left(\int_{\partial \mathbb{B}_{r}}|u-\bar{u}|^{2} d \mathscr{H}^{2}\right)^{1 / 2} . \tag{2.3}
\end{equation*}
$$

With such a comparison function $w$, we may use 1.4 and the $\tilde{\mathscr{W}}$ minimality of $u \mid \mathbb{B}_{r}$ to infer that

$$
\mathbb{E}_{1 / 2}(u) \leqq 2 \mathbb{E}_{r}(u) \leqq 4 \alpha^{-1} \tilde{\mathscr{W}}\left(u \mid \mathbb{B}_{r}\right) \leqq 4 \alpha^{-1} \tilde{\mathscr{W}}\left(w \mid \mathbb{B}_{r}\right) \leqq 4 \beta \alpha^{-1} \int_{\mathbb{B}_{r}}|\nabla w|^{2} d x,
$$

and then obtain the desired hybrid inequality by employing (2.2) and Cauchy's inequality $A \cdot B \leqq \frac{1}{2} \delta A^{2}+\frac{1}{2} \delta^{-1} B^{2}$ with $\delta=\lambda / 512 \beta \alpha^{-1}$.

To obtain a function $w$ satisfying (2.3), we first choose the harmonic function $h: \mathbb{B}_{r} \rightarrow \mathbb{R}^{3}$ with $h\left|\partial \mathbb{B}_{r}=u\right| \partial \mathbb{B}_{r}$. Using the divergence theorem, Schwarz's inequality, and the harmonic fuction identity

$$
r \int_{\partial \mathbb{B}_{r}}\left|\nabla_{\tan } h\right|^{2} d \mathscr{H}^{2}=\int_{\mathbb{B}_{r}}|\nabla h|^{2} d x+r \int_{\partial \mathbb{B}_{r}}|\partial h / \partial r|^{2} d \mathscr{H}^{2},
$$

we obtain the desired inequality with $w$ replaced by $h$,

$$
\begin{align*}
\int_{\mathbb{B}_{r}}|\nabla h|^{2} d x & =\int_{\mathbb{B}_{r}}|\nabla(h-\bar{u})|^{2} d x=\int_{\partial \mathbb{B}_{r}}(h-\bar{u}) \cdot(\partial h / \partial r) d \mathscr{H}^{2} \\
& \leqq\left(\int_{\partial \mathbb{B}_{r}}|h-\bar{u}|^{2} d \mathscr{H}^{2}\right)^{1 / 2}\left(\int_{\partial \mathbb{B}_{r}}|\partial h / \partial r|^{2} d \mathscr{H}^{2}\right)^{1 / 2} \\
& \leqq\left(\int_{\partial \mathbb{B}_{r}}|u-\bar{u}|^{2} d \mathscr{H}^{2}\right)^{1 / 2}\left(\int_{\partial \mathbb{B}_{r}}\left|\nabla_{\tan } u\right|^{2} d \mathscr{H}^{2}\right)^{1 / 2} . \tag{2.4}
\end{align*}
$$

Unfortunately, the image of $h$ probably does not lie in $\mathbb{S}^{2}$ (although it does lie in $\mathbb{B}_{1}$ ). To correct this we consider, for $a \in \mathbb{B}_{1 / 2}$, the projection

$$
\Pi_{a}(x)=(x-a) /|x-a|
$$

and note that, by Sard's theorem, the composition $\Pi_{a}{ }^{\circ} h \in H^{1}\left(\mathbb{B}_{r}, \mathbb{S}^{2}\right)$ for almost all $a$. Using Fubini's theorem, we estimate

$$
\begin{aligned}
\int_{\mathbb{B}_{1 / 2} \mathbb{B}_{r}}\left|\nabla\left(\Pi_{a} \circ h\right)(x)\right|^{2} d x d a & \leqq 2 \iint_{\mathbb{B}_{r}}|\nabla h(x)|^{2} \int_{\mathbb{B}_{1 / 2}}|h(x)-a|^{-2} d a d x \\
& \leqq 2 \int_{\mathbb{B}_{r}}|\nabla h(x)|^{2} \int_{\mathbb{B}_{1}}|y|^{-2} d y d x=8 \pi \int_{\mathbb{B}_{r}}|\nabla h(x)|^{2} d x .
\end{aligned}
$$

Thus we may choose $a \in \mathbb{B}_{1 / 2}$ so that $\int_{\mathbb{B}_{r}}\left|\nabla\left(\Pi_{a} \circ h\right)(x)\right|^{2} d x \leqq 8 \int_{\mathbb{B}_{r}}|\nabla h(x)|^{2} d x$. Letting $w=\left(\Pi_{a} \mid \mathbb{S}^{2}\right)^{-1} \circ \Pi_{a} \circ h$, we conclude that ${ }^{\mathbb{H}_{r}} w\left|\partial \mathbb{B}_{r}=u\right| \partial \mathbb{B}_{r}$ and that

$$
\int_{\mathbb{B}_{r}}|\nabla w(x)|^{2} d x \leqq\left[\operatorname{Lip}\left(\Pi_{a} \mid \mathbb{S}^{2}\right)^{-1}\right]^{2} \int_{\mathbb{B}_{r}}\left|\nabla\left(\Pi_{a} \circ h\right)(x)\right|^{2} d x \leqq 32 \int_{\mathbb{B}_{r}}|\nabla h(x)|^{2} d x,
$$

which, along with (2.4), implies (2.3).
2.4. Theorem (Energy improvement). There are positive constants $\varepsilon$ and $\theta<1$ (depending only on $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ ) so that if $u$ is a minimizer of $\mathscr{W}$ in $H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$ with $\mathbb{E}_{1}(u)<\varepsilon^{2}$, then

$$
\mathbb{E}_{\theta}(u) \leqq \theta \mathbb{E}_{1}(u) .
$$

Proof. Were the theorem false, there would be, for each $\theta$ with $0<\theta<1$, a sequence $u_{1}, u_{2}, \ldots$, of $\mathscr{W}$ minimizers so that $\varepsilon_{1}^{2}=\mathbb{E}_{1}\left(u_{i}\right) \rightarrow 0$ as $i \rightarrow \infty$ and $\mathbb{E}_{\theta}\left(u_{i}\right)>\theta \varepsilon_{i}^{2}$ for each $i$. Passing to a subsequence, we may assume that $v_{i}=\varepsilon_{i}^{-1}\left(u_{i}-\bar{u}_{i}\right)$ converges weakly in $H^{1}$ to a function $v \in H^{1}\left(\mathbb{B}, \mathbb{R}^{3}\right)$. Moreover, by choosing rotations $Q_{i}$ of $\mathbb{R}^{3}$ so that the vectors $\overline{Q_{i} u_{i}}$ are proportional to $\mathbf{e}$, and by replacing $u_{i}$ by $Q_{i} u_{i}$, we see that the $u_{i}$ now form a special blow-up sequence (as considered in 2.1 and 2.2).

For $\theta \leqq r \leqq 1$, and $i$ sufficiently large (depending on $\theta$ ),

$$
\left.\left|\underset{\mathbb{B}_{r}}{ }\right| v_{i}\right|^{2} d x-\underset{\mathbb{B}_{r}}{f}|v|^{2} d x|\leqq{\underset{\mathbb{B}}{r}}| v_{i}-\left.v\right|^{2} d x \leqq c_{0} \theta^{2} \leqq c_{0} r^{2} .
$$

For such $i$, it follows from (2.1) that

$$
\begin{equation*}
\underset{\mathbb{B}_{r}}{f}\left|u_{i}-\bar{u}_{i}\right|_{2} d x \leqq \varepsilon_{i}^{2} \underset{\mathbb{B}_{r}}{f}\left|v_{i}\right|^{2} d x \leqq \varepsilon_{i}^{2}\left[c_{0} r^{2}+\underset{\mathbb{B}_{r}}{f}|v|^{2} d x\right] \leqq 2 c_{0} r^{2} \varepsilon_{i}^{2} \tag{2.5}
\end{equation*}
$$

whenever $\theta \leqq r \leqq 1$. For each $i$, we may also apply the hybrid inequality 2.3 to the normalized function $\left(u_{i}\right)_{2 \theta, 0}$ to obtain

$$
\mathbb{E}_{\theta}\left(u_{i}\right) \leqq \lambda \mathbb{E}_{2 \theta}\left(u_{i}\right)+c \lambda^{-1} \underset{\mathbb{B}_{2 \theta}}{f}\left|u_{i}-\bar{u}_{i}\right|^{2} d x .
$$

Choosing the positive integer $k=k(\theta)$ for which $0<2^{k} \theta \leqq 1$, we iterate $k-1$ more times and apply estimate (2.5). to obtain

$$
\begin{aligned}
\mathbb{E}_{\theta}\left(u_{i}\right) & \leqq \lambda^{k} \mathbb{E}_{2^{k}}\left(u_{i}\right)+\sum_{j=1}^{k} \lambda^{j-1} c \lambda^{-1} f\left|u_{i}-\bar{u}_{i}\right|^{2} d x \\
& \leqq \cdots \leqq 2 \lambda^{k} \varepsilon_{i}^{2}+2 c_{0} c \lambda^{-1} \sum_{j=1}^{k} \lambda^{j-1}\left(2^{j} \theta\right)^{2} \varepsilon_{i}^{2} \\
& \leqq 2\left[\lambda^{k}+(1-4 \lambda)^{-1} c_{0} c \lambda^{-2} \theta^{2}\right] \varepsilon_{i}^{2},
\end{aligned}
$$

for $i$ sufficiently large (depending on $\theta$ and $\lambda$ ). Letting $\lambda=\theta^{3 / k}$, we see that $\lambda \leqq 1 / 8$. Finally, since $k \rightarrow \infty$ as $\theta \rightarrow 0$, we may fix $\theta<1 / 4$ small enough to guarantee that

$$
16 c_{0} c \theta<\theta^{6 / k}
$$

and conclude that, for $i$ sufficiently large,

$$
\mathbb{E}_{\theta}\left(u_{i}\right)<\left[2 \theta^{3}+2 \cdot 2 \cdot(1 / 16) \theta\right] \varepsilon_{i}^{2} \leqq(1 / 4 \theta+1 / 4 \theta) \varepsilon_{i}^{2}<\theta \varepsilon_{i}^{2}
$$

contradicting the choice of $u_{i}$.
2.5. Corollary (Energy decay). If $n \in H^{1}\left(\Omega, \mathbb{S}^{2}\right)$ is a minimizer of $\mathscr{W}$ (as in Sect. 1), if $\mathbb{B}_{R}(a) \subset \Omega$, and if $\int_{\mathbb{B}_{R^{(a)}}}|\nabla n|^{2} d x \leqq \varepsilon^{2} R$, then

$$
\int_{\mathbb{E}_{r}(a)}|\nabla n|^{2} d x \leqq \theta^{-2} R^{-1} \varepsilon^{2} r^{2} \quad \text { for } 0 \leqq r \leqq R
$$

where $\varepsilon$ and $\theta$ are as in 2.4.
Proof. Apply 2.4 with $u(x)=n_{R, a}(x)=n(R x+a)$, then with

$$
u(x)=n_{\theta R, a}(x), \quad n_{\theta^{2} R, a}(x), \quad n_{\theta^{2} R, a}(x), \ldots
$$

to infer inductively that

$$
\begin{aligned}
\left(\theta^{k} R\right)^{-1} \int_{\mathbb{E}_{\theta} k_{R}(a)}|\nabla n|^{2} d x & =\mathbb{E}_{1}\left(n_{\theta} k_{R, a}\right)=\mathbb{E}_{\theta}\left(n_{\theta^{k-1}}^{R, a}\right. \\
& \leqq \theta \mathbb{E}_{1}\left(n_{\theta} k_{R, a}\right) \leqq \theta \cdot \theta^{k-1} \mathbb{E}_{1}\left(n_{R, a}\right)=\theta^{k} \varepsilon^{2}
\end{aligned}
$$

for $k=1,2,3, \ldots$ Given $0<r \leqq R$, choose $k$ so that $\theta^{k+1} R<r \leqq \theta^{k} R$ to conclude that

$$
r^{-1} \int_{\mathbb{B}_{r}(a)}|\nabla n|^{2} d x \leqq \theta^{-1}\left(\theta^{k} R\right)^{-1} \int_{\mathbb{B}_{\theta^{*}} k_{R}(a)}|\nabla n|^{2} d x \leqq \theta^{-1} \theta^{k} \varepsilon^{2} \leqq \theta^{-2} R^{-1} \varepsilon^{2} r .
$$

2.6. Theorem (Interior partial regularity). If $n \in H^{1}\left(\Omega, \mathbb{S}^{2}\right)$ is a minimizer of $\mathscr{W}$ (as in Sect. 1), then $n$ is analytic on $\Omega \sim Z$ for some relatively closed subset $Z$ of $\Omega$ which has one dimensional Hausdorff measure zero.

Proof. Let

$$
Z=\left\{a \in \Omega: \limsup _{r \downarrow 0} r^{-1} \int_{\mathbb{B}_{r}(a)}|\nabla n|^{2} d x>0\right\} .
$$

Since $\int_{\Omega}|\nabla n|^{2} d x<\infty$, an elementary covering argument [F, 2.10.19(3)] shows that $Z$ has one dimensional Hausdorff measure zero.

Fix a point $a \in \Omega \sim Z$ and choose $R>0$ so that $\mathbb{B}_{2 R}(a) \subset \Omega \sim Z$ and

$$
R^{-1} \int_{\mathbb{B}_{2 R^{(a)}}}|\nabla n|^{2} d x \leqq \varepsilon^{2} .
$$

Then for any $b \in \mathbb{B}_{R}(a)$,

$$
R^{-1} \int_{\mathbb{E}_{R^{(b)}}}|\nabla n|^{2} d x \leqq \varepsilon^{2},
$$

and so, by 2.3 .

$$
\int_{\mathbb{B}_{\mathbf{r}}(b)}|\nabla n|^{2} d x \leqq \theta^{-2} R^{-1} \varepsilon^{2} r^{2} \quad \text { for } 0 \leqq r \leqq R .
$$

Thus $\mathbb{B}_{R}(a) \subset \Omega \sim Z$. We conclude that $Z$ is relatively closed in $\Omega$, and, by Morrey's Lemma $[\mathrm{M}, 3.5 .2]$, that $n \in C^{0,1 / 2}\left[\mathbb{B}_{R}(a)\right]$.

To infer the higher regularity of $n$ near $a$, we assume that $n(a)=\mathbf{e}=(0,0,1)$ and choose $0<s<R$ so that $n\left[\mathbb{B}_{s}(a)\right]$ is contained in $\mathbb{S}^{2} \cap \mathbb{B}_{1 / 2}(\mathbf{e})$. With $n=\left(n^{1}, n^{2}, n^{3}\right)$, we may, in $\mathbb{B}_{S}(a)$, substitute

$$
n^{3}=\sqrt{1-\left(n^{1}\right)^{2}-\left(n^{2}\right)^{2}}, \quad \nabla n^{3}=\left(-n^{1} \nabla n^{1}-n^{2} \nabla n^{2}\right) / \sqrt{1-\left(n^{1}\right)^{2}-\left(n^{2}\right)^{2}}
$$

in the weak Eq. (1.3) with $\zeta=\left(\zeta^{1}, \zeta^{2}, 0\right)$ to infer that $\left(n^{1}, n^{2}\right) \mid \mathbb{B}_{s}(a)$ is a critical point for $\int_{\mathbb{B}_{s}(a)} J(\nabla u, u) d x$ where, for $p=\left(p^{1}, p^{2}\right) \in\left(\mathbb{R}^{2}\right)^{2}$ and $u=\left(u^{1}, u^{2}\right) \in \mathbb{R}^{2}$,

$$
J(p, u)=\tilde{W}\left[\left(p^{1}, p^{2},\left(-u^{1} p^{1}-u^{2} p^{2}\right) / \sqrt{1-\left(u^{1}\right)^{2}-\left(u^{2}\right)^{2}},\left[u^{1}, u^{2}, \sqrt{1-\left(u^{1}\right)^{2}-\left(u^{2}\right)^{2}}\right]\right]\right.
$$

Note that $J$ is analytic on $\{(p, u):|u|<1\}$ and that $J(\cdot, u)$ is a quadratic polynomial
for each $u$. Moreover, by 1.3,

$$
J(p, 0)=\tilde{W}[(p, 0), \mathbf{e}] \geqq \frac{1}{2} \alpha|p|^{2} \quad \text { for all } p \in\left(\mathbb{R}^{2}\right)^{2} .
$$

Then, for some positive $\delta<\frac{1}{2}, J(p, u) \geqq \frac{1}{4} \alpha|p|^{2}$ on $\{(p, u)$ : $|u|<\delta\}$. Choosing, by the continuity of $n$ at $a$, a positive $t$ so that $n\left[\mathbb{B}_{t}(a)\right]$ is contained in $\mathbb{B}_{\delta}(\mathbf{e})$, we conclude that $\left(n^{1}, n^{2}\right) \mid \mathbb{B}_{t}(a)$ satisfies a strongly elliptic system with analytic coefficients. By $[\mathrm{M}, 6.7],\left(n^{1}, n^{2}\right) \mid \mathbb{B}_{t}(a)$, and hence $n \mid \mathbb{B}_{t}(a)$, is analytic.

## 3. Partial Regularity with the Modified Functional

Let $F$ and $\mathscr{F}$ be as in 1.5, and let

$$
[F]=\sup _{\bar{\Omega}} \Sigma_{j, k, l}\left|a_{j k l}\right|+\Sigma_{j k}\left|b_{j, k}\right|+\Sigma_{j}\left|c_{j}\right| .
$$

Our discussion of partial regularity will closely follow Sect. 2.
3.1. Scaling. If $n$ is a minimizer for the functional $\mathscr{W}+\mathscr{F}$ in $H^{1}\left(\Omega, \mathbb{S}^{2}\right)$, then, for any ball $\mathbb{B}_{r}(a) \in \Omega$, the scaled function $n_{r, a}$ (considered in 2.1) now minimizes $\mathscr{W}+\mathscr{F}_{r, a}$, where the coefficients of the corresponding integrand $F_{r, a}$ are defined, for $x \in \overline{\mathbb{B}}$, by the expressions

$$
r a_{j k l}(r x+a), \quad r^{2} b_{j k}(r x+a), \quad r^{2} c_{j}(r x+a) .
$$

Note that $\left[F_{r, a}\right] \leqq r[F]$. We shall study "small energy" minimizers of $\mathscr{W}+\mathscr{F}$ in $H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$ where $[F]$ is small.
3.2. Lemma (blow-up equation). Suppose $v=\left(v^{1}, v^{2}, 0\right) \in H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$ is a blow-up limit for a special blow-up sequence $u_{i}$ (as in 2.1) where each $u_{i}$ minimizes some functional $\mathscr{W}+\mathscr{F}_{i}$ so that the integrand $F_{i}$ corresponding to $\mathscr{F}_{i}$ satisfies

$$
\lim _{i \rightarrow \infty}\left[F_{i}\right] / \varepsilon_{i}=0
$$

Then, as in 2.2, $v^{\prime}=\left(v_{1}, v_{2}\right)$ again satisfies the elliptic system $-\operatorname{div} \tilde{W}_{p}^{\prime}\left(\nabla v^{\prime}, \mathbf{e}\right)=0$ in $\mathbb{B}$, (and hence the $L^{2}$ estimate of 2.2).
Proof. With $\zeta=\left(\zeta^{1}, \zeta^{2}, 0\right)$ as in 2.2 , we again substitute $\nabla u_{i}=\varepsilon_{i} \nabla v_{i}$ in the weak equation for $u_{i}$ and divide by $\varepsilon_{i}$. The new terms are

$$
\Sigma_{j, k, k} a_{j, k, l}^{1}\left[\left(v_{i}\right)_{x_{k}} \zeta+\varepsilon_{i}^{-1}\left(u_{i}\right)^{1}\left(\zeta_{x_{k}}\right)_{i}\right]+\varepsilon_{i}^{-1} \Sigma_{j, k} b_{j, k}\left[\left(u_{i}\right)^{j \zeta^{k}}+\left(u_{i}\right)^{k} \zeta^{j}\right]+\varepsilon_{i}^{-1} \Sigma_{j} c_{j} \zeta^{j}
$$

where $\zeta_{i}=\left(\mathbb{1}-u_{i} \otimes u_{i}\right) \zeta,(\nabla \zeta)_{i}=\left(\mathbb{1}-u_{i} \otimes u_{i}\right) \nabla \zeta$, and $a_{j k l}, b_{j k}$, and $c_{j}$ are the coefficients of $F_{i}$. The integral of these terms approaches 0 as $i \rightarrow \infty$ because of the assumption on $\left[F_{i}\right]$.

One may check that Lemma 3.2 remains true without the hypothesis $\lim _{i \rightarrow \infty}\left[F_{i}\right] / \varepsilon_{i}=0$ in case the $F_{i}$ all come from a single cholesteric energy function. $i \rightarrow \infty$
3.3. Lemma (Hybrid inequality). There exists a positive constant $c$ (depending only on $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ ) so that if $0<\lambda<1, F$ is as in 1.5 with $\Omega=\mathbb{B}$, and $u$ is a minimizer of
$\mathscr{W}+\mathscr{F}$ in $H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$, then

$$
\mathbb{E}_{1 / 2}(u) \leqq \lambda \mathbb{E}_{1}(u)+c \lambda^{-1} \int_{\mathbb{B}}|u-\bar{u}|^{2} d x+c \lambda^{-2}[F]^{2} .
$$

Proof. To verify this, we argue as in 2.2 (with $\lambda$ replaced by $\lambda / 2$ ) and use again the function $w$ as a comparison function. We now have various additional terms arising from $F(u)$ and $F(w)$. To handle these, note that $\mathbb{E}_{r}(w) \leqq c \lambda^{-1} \mathbb{E}_{1}(u)$. Thus we may employ the inequality $\left|\Sigma_{j, k, l} a_{j k l} n_{x_{k}}^{j} n^{1}\right| \leqq \mu|\nabla n|^{2}+(2 \mu)^{-2}[F]^{2}$ with $n=u$ or $n=w$ and with $\mu$ being a suitable multiple of $\lambda^{2}$ to guarantee that the square gradient terms may be absorbed as contributions to $\lambda \mathbb{E}_{r}(u)$. The remaining terms coming from $F(u)$ and $F(w)$ all can be bounded by $c \lambda^{-2}[F]^{2}$ because $|u|=|w|=1$ almost everywhere.
3.4. Theorem (Energy improvement). There are positive constants $\varepsilon, \eta$, and $\theta<1$ (depending only on $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ ) so that if $u$ is a minimizer of $\mathscr{W}+\mathscr{F}$ in $H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$ with $\mathbb{E}_{1}(u)<\varepsilon^{2}$, then

$$
\mathbb{E}_{\theta}(u) \leqq \theta \max \left\{\mathbb{E}_{1}(u), \eta[F]^{2}\right\} .
$$

Proof. We argue as in 2.4. If the theorem were false, then, for any fixed $0<\theta<\frac{1}{2}$, there would exist $\mathscr{F}_{i}$ as in 1.5 as well as minimizers $u_{i}$ of $\mathscr{W}+\mathscr{F}_{i}$ for which $\varepsilon_{i}^{2}=$ $\mathbb{E}_{1}\left(u_{i}\right) \rightarrow 0$ and $\mathbb{E}_{\theta}\left(u_{i}\right) / \theta\left[F_{i}\right]^{2} \rightarrow \infty$ as $i \rightarrow \infty$ while $\mathbb{E}_{\theta}\left(u_{i}\right)>\theta \varepsilon_{i}^{2}$ for each $i$. In particular, $\lim \left[F_{i}\right] / \varepsilon_{i}=0$, because $\varepsilon_{i}^{2}=\mathbb{E}_{1}\left(u_{i}\right) \geqq \theta \mathbb{E}_{\theta}\left(u_{i}\right)$. A blow-up limit function $v$, chosen as in $i \rightarrow \infty$
2.4, now satisfies the conclusions of both 2.1 and 3.2. Using the same $L^{2}$ estimate for $v$ and choosing $k, \theta$, and $\lambda$ as before, we deduce that

$$
\mathbb{E}_{\theta}\left(u_{i}\right) \leqq \frac{1}{2} \theta \varepsilon_{i}^{2}+c \lambda^{-2}\left[F_{i}\right]^{2} \sum_{j=1}^{k} \lambda^{j-1}\left(2^{j} \theta\right)^{2}<\theta \varepsilon_{i}^{2}
$$

for $i$ sufficiently large, contradicting the choice of $u_{i}$.
3.5. Corollary (Energy decay). If $n \in H^{1}\left(\Omega, \mathbb{S}^{2}\right)$ is a minimizer of $\mathscr{W}+\mathscr{F}$ (as in 1.6), if
$\mathbb{B}_{R}(a) \subset \Omega$, and if $\int_{\mathbb{E}_{R}(a)}|\nabla n|^{2} d x \leqq \varepsilon^{2} R$, then

$$
\int_{\mathbb{B}_{r}(a)}|\nabla n|^{2} d x \leqq \theta^{-2} \max \left\{\varepsilon^{2}, \eta[F]^{2} R^{2}\right\} R^{-1} r^{2} \quad \text { for } 0<r<R .
$$

Proof. Recalling from 3.1 the scaling estimate for [F], we iterate 3.4 as in 2.5 with $\varepsilon^{2}$ replaced by $\max \left\{\varepsilon^{2}, \eta[F]^{2} R^{2}\right\}$.
3.6. Theorem (Interior partial regularity). If the coefficients of $F$ belong to $\mathscr{C}_{\mathrm{loc}}^{k, \mu}(\Omega)$, where $k \in\{0,1, \ldots, \infty, \omega\}$ and $0<\mu<1$, then each minimizer $n$ of $\mathscr{W}+\mathscr{F}$ belongs to $\mathscr{C}_{1 \mathrm{loc}}^{k, \mu}\left(\Omega \sim Z, \mathbb{S}^{2}\right)$ for some relatively closed subset $Z$ of $\Omega$ which has one dimensional Hausdorff measure zero.
Proof. Taking $Z$ as in 2.6, Hölder continuity on $\Omega \sim Z$ again follows from Morrey's Lemma. The argument for higher regularity using elliptic theory continues to hold in the presence of the additional lower order terms whose coefficients are locally bounded in $\mathscr{C}^{k, \mu}$ norm.

## 4. Electric Fields

An electric field $E$ impressed on the liquid crystal gives rise to a polarization density $P=\varepsilon_{\perp} E+\varepsilon_{a}(E \cdot u) u$ in $\Omega$ for some constants $\varepsilon_{\perp}$ and $\varepsilon_{a}$. For a positive constant $\varepsilon_{0}$, the displacement vector is given by $D=\varepsilon_{0} E+P$ in $\Omega$, and contributes the term $-\frac{1}{2} D \cdot E$ to the energy of the system. In the absence of free charge and in static equilibrium, Maxwell's equations for $D$ and $E$ are div $D=0$ and curl $E=0$. Because of the second equation, it is reasonable to consider an electric potential function $\varphi$ for $E, E=$ $-\nabla \varphi$. The field $E$, or, for our purposes, the potential $\varphi$, will be regarded as another dependent variable in the problem, unlike the case of a magnetic field, cf. [DeG, p. 99] or [HK].

In order to simplify notation and to avoid confusion, we set $\alpha_{0}=\varepsilon_{0}+\varepsilon_{\perp}$ and $\alpha_{a}=\varepsilon_{a}$. Then

$$
\begin{aligned}
D= & D(\nabla \varphi, n)=-\left[\alpha_{0} \mathbb{1}+\alpha_{a} n \otimes n\right) \nabla \varphi, \\
& A(\nabla \varphi, n)=\frac{1}{2} D \cdot E=-\frac{1}{2}\left[\alpha_{0} 1+\alpha_{a} n \otimes n\right) \nabla \varphi \cdot \nabla \varphi .
\end{aligned}
$$

Assuming further that $\left|\alpha_{a}\right|<\alpha_{0}$, we obtain the coerciveness condition $A(\xi, u) \geqq \lambda|\xi|^{2}$ for $\xi \in \mathbb{R}^{3}$, where $\lambda$ depends only on $\alpha_{a}$ and $\alpha_{0}$. The total energy of a virtual director configuration $u$ and field potential $\psi$ is $\mathscr{E} *(u, \psi)=\int_{\Omega}[W(\nabla u, u)-A(\nabla \psi, u)] d x$. This functional is not bounded below because the two energies complete. Nevertheless, we can obtain critical points by imposing Gauss's law as a constraint. We may then extend our partial regularity theorem to this case.

As a typical problem, we shall consider given fixed functions $n_{0}: \partial \Omega \rightarrow \mathbb{S}^{2}$ and $\varphi_{0}$ : $\partial \Omega \rightarrow \mathbb{R}$, where $n_{0}$ is Lipschitz and $\varphi_{0} \in H^{1 / 2}(\partial \Omega)$. (Other boundary values and boundary value problems may be treated.) Let

$$
\mathscr{A}^{*}\left(n_{0}\right)=\mathscr{A}\left(n_{0}\right) \times\left\{\psi \in H^{1}(\Omega): \psi=\varphi_{0} \text { on } \partial \Omega\right\} .
$$

We wish to find a critical point $(n, \varphi) \in \mathscr{A}^{*}\left(n_{0}\right)$ of $\mathscr{E}^{*}$, i.e., a solution of $\delta \mathscr{E}^{*}(n, \varphi)=0$.
For any $u \in H^{1}\left(\Omega, \mathbb{S}^{2}\right)$, the Dirichlet problem

$$
-\operatorname{div}\left(\alpha_{0} \mathfrak{1}+\alpha_{a} u \otimes u\right) \nabla \psi=0 \text { in } \Omega, \quad \psi=\varphi_{0} \text { on } \partial \Omega
$$

has a unique solution which we denote by $\Phi(u)$ [or by $\Phi_{\varphi_{0}}(u)$ to indicate the dependence on the boundary values $\varphi_{0}$ ]. Thus $\Phi(u)$ is the unique minimizer of $\int_{\Omega} A(\nabla \psi, u) d x$ among $\psi \in H^{1}(\Omega)$ with $\psi=\varphi_{0}$ on $\partial \Omega$. Then, if $\tilde{\varphi}$ is some fixed $H^{1}$ extension of $\varphi_{0}$ to $\Omega$, we have the obvious estimate

$$
\begin{equation*}
\lambda \int_{\Omega}|\nabla \Phi(u)|^{2} d x \leqq \int_{\Omega} A[\nabla \Phi(u), u] d x \leqq \int_{\Omega} A(\nabla \tilde{\varphi}, u) d x \leqq c \int_{\Omega}|\nabla \tilde{\varphi}|^{2} d x \leqq c\left(\Omega, \varphi_{0}\right) \tag{4.1}
\end{equation*}
$$

For $u \in H^{1}\left(\Omega, \mathbb{S}^{2}\right)$ we now let $\mathscr{E}(u)$ [or $\mathscr{E}_{\varphi_{0}}(u)$ to indicate the dependence on $\varphi_{0}$ ] denote the energy

$$
\begin{equation*}
\mathscr{E}(u)=\mathscr{E}^{*} *[u, \Phi(u)]\left[\text { i.e. } \mathscr{E}_{\varphi_{0}}(u)=\mathscr{E} *\left[u, \Phi_{\varphi_{0}}(u)\right]\right] . \tag{4.2}
\end{equation*}
$$

It is worthwhile noting immediately that the potential contribution $\varphi=\Phi(n)$ will not impede the partial regularity of $n$ (obtained below) because this contribution
occurs through $\nabla \varphi$ and, owing to the De Giorgi-Nash theorem,

$$
\begin{equation*}
\int_{\mathbb{B},(a)}|\nabla \varphi|^{2} d x \leqq C r^{1+\mu} \text { for } a \in \Omega \text { and } r \text { sufficiently small. } \tag{4.3}
\end{equation*}
$$

For our existence theory, we shall obviously minimize $\mathscr{E}(u)$ in $\mathscr{A}\left(n_{0}\right)$, but first let us verify that this gives the correct result.
4.1. Theorem. A pair $(n, \varphi)$ is a critical point of $\mathscr{E}^{*}(u, \psi)$,

$$
\begin{equation*}
\delta \mathscr{E}^{*}(n, \varphi)=0 \quad \text { on } \quad \mathscr{A}^{*}\left(n_{0}\right), \tag{4.4}
\end{equation*}
$$

if and only if $\varphi=\Phi(n)$ and

$$
\begin{equation*}
\delta \mathscr{E}(n)=0 \quad \text { on } \quad \mathscr{A}\left(n_{0}\right) . \tag{4.5}
\end{equation*}
$$

In this case, $(n, \varphi)$ is $a$ (weak) solution of the field equations [see (1.11)]

$$
\begin{align*}
-\operatorname{div}\left\{W_{p}-n \otimes n V_{p}\right\}+Y(\nabla n, n)+(\mathbb{(}-n \otimes n) A_{u}(\nabla \varphi, n) & =0  \tag{4.6}\\
\operatorname{div} D(\nabla \varphi, n) & =0 \tag{4.7}
\end{align*}
$$

subject to $n=n_{0}$ and $\varphi=\varphi_{0}$ on $\partial \Omega$.
First we prove the following lemma.
4.2. Lemma. Let $\gamma \in H^{1 / 2}(\partial \Omega)$ and let $a(x, t)=\left[a_{i j}(x, t)\right]$ be a square matrix-valued function on $\Omega \times \mathbb{R}$ which is uniformly positive definite, $a(x, t) \xi \cdot \xi \geqq \lambda|\xi|^{2}$ for $(x, t) \in \Omega$ $\times \mathbb{R}$ and all $\xi$, measurable for $x \in \Omega$, and Lipschitz for $t \in \mathbb{R}$. Let $\psi_{t}$ and $\Psi$ denote the solutions of the problems

$$
\begin{align*}
& -\operatorname{div}\left[a(\cdot, t) \nabla \psi_{t}\right]=0 \text { in } \Omega, \quad \psi_{t}=\gamma \text { on } \partial \Omega, \quad \text { and } \\
& -\operatorname{div}[a(\cdot, 0) \nabla \Psi]=-\operatorname{div}\left[(\partial a / \partial t)(\cdot, 0) \nabla \varphi_{0}\right] \text { in } \Omega, \quad \Psi=0 \text { on } \partial \Omega \tag{4.8}
\end{align*}
$$

Then,

$$
\left[\psi_{t}-\psi_{0}\right] / t \rightarrow \Psi \text { in } H^{1}(\Omega) \text { as } t \rightarrow 0
$$

Proof. For any $\eta \in H_{0}^{1}(\Omega)$,

$$
\int_{\Omega}\left[a(x, t) \nabla\left(\psi_{t}-\psi_{0}\right)\right] \cdot \nabla \eta d x=-\int_{\Omega}[a(x, t)-a(x, 0)] \nabla \psi_{0} \cdot \nabla \eta d x
$$

Choosing $\eta=\psi_{t}-\psi_{0}$ and applying Schwarz's inequality, we find that

$$
\lambda \int_{\Omega}\left|\nabla\left(\psi_{t}-\psi_{0}\right)\right|^{2} d x \leqq\|\partial a / \partial t\|_{L^{\infty}} \cdot\left\|\nabla \psi_{0}\right\|_{L^{2}} \cdot\left\|\nabla\left(\psi_{t}-\psi_{0}\right)\right\|_{L^{2}} \cdot|t|
$$

hence,

$$
\sup _{t}\left\|\nabla\left[\left(\psi_{t}-\psi_{0}\right) / t\right]\right\|_{L^{2}}<\infty .
$$

We conclude that $\left(\psi_{t}-\psi_{0}\right) / t \rightarrow \Psi$ weakly in $H^{1}(\Omega)$ as $t \rightarrow 0$ because any limit of an $H^{1}$ weakly convergent subsequence $\left(\psi_{t_{i}}-\psi_{0}\right) / t_{i}$ must satisfy (4.8) and hence equal $\Psi$.

To obtain strong convergence in $H^{1}(\Omega)$, we note that

$$
\begin{aligned}
I(t)= & \int_{\Omega}\left[a(x, t) \nabla\left(\psi_{t}-\psi_{0}-t \psi\right)\right] \cdot \nabla\left(\psi_{t}-\psi_{0}-t \psi\right) d x \\
= & \int_{\Omega}\left\{\left[a(x, t) \nabla\left(\psi_{t}-\psi_{0}\right)\right] \cdot \nabla\left(\psi_{t}-\psi_{0}\right)\right. \\
& \left.-2 t\left[a(x, t) \nabla\left(\psi_{t}-\psi_{0}\right)\right] \cdot \nabla \Psi+t^{2}[a(x, t) \nabla \Psi] \cdot \nabla \Psi\right\} d x \\
= & \int_{\Omega}\{a(x, t)-a(x, 0)] \nabla \psi_{0} \cdot \nabla\left(\psi_{t}-\psi_{0}\right) \\
& \left.-2 t\left[a(x, t) \nabla\left(\psi_{t}-\psi_{0}\right)\right] \cdot \nabla \Psi+t^{2}[a(x, t) \nabla \Psi] \cdot \nabla \Psi\right\} d x
\end{aligned}
$$

We conclude from the weak convergence and (4.8) that, as $t \rightarrow 0$,

$$
\begin{aligned}
\lambda\left(\left\|\nabla\left(\psi_{t}-\psi_{0}\right) / t-\nabla \Psi\right\|_{L^{2}}\right)^{2} \leqq & t^{-2} I(t) \rightarrow \int_{\Omega}\left[(\partial a / \partial t)(x, 0) \nabla \psi_{0}-2 a(x, 0) \nabla \Psi\right. \\
& +a(x, 0) \nabla \Psi] \cdot \nabla \Psi d x=0 .
\end{aligned}
$$

Proof of Theorem 4.1. The argument for this is standard. One need only account for the constraint $|n|=1$ and the variation of the field as a function of $n$, which is the motivation for Lemma 4.2. For example, let $v \in H^{1}\left(\Omega, \mathbb{R}^{3}\right) \cap L^{\infty}$ be given and set

$$
n_{t}=(n+t v) /|n+t v| \quad \text { and } \quad \psi_{t}=\Phi\left(n_{t}\right) \text { for }|t|<1 /\|v\|_{L^{\infty}} .
$$

Then

$$
\begin{array}{clrl}
n_{0}=n, & \psi_{0} & =\varphi=\Phi(n), \\
\zeta=[d / d t]_{t=0} n_{t}=(1-n \otimes n) v, & \Psi & =[d / d t]_{t=0} \psi_{t} \in H_{0}^{1}(\Omega), \\
{[d / d t]_{t=0} \mathscr{E}\left(n_{t}\right)=\int_{\Omega}\left\{W_{p}(\nabla n, n) \nabla \zeta+W_{u}(\nabla n, n) \zeta+A_{u}(\nabla \varphi, n) \zeta+D(\nabla \varphi, n) \nabla \Psi\right\} d x .}
\end{array}
$$

So (4.5) implies (4.6). Likewise (4.6) and (4.7) imply (4.5).
Similarly, one shows that (4.4) is equivalent to (4.6) and (4.7).
The existence of a critical point of $\mathscr{E}^{*}$ on $\mathscr{A}^{*}\left(n_{0}\right)$ is now a consequence of 4.2 and the following:
4.3. Theorem For $n_{0}$ and $\varphi_{0}$ as above, there exists an $n \in \mathscr{A}\left(n_{0}\right)$ such that

$$
\mathscr{E}(n)=\inf _{u \in \mathscr{A}\left(n_{0}\right)} \mathscr{E}(u) .
$$

Proof. Let $n_{i} \in \mathscr{A}\left(n_{0}\right)$ be an $\mathscr{E}$ minimizing sequence, and set $\varphi_{i}=\Phi\left(n_{i}\right)$. Using the energy bound (4.1) and arguing as in 1.5 and 1.6 , we obtain bounds

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla \varphi_{i}\right|^{2} d x \leqq \lambda^{-1} c\left(\Omega, \varphi_{0}\right), \\
& \int_{\Omega}\left|\nabla n_{i}\right|^{2} d x \leqq 2 \alpha^{-1}\left[\sup _{i} \mathscr{E}\left(n_{i}\right)+\mathscr{S}\left(n_{0}\right)+c(\Omega, \gamma)+c_{1}|\Omega|\right]
\end{aligned}
$$

(for some choice of constant $c_{1}$ in the cholesteric case). Passing to subsequences, we may suppose that $n_{i} \rightarrow n \in \mathscr{A}\left(n_{0}\right)$ and $\varphi_{i} \rightarrow \varphi \in H^{1}(\Omega)$, weakly in $H^{1}$, strongly in $L^{2}$, and
pointwise almost everywhere. Now, as before,

$$
\int_{\Omega} W(\nabla n, n) d x \leqq \liminf _{i \rightarrow \infty} \int_{\Omega} W\left(\nabla n_{i}, n_{i}\right) d x .
$$

On the other hand, since $\varphi_{i}$ is the solution of a minimum problem,

$$
\int_{\Omega} A\left(\nabla \varphi_{i}, n_{i}\right) d x \leqq \int_{\Omega} A\left(\nabla \varphi, n_{i}\right) d x
$$

By the uniform bound, $\left|n_{i}\right| \leqq 1$, and Lebesgue's theorem,

$$
\lim _{i \rightarrow \infty} \int_{\Omega} A\left(\nabla \varphi, n_{i}\right) d x=\int_{\Omega} A(\nabla \varphi, n) d x
$$

Thus

$$
\limsup _{i \rightarrow \infty} \int_{\Omega} A\left(\nabla \varphi_{i}, n_{i}\right) d x \leqq \int_{\Omega} A(\nabla \varphi, n) d x
$$

and

$$
\mathscr{E}(n)=\inf _{u \in \mathscr{A}\left(n_{0}\right)} \mathscr{E}(u)
$$

We now turn to the partial regularity of a critical point $(n, \varphi)$, obtained by minimizing $\mathscr{E}$. To simplify technical aspects, our attention is confined to the nematic case. We first discuss scaling. Suppose that $\varphi=\Phi(n)$, where $n$ is, as above, a minimizer of $\mathscr{E}$ in $\mathscr{A}\left(n_{0}\right)$. For any ball $\mathbb{B}_{r}(a) \subset \Omega$, one may consider the functions $\varphi_{r, a}$ and $n_{r, a}$, defined by

$$
\varphi_{r, a}(x)=\varphi(r x+a) \quad \text { and } \quad n_{r, a}(x)=n(r x+a) \quad \text { for } x \in \mathbb{B}
$$

Then, with respect to their own boundary values on $\partial \mathbb{B}$,

$$
\varphi_{r, a}=\Phi\left(n_{r, a}\right) \quad \text { and } \quad n_{r, a} \text { minimizes } \mathscr{E} .
$$

Note that

$$
\int_{\mathbb{B}}\left|\nabla \varphi_{r, a}\right|^{2} d x \leqq r^{-1} \int_{\mathbb{B}_{r}(a)}|\nabla \varphi|^{2} d x .
$$

We shall obtain estimates for small energy minimizers $u \in H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$ of $\mathscr{E}$ involving the quantity

$$
\|\nabla \Phi(u)\|^{2}=\int_{\mathbb{B}}|\nabla \Phi(u)|^{2} d x,
$$

as well as on $\mathbb{E}_{1}(u)$.
4.4. Lemma (blow-up equation). Suppose $v \in H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$ is a blow-up limit for a special blow-up sequence $u_{i}$, where each $u_{i}$ minimizes some functional $\mathscr{E}_{i}=\mathscr{E}_{\gamma_{1}}[$ see (4.2)] with $\gamma_{i} \in H^{1 / 2}(\partial \mathbb{B})$ and where $\lim _{i=\infty}\left\|\nabla \Phi\left(u_{i}\right)\right\|^{2} / \varepsilon_{i}=0$. Then, as in $2.2, v^{\prime}=\left(v^{1}, v^{2}\right)$ again satisfies the elliptic system

$$
-\operatorname{div} \tilde{W}_{p}^{\prime}\left(\nabla v^{\prime}, \mathbf{e}\right)=0 \text { in } \mathbb{B},
$$

(and hence the $L^{2}$ estimate of 2.2).

Proof. The function $u_{i}$ satisfies the weak form of Eq. (4.5) with $\varphi$ replaced by $\varphi_{i}=\Phi\left(u_{i}\right)$. Using a test function $\zeta=\left(\zeta^{1}, \zeta^{2}, 0\right)$ as in 2.2, we again substitute $\nabla u_{i}=$ $\varepsilon_{i} \nabla v_{i}$ and divide by $\varepsilon_{i}$. The integral of the new term $\varepsilon_{i}^{-1} A_{u}\left(\nabla \varphi_{i}, \bar{u}_{i}+\varepsilon_{i} v_{i}\right) \cdot \zeta$ approaches 0 as $i \rightarrow \infty$ because of the assumption on $\left\|\nabla \varphi_{i}\right\|^{2}$.
4.5. Lemma (Hybrid inequality). There exists a positive constant c (depending only on $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ ) so that if $0<\lambda<1$ and $u$ is a minimizer of $\mathscr{E}=\mathscr{E}_{\varphi_{0}}(u)$ in $H^{1}\left(\mathbb{B}, \mathbb{S}^{2}\right)$ with $\varphi_{0} \in H^{1 / 2}(\partial \mathbb{B})$, then

$$
\mathbb{E}_{1 / 2}(u) \leqq \lambda \mathbb{E}_{1}(u)+c \lambda^{-1} \int_{\mathbb{B}}|u-\bar{u}|^{2} d x+c\|\nabla \Phi(u)\|^{2}
$$

Proof. First note that $u$ is, by the argument of 1.3, a minimizer for the corresponding adjusted energy $\widetilde{\mathscr{E}}=\mathscr{E}-\mathscr{W}+\widetilde{\mathscr{W}}$,

$$
\tilde{\mathscr{E}}(u)=\int_{\Omega}[\tilde{W}(\nabla u, u)-A[\nabla \Phi(u), u]] d x
$$

Then choosing $r \in\left[\frac{1}{2}, 1\right], w$, and $\lambda$ as in 2.2 and changing $c$ suitably, we may use the $\widetilde{\mathscr{E}}$ minimality of $u \mid \mathbb{B}_{r}$ to infer that

$$
\begin{aligned}
\mathbb{E}_{1 / 2}(u) & \leqq 2 \mathbb{E}_{r}(u) \leqq 4 \alpha^{-1} \tilde{\mathscr{W}}\left(u \mid \mathbb{B}_{r}\right) \leqq 4 \alpha^{-1} \tilde{\mathscr{E}}\left(u \mid \mathbb{B}_{r}\right)+c\|\nabla \Phi(u)\|^{2} \\
& \leqq 4 \alpha^{-1} \tilde{\mathscr{E}}\left(w \mid \mathbb{B}_{r}\right)+c\|\nabla \Phi(u)\|^{2} \leqq 4 \beta \alpha^{-1} \int_{\mathbb{E}_{r}}|\nabla w|^{2} d x+c\|\Phi(u)\|^{2} \\
& \leqq \lambda \mathbb{E}_{1}(u)+c \lambda^{-1} \int_{\mathbb{B}}|u-\bar{u}|^{2} d x+c\|\nabla \Phi(u)\|^{2} .
\end{aligned}
$$

4.6. Theorem (Energy improvement). There are positive constants $\varepsilon, \eta$, and $\theta<1$ (depending only on $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ ) so that if $u$ is a minimizer of $\mathscr{E}=\mathscr{E}_{\gamma}$ with $\gamma \in H^{1 / 2}(\partial \mathbb{B})$ and $\mathbb{E}_{1}(u)<\varepsilon^{2}$, then $\mathbb{E}_{\theta}(u) \leqq \theta \max \left\{\mathbb{E}_{1}(u), \eta\|\nabla \Phi(u)\|^{2}\right\}$.
Proof. We argue just as in 3.4 with $[F]^{2}$ replaced by $\|\nabla \Phi(u)\|^{2}$.
4.7. Corollary (Energy decay). If $n$ is a minimizer of $\mathscr{E}=\mathscr{E}_{\gamma}$ in $H^{1}\left(\Omega, \mathbb{S}^{2}\right)$ with $\gamma \in H^{1 / 2}(\partial \Omega)$, if $\mathbb{B}_{R}(a) \subset \Omega$, and if $\int_{\mathbb{B}_{R}(a)}|\nabla n|^{2} d x \leqq \varepsilon^{2} R$, then

$$
\int_{\mathbb{B},(a)}|\nabla n|^{2} d x \leqq c \theta^{-2} \max \left\{\varepsilon^{2}, \eta\|\nabla \Phi(n)\|^{2} R^{-1}\right\} R^{-1} r^{1+\mu} \quad \text { for } 0<r<R / 2,
$$

for some positive constants $c$ and $\mu$, depending only on the electric field constants $\varepsilon_{0}, \varepsilon_{\perp}$, and $\varepsilon_{a}$.

Proof. From the inequality (4.3) and scaling, we obtain the estimate

$$
r^{-1} \int_{\mathbb{B}_{r}(a)}|\Phi(n)|^{2} d x \leqq c\|\Phi(n)\|^{2} R^{-1} r^{\mu} \quad \text { for } \quad 0<r<R / 2
$$

Recalling from 4.3 the scaling estimate for $\|\nabla \Phi(n)\|^{2}$, we now iterate 4.6 as in 3.5.
4.8. Theorem (Interior partial regularity). If $n$ is a minimizer of $\mathscr{E}=\mathscr{E}_{\varphi_{0}}$ in $H^{1}\left(\Omega, \mathbb{S}^{2}\right)$ with $\varphi_{0} \in H^{1 / 2}(\partial \Omega)$, then $\varphi=\Phi(n)$ is locally Hölder continuous on $\Omega$, and both $n$ and $\varphi$
are analytic on $\Omega \sim Z$ for some relatively closed subset $Z$ of $\Omega$ which has one dimensional Hausdorff measure zero.

Proof. The Hölder continuity of $\varphi$ follows from De Giorgi's theorem [D]. Taking $Z$ as in 2.6 , the Hölder continuity of $n$ on $\Omega \sim Z$ follows from Morrey's Lemma and 4.7.

To verify the higher regularity of $n$ and $\varphi$ near a point $a \in \Omega \sim Z$, we assume, for convenience, that $n(a)=\mathbf{e}=(0,0,1)$. Recalling the argument for higher regularity in 2.5 and using the Euler equations for $(n, \varphi)$ obtained in 4.2 , we readily verify that on a small neighborhood of $a$, the triple $\left(n^{1}, n^{2}, \varphi\right)$ satisfies a strongly elliptic system with analytic coefficients. Thus $n$ and $\varphi$ are analytic near $a$ by [M, 6.7].

## 5. Partial Regularity at the Boundary

Suppose $n$ minimizes $\mathscr{W}$ in the family $\mathscr{A}\left(n_{0}\right)$ as in Sect. 1. Since $n$ extends to an $H^{1}$ function defined in a neighborhood of $\bar{\Omega}$, the set

$$
Y=\left\{a \in \partial \Omega: \lim _{r \downarrow 0} \sup ^{-1} \int_{\mathbb{E}_{r}(a)}|\nabla n|^{2} d x>0\right\}
$$

has, as in 2.6, one dimensional measure zero. Here, assuming that $a \in \partial \Omega \sim Y$, $k \in\{1,2, \ldots, \infty, \omega\}, 0<\mu<1$, and both $\partial \Omega$ and $n_{0}$ are $\mathscr{C}^{k, \mu}$ near $a$, we show that $n$ is $\mathscr{C}^{k, \mu}$ near $a$. Our discussion below, which involves modifying Sect. 2, can easily be adapted to handle boundary regularity for the problem of minimizing $\mathscr{W}+\mathscr{F}$ (Sects. 1.5,3) or for the electric field problem (Sect.4).
5.1. Scaling. For any $\mathscr{C}^{1}$ function $\psi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with $\psi(0)=0=|\nabla \psi(0)|$, let

$$
\Omega_{\psi}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{B}_{2}: x_{3}<\psi\left(x_{1}, x_{2}\right)\right\} .
$$

For $\Omega, a$, and $n_{0}$ as above, there exists a positive number $R$, a rotation $h \in \mathbb{S O}(3)$, and a function $\psi_{R, a} \in \mathscr{C}^{1}\left(\mathbb{R}^{2}\right)$, so that

$$
\begin{aligned}
\psi_{R, a}(0) & =0=\left|\nabla \psi_{R, a}(0)\right|, \quad \operatorname{Lip}\left(\psi_{R, a}\right) \leqq 1, \\
\Omega_{\psi_{R, a}} & =\left\{h^{-1}[(y-a) / R]: y \in \mathbb{B}_{2 R}(a) \cap \Omega\right\},
\end{aligned}
$$

and $n_{0}$ is $\mathscr{C}^{1}$ on $\mathbb{B}_{2 R}(a) \cap \partial \Omega$. For $0<r \leqq R$, let $\psi_{r, a}(x)=\psi_{R, a}(r x / R)$. Then, for $n$ as above, the expression $n_{r, a}(x)=n[r h(x)+a]$ defines a function in $H^{1}\left(\Omega_{\psi_{r, a}} \mathbb{S}^{2}\right)$ which is $\mathscr{W}$ minimizing. Its trace on $\mathbb{B}_{2} \cap \partial \Omega_{\psi_{r, a}}$ is given by $\left(n_{0}\right)_{r, a}(x)=n_{0}[r h(x)+a]$. Note that

$$
\begin{aligned}
\mathbb{E}_{1}\left(n_{r, a}\right) & =r^{-1} \int_{\mathbb{B}_{r}(a)}|\nabla n|^{2} d x, \quad \operatorname{Lip}\left(\psi_{r, a}\right)=\operatorname{Lip}\left(\psi_{R, a}\right) R^{-1} r, \\
\operatorname{Lip}\left[\left(n_{0}\right)_{r, a}\right] & =\operatorname{Lip}\left[\left(n_{0}\right)_{R, a}\right] R^{-1} r .
\end{aligned}
$$

We will study the behavior of small energy minimizers of $\mathscr{W}$ whose traces on $\mathbb{B}_{2} \cap \partial \Omega_{\psi}$ have small Lipschitz norms.

To treat blowing-up at a boundary point, suppose that, for $i=1,2, \ldots$,

$$
\psi_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R} \text { is } \mathscr{C}^{1} \quad \text { with } \quad \psi_{i}(0)=0=\left|\nabla \psi_{i}(0)\right| \quad \text { and } \quad \operatorname{Lip}\left(\psi_{i}\right) \leqq 1
$$

$$
u_{i} \text { belongs to } H^{1}\left(\Omega_{\psi_{i}}, \mathbb{S}^{2}\right), g_{i}=u_{i} \mid \mathbb{B}_{2} \cap \partial \Omega_{\psi_{i}} \text { is Lipschitz, }
$$

and, as $i \rightarrow \infty$,

$$
\mathbb{E}_{1}\left(u_{i}\right)=\int_{\mathbb{B} \cap \Omega_{\psi_{i}}}\left|\nabla u_{i}\right|^{2} d x \rightarrow 0 \quad \text { and } \quad\left[\operatorname{Lip}\left(\psi_{i}\right)+\operatorname{Lip}\left(g_{i}\right)\right]^{2} / \mathbb{E}_{1}\left(u_{i}\right) \rightarrow 0
$$

It is convenient to have $u_{i}$ defined on the whole ball $\mathbb{B}=\mathbb{B}_{1}$ by letting

$$
u_{i}(x)=-u_{i}\left[x_{1}, x_{2},-x_{3}+2 \psi_{i}\left(x_{1}, x_{2}\right)\right] \quad \text { for } x \in \mathbb{B} \sim \Omega_{\psi_{i}}
$$

Then

$$
\lim _{i \rightarrow \infty} \varepsilon_{i}^{-2} \int_{\mathbb{B} \cap \Omega_{\psi_{i}}}\left|\nabla u_{i}\right|^{2} d x=0 \quad \text { where } \quad \varepsilon_{i}^{2}=\int_{\mathbb{B}}\left|\nabla u_{i}\right|^{2} d x
$$

As in Sect. 2, we can compose with rotations and then pass to a subsequence to insure that

$$
\begin{aligned}
& \mathbf{e} \cdot \bar{u}_{i}=\left|\bar{u}_{i}\right| \text { for all } i\left[\text { where } \bar{u}_{i}=\underset{\mathbb{B}}{f} u_{i} d x\right] f \text { and } \\
& v_{i}=\varepsilon_{i}^{-1}\left(u_{i}-\bar{u}_{i}\right) \mid \mathbb{B} \text { converges weakly in } H^{1} .
\end{aligned}
$$

Under all these conditions, we say that $u_{i}$ is a special boundary blow-up sequence, and we again call $v=\lim _{i \rightarrow \infty} v_{i}$ a blow-up limit.
5.2. Lemma (blow-up equation). Suppose $v$ is a blow-up limit for a special boundary blow-up sequence $u_{i}$ of $\mathscr{W}$ minimizers, as above. Then, for almost all $x \in \mathbb{B}$,

$$
v(x) \cdot \mathbf{e}=0 \quad \text { and } \quad v\left(x_{1}, x_{2},-x_{3}\right)=-v\left(x_{1}, x_{2}, x_{3}\right)
$$

Moreover, $v^{\prime}=\left(v^{1}, v^{2}\right)$ is a solution of the elliptic system

$$
-\operatorname{div} \tilde{W}_{p}^{\prime}\left(\nabla v^{\prime}, \mathbf{e}\right)=0 \quad \text { on } \quad\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{B}: x_{3}>0\right\}
$$

and satisfies the $L^{2}$ estimate of 2.2.
Proof. The first conclusion was established in 2.1. To obtain the second, we note that $\lim _{i \rightarrow \infty} \varepsilon_{i}^{-2} \operatorname{Lip}\left(\psi_{i}\right)=0$ and use the strong $L^{1}$ convergence of $v_{i}$ to $v$ to verify that

$$
\int_{\mathbb{B}} v \cdot \zeta d x=\lim _{i \rightarrow \infty} \int_{\mathbb{B}} v_{i} \cdot \zeta d x=0
$$

for any $\zeta \in \mathscr{C}^{0}\left(\mathbb{B}, \mathbb{R}^{3}\right)$ satisfying $\zeta\left(x_{1}, x_{2},-x_{3}\right)=\zeta\left(x_{1}, x_{2}, x_{3}\right)$.
Next we note that a function with support in $\mathbb{B} \cap\left\{x_{3}>0\right\}$ has, for $i$ sufficiently large, support in $\mathbb{B} \cap \Omega_{\psi_{i}}$. Using such a function as a variation, we find that, in $\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{B}: x_{3}>0\right\}, v^{\prime}=\left(v^{1}, v^{2}\right)$ satisfies (in a weak sense) the above system. Moreover, since $v^{\prime} \in H^{1}\left(\mathbb{B}, \mathbb{R}^{2}\right)$ and is odd in $x_{3}, v^{\prime}$ has zero trace on $\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{B}: x_{3}=0\right\}$ and so satisfies the $L^{2}$ estimate of 2.2 by the linear elliptic boundary estimate $\left[\mathrm{M}_{2}, 6.3\right]$.
5.3. Lemma (Hybrid inequality). There exist positive constants $c$ and $q$ (depending only on $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ ) so that if $0<\lambda<1, \psi$ is as in $5.1, \operatorname{Lip}(\psi) \leqq 1, u$ is a minimizer of $\mathscr{W}$ in $H^{1}\left(\Omega_{\psi}, \mathbb{S}^{2}\right), g$ is the trace of $u$ on $\mathbb{B} \cap \partial \Omega_{\psi}$, and $\operatorname{Lip}(\psi) \leqq c^{-1} \lambda^{1 / 2}$, then

$$
\mathbb{E}_{1 / 2}(u) \leqq \lambda \mathbb{E}_{1}(u)+c \lambda^{-1} \int_{\Omega_{\psi} \cap \mathbb{B}}|u-\bar{u}|^{2} d x+c \lambda^{-1}(\operatorname{Lip} g)^{2}
$$

[Here $\mathbb{E}_{r}(u)=r^{-1} \int_{\Omega_{\psi} \cap \mathbb{B}_{r}}|\nabla u|^{2} d x$.]

Proof. First one may find a universal constant $\Lambda$ so that, for any $r \in[0,1]$ and any $\psi$ : $\mathbb{R}^{2} \rightarrow \mathbb{R}$ with $\operatorname{Lip}(\psi) \leqq 1$, there exists a bilipschitz map $\Upsilon=\Upsilon(r, \psi): \mathbb{B}_{r} \cap \Omega_{\psi} \rightarrow \bar{B}_{r}$ with $\sup \left\{\operatorname{Lip} r, \operatorname{Lip} \Upsilon^{-1}\right\} \leqq \Lambda$. Next we choose $r \in\left[\frac{1}{2}, 1\right]$ exactly as in the proof of 2.3. Using the extension $G: \overline{\Omega_{\psi}} \rightarrow \mathbb{S}^{2}$ of $g$ given by $G\left(x_{1}, x_{2}, x_{3}\right)=g\left[x_{1}, x_{2}, \psi\left(x_{1}, x_{2}\right)\right]$, we define the map $\omega: \partial \mathbb{B}_{r} \rightarrow \mathbb{S}^{2}$ by

$$
\omega=(u-G) \circ \Upsilon^{-1} \text { on } \Upsilon\left(\Omega_{\psi} \cap \partial \mathbb{B}_{r}\right), \quad \omega=0 \text { on } \Upsilon\left(\mathbb{B}_{r} \cap \partial \Omega_{\psi}\right)
$$

We now construct $w \in H^{1}\left(\mathbb{B}_{r}, \mathbb{S}^{2}\right)$ exactly as in 2.3 with $u \mid \partial \mathbb{B}_{r}$ replaced by $\omega$ and $\bar{u}$ replaced by $\bar{u}+\bar{G}$, where $\bar{G}=f_{\mathbb{B}} G d x$. Note that

$$
\int_{\partial \mathbb{B}_{r}}|G-\bar{G}|^{2} d \mathscr{H}^{2} \leqq 16 \pi(\operatorname{Lip} g)^{2}
$$

Since $w^{\circ} \boldsymbol{r}+G$ and $u \mid \Omega_{\psi} \cap \mathbb{B}_{r}$ now have the same trace on $\partial\left(\Omega_{\psi} \cap \mathbb{B}_{r}\right)$, we conclude from the $\tilde{\mathscr{W}}$ minimality of $u \mid \Omega_{\psi} \cap \mathbb{B}_{r}$, Cauchy's inequality, and (2.2) that,

$$
\begin{aligned}
& \mathbb{E}_{1 / 2}(u) \leqq 2 \mathbb{E}_{r}(u) \leqq 4 \alpha^{-1} \mathscr{W}\left(u \mid \Omega_{\psi} \cap \mathbb{B} r\right) \leqq 4 \alpha^{-1} \mathscr{W}\left(w^{\circ} \Upsilon+G\right) \\
& \quad \leqq 4 \beta \alpha^{-1} \int_{\mathbb{B}_{r}}|\nabla(w \circ \Upsilon+G)|^{2} d x \leqq 4 \beta \alpha^{-1} \Lambda^{5} \int_{\Omega_{\psi} \cap \mathbb{B}_{r}}\left|\nabla\left(w+G^{\circ} \Upsilon^{-1}\right)\right|^{2} d x \\
& \quad \leqq 8 \beta \alpha^{-1} \Lambda^{5} \int_{\mathbb{B}_{r}}|\nabla w|^{2} d x+c \int_{\mathbb{B}_{r}}|\nabla G|^{2} d x \\
& \quad \leqq 256 \beta \alpha^{-1} \Lambda^{5}\left(\int_{\partial \mathbb{B}_{r}}\left|\nabla_{\tan } \omega\right|^{2} d \mathscr{H}^{2}\right)^{1 / 2}\left(\int_{\partial \mathbb{B}_{r}}|\omega-\bar{u}-\bar{G}|^{2} d \mathscr{H}^{2}\right)^{1 / 2}+c(\operatorname{Lip} g)^{2} \\
& \quad \leqq 128 \beta \alpha^{-1} \Lambda^{5}\left[\delta \int_{\partial \mathbb{B}_{r}}\left|\nabla_{\tan } \omega\right|^{2} d \mathscr{H}^{2}+\delta^{-1} \int_{\partial \mathbb{B}_{r}}|\omega-\bar{u}-\bar{G}|^{2} d \mathscr{H}^{2}\right]+c(\operatorname{Lip} g)^{2} \\
& \quad \leqq 128 \beta \alpha^{-1} \Lambda^{10}\left[\delta \int_{\partial \mathbb{B}_{r}}\left|\nabla_{\tan } u\right|^{2} d \mathscr{H}^{2}+\delta^{-1} \int_{\partial \mathbb{B}_{r}}|u-\bar{u}|^{2} d \mathscr{H}^{2}\right]+{ }^{\circ} c \delta^{-1}(\operatorname{Lip} g)^{2} \\
& \quad \leqq \lambda \mathbb{E}_{1}(u)+c \lambda^{-1} \int_{\Omega_{\psi \cap \mathbb{B}}}|u-\bar{u}|^{2} d x+c \lambda^{-1}(\operatorname{Lip} g)^{2},
\end{aligned}
$$

for $\delta=\lambda / 1024 \beta \alpha^{-1} \Lambda^{10}$ and an appropriate choice of $c$.
5.4. Theorem (Energy improvement). There are positive constants $\varepsilon, \eta$, and $\theta<1$ depending only on $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ ) so that if $\psi$ is as in 5.1 , $u$ is a minimizer of $\mathscr{W}$ in $H^{1}\left(\Omega_{\psi}, \mathbb{S}^{2}\right), g$ is the trace of $u$ on $\mathbb{B} \cap \partial \Omega_{\psi}$, and $\mathbb{E}_{1}(u)<\varepsilon^{2}$, then

$$
\mathbb{E}_{\theta}(u) \leqq \theta \max \left\{\mathbb{E}_{1}(u), \eta(\operatorname{Lip} g+\operatorname{Lip} \psi)^{2}\right\}
$$

Proof. If the theorem were false, then, for any $0<\theta<1$, there would exist $C^{1}$ functions $\psi_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with $\psi_{i}(0)=0=\left|\nabla \psi_{i}(0)\right|$ and $\mathscr{W}$ minimizers $u_{i}$ in $H^{1}\left(\Omega_{\psi_{i}}, \mathbb{S}^{2}\right)$
having Lipschitz traces $g_{i}$ on $\mathbb{B} \cap \partial \Omega_{\psi_{\mathrm{t}}}$ so that

$$
\begin{aligned}
& \mathbb{E}_{\theta}\left(u_{i}\right)>\theta \mathbb{E}_{1}\left(u_{i}\right) \text { for all } i \text { and, as } i \rightarrow \infty, \\
& \mathbb{E}_{1}\left(u_{i}\right) \rightarrow 0 \text { and }\left[\operatorname{Lip}\left(\psi_{i}\right)+\operatorname{Lip}\left(g_{i}\right)\right]^{2} / \mathbb{E}_{1}\left(u_{i}\right) \rightarrow 0 .
\end{aligned}
$$

As in 2.4 , we may, after composing with rotations and passing to a subsequence, assume that $u_{i}$ is a special boundary blow-up sequence. We define $u_{i}$ on the whole ball $\mathbb{B}$ as in 5.1, and let $\varepsilon_{i}, v_{i}$, and $v$ be as in 5.1 and 5.2. Using 5.2 and repeated application of 5.3, the argument now proceeds as in 3.3 [with $\left[F_{i}\right]^{2}$ replaced by $\left.\operatorname{Lip}\left(\psi_{i}\right)+\operatorname{Lip}\left(g_{i}\right)\right]$. Since

$$
\varepsilon_{i}^{2} / \mathbb{E}_{1}\left(u_{i}\right) \rightarrow 2 \quad \text { as } \quad i \rightarrow \infty,
$$

we now find that, for $i$ sufficiently large,

$$
\mathbb{E}_{\theta}\left(u_{i}\right) \leqq \frac{1}{2} \theta \mathbb{E}_{1}\left(u_{i}\right)+\frac{1}{4} \theta \varepsilon_{i}^{2}<\theta \mathbb{E}_{1}\left(u_{i}\right)
$$

the desired contradiction.
5.5. Corollary (Energy decay). Suppose $\Omega$ is a domain in $\mathbb{R}^{3}, a \in \partial \Omega, n_{0}: \partial \Omega \rightarrow \mathbb{S}^{2}$, and both $\partial \Omega$ and $n_{0}$ are both $\mathscr{C}^{1}$ near $a$. Then, if $R>0$ is sufficiently small (depending on the $\mathscr{C}^{1}$ norms of $\partial \Omega$ and $n_{0}$ near a) and if $n \in H^{1}\left(\Omega, \mathbb{S}^{2}\right)$ is a minimizer of $\mathscr{W}$ with

$$
n \mid \partial \Omega=n_{0} \quad \text { and } \quad \int_{\mathbb{B}_{R}(a)}|\nabla n|^{2} d x \leqq \varepsilon^{2} R
$$

then

$$
\int_{\mathbb{B}_{r}(a)}|\nabla n|^{2} d x \leqq \theta^{-2} \max \left\{\varepsilon^{2}, \eta R^{2}\right\} R^{-2} r^{2} \quad \text { for } 0<r<R .
$$

Proof. Recalling 5.1, one uses 5.4 and argues as in 2.5 or 3.5 .
5.6. Theorem (Partial regularity at the boundary). Suppose $\Omega, n_{0}, n$, and $Y$ are as in Sect. 1 and 5.0, $Z$ is as in 2.6, and $X$ is a relatively closed subset of $\partial \Omega$ such that $n_{0}$ and $\partial \Omega$ are $\mathscr{C}^{k, \mu}$ off of $X$ for some $k \in\{1,2, \ldots, \infty, \omega\}$ and $0<\mu<1$. Then $n$ belongs to $\mathscr{C}_{\text {loc }}^{k, \mu}(\bar{\Omega} \sim X \sim Y \sim Z)$.
Proof. To obtain local Hölder continuity on $\bar{\Omega} \sim X \sim Y \sim Z$, we note that trivially

$$
\int_{\mathbb{B}_{r}(b) \cap \Omega}|\nabla n|^{2} d x \leqq \int_{\mathbb{B}_{R}(a) \cap \Omega}|\nabla n|^{2} d x \quad \text { whenever } \mathbb{B}_{r}(b)<\mathbb{B}_{r}(a),
$$

and apply $5.0,5.1,5.5$, and 2.5 as in the proof of 2.6 .
To prove higher regularity near a point $a \in \partial \Omega \sim X \sim Y$, we assume that $n(a)=(0,0,1)$, and observe as in the proof of 2.6 that, near a, the pair $\left(n^{1}, n^{2}\right)$ satisfies an elliptic system with analytic coefficients on a $\mathscr{C}^{k, \mu}$ domain and has $\mathscr{C}^{k, \mu}$ boundary values near $a$. The theorem now follows from [M, Sect. 6].
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Note added in proof. Leon Simon has recently informed us that Stefan Luckhaus has found a result similar to Lemma 2.3.
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