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Abstract. We show that any asymptotically flat initial data for the Einstein
field equations have a development which includes complete spacelike surfaces
boosted relative to the initial surface. Furthermore, the asymptotic fall off is
preserved along these boosted surfaces and there exists a global system of
harmonic coordinates on such a development. We also extend former results
on global solutions of the constraint equations. By virtue of this extension, the
constraint and evolution parts of the problem fit together exactly. Several
theorems are given which concern the behaviour in the large of general classes
of linear and quasilinear differential systems. This paper contains in addition a
systematic exposition of the functional spaces employed.

1. Introduction

Lichnerowicz showed [1] that the Einstein equations form a system in involution
and that the Cauchy problem in general relativity consists of two problems: the
problem of the initial value constraints and the problem of evolution. Choquet-
Bruhat [2] employed the harmonic coordinate condition to reduce the evolution
equations to a hyperbolic system and showed the existence and uniqueness of
local-in-time solutions. An improvement of this result was later obtained in [3]
based on the work of Leray [4] and Dionne [5] on hyperbolic systems. Global
uniqueness, namely existence of a unique maximal development of the initial data,
was shown by Choquet-Bruhat and Geroch in [6]. The evolution equations were
studied from the point of view of a first order symmetric hyperbolic system by
Fischer and Marsden [7]. The sharpest differentiability results for the evolution
equations are due to Hughes, Kato and Marsden [8]. The problem of the initial
value constraints, formulated in a particularly satisfactory way in the work of
York [9] and O’'Murchadha and York [10], was studied on a compact manifold
by Choquet-Bruhat [11], and on a manifold which is euclidean at infinity by
Cantor [12, 13] and Chaljub-Simon and Choquet-Bruhat [14].

The existence of local-in-time solutions to the Einstein equations is a result
which is perhaps sufficient for the study of cosmology. It is however insufficient for
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the study of isolated systems. With this in mind, we wish to pose a sequence of
three problems for the vacuum Einstein equations on R* which are extensions of
the local-in-time problem in a successively stronger sense. In each case, the first
part of the problem is to construct on the surface x°=0, which we call X, a
complete riemannian metric g and a 2-covariant symmetric tensorfield k, such that
the pair (g, k) satisfy the initial value constraints. In each case also, we are asked to
find an open set 2D X and a solution y to the vacuum Einstein equations on Q such
that (g, k) are respectively the first and second fundamental forms of X relative to
y and (,7) is a globally hyperbolic spacetime. This is what is meant by a
development of the initial data (X, g, k). The sequence of three problems which we
shall pose are characterized by successively stronger demands on the largeness of
Q. To be precise, let us consider a pair of points p, ge Q and let us define ¥ *(p, g) to
be the supremum of the lengths of all future-directed non-spacelike curves from p
to q if geJ*(p) (the causal future of p) and zero otherwise. Thus y*(p,q) is the
future temporal distance of g from p. Similarly, we may define the past temporal
distance y~(p, q). If (Q,7) is globally hyperbolic, y* and 3~ are known [15] to be
continuous maps Q x Q—IR*. Let us also define the function y* on Q, taking
values on the extended positive real line by:

2" (p)=sup x*(p,q).
qe?

Thus ¥*(p) is the future temporal extent of Q at p, namely the future temporal
distance of the boundary of Q from p. We may define the function ¥~ (past
temporal extent) in a similar way. Let d(x, y) be the distance function on (X, g)
defined by its riemannian structure and let d(x)=d(x, 0) where 0 is a fixed point on
> which we take as the origin. We denote by By = {xe X |d(x) < R} the closed ball of
radius R centered at 0 on (2, g).

1. The boost problem: (R, y) should be such that there exists a 4>0 such that
VxeX:

7E(x)> Ad(x).

Thus we require the temporal extent of (©,7y) to grow linearly with the radial
distance. We have given to this problem the name “boost problem” because in this
case (Q2,y) includes complete Cauchy surfaces wich are “boosted” relative to 2.

2. The radiation problem: (2,v) should be such that there exists a (finite) real
number R such that Vxe X — B,

7E(x)= 0.

In this case there are complete null geodesics in (£2,y) through every point of
% — By, a fact which justifies the name “radiation problem.” This problem is of
great interest for the study of isolated systems since it should allow one to
investigate the asymptotic behaviour of the solution along the light rays. Finally,
we can pose:

3. The global problem : (R, y) should be timelike and null geodesically complete.
From the singularity theorems [15], we know well that this problem can have
solutions only for limited initial data.
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In this paper we shall give a complete solution to the boost problem for freely
specifiable initial data which are asymptotically flat in a very weak sense. In
retrospect this result is not surprising because singularities are expected to form
only in regions of strong gravitational fields. Since the data falls off at infinity, one
should be able to go out far enough to find a region of sufficiently weak data where
the time interval of existence is long. However it is not at all clear, a priori, that this
time interval grows linearly with the radial distance. In fact it will be seen that the
Yang-Mills equations have very different asymptotic behaviour. Our results are
significant for the study of spacelike infinity [16-19].

One of the strengths of the methods used in this paper is that the function
spaces in which solutions to the initial value constraints are constructed are
exactly those used to construct solutions to the evolution equations. This precise
fitting of the elliptic and hyperbolic parts of the problem had been achieved only
for the completely local Cauchy problem, namely local-in-time and local-in-space.

We have tried to give a self-contained exposition.

2. Function Spaces
Let U be any open set in R" and let ¢ be the function:
o(x)=(1+|x|?)/2.
We shall define the following spaces of functions on U with values in some given

finite dimensional vector space V.

Definition 2.1. C3(U), seN, 0€ R, is the Banach space of functions u on U with
values in V, of class C¥, such that:

lullcyw) = Sllljp{ . |06+|a'Daul} <.

D

Definition 2.2. H, 5(U), seN, d€ R, is the class of all functions u on U with values
in ¥, possessing weak derivatives up to order s, such that ¢°*1'D*ue I2(U) for each
lel <s. H J(U) is a Hilbert space with respect to the inner product:

(ul, uz)Hs’ = I 'Z (O.§+ lalDaul’ 0.6+ [alDauz)Lz(U) )
a|<s
We shall write the norm:
4l e, 0y = (s W2 1
As with the usual Sobolev spaces H(U), these weighted Sobolev spaces H ,(U)
have the following density property:

Proposition 2.1. If U has the segment property, the set of restrictions to U of
functions in C§(R") is dense in Hg J(U) for each selN, éeR.

Remark. The segment property (see [20]) says that the domain U does not lie on
both sides of its boundary.
Given 0<e=1, let @, be the differentiable transformation of IR" defined by:

X

(o(x))'

Xt (x)=
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(¢, is the identity transformation of IR"). Consider the operator T,, acting on
functions f on IR" with values in V in the following way:

T.f=fop;".

T, is bijective, it is a linear operator, and satisfies T,(f, f,)= T.(f,) T.(f,)- Thus T, is
an automorphism of the ring of functions on IR” with values in IR. In [21] the
following lemma is demonstrated :

Lemma 2.1. For each 0<¢=1, T, is an isomorphism :
and

b) Hs,é( U)—)Hs,((6+ nj2)/e)— n/Z(goa( U))

The imbedding and multiplication theorems which follow were proven in [21]
by using this lemma. We need to introduce:

Definition 2.3. An open subset U CIR" has the extended cone property if ¢ (U) has
the cone property for each 0<e<1.

Remark. A domain U is said to have the cone property (see [20]) if there exists a
finite cone C such that each point xe U is the vertex of a finite cone C, contained in
U and congruent to C (C, is obtained from C by rigid motion). A domain satisfies
the stronger requirement of Definition 2.3 if in addition it has a linear growth at
infinity. This in particular excludes slabs contained between two parallel
hyperplanes.

Theorem 2.1 (imbedding). If U has the extended cone property, the following
inclusion holds and is continuous :

H, (U)CC3(U)
if ' <s—n/2,6'<d+n/2.

Theorem 2.2 (multiplication). If' U has the extended cone property, then pointwise
multiplication

(f1. [ f>
is a continuous bilinear map :
Hsl,él(U) X Hsz,&z(U)%Hs,é(U)
if 5.,8,=5, s<8;+8,—n/2,0<,+5,+n/2.

Corollary. If U has the extended cone property, then H_ s(U) is a Banach algebra if
s>n/2, 0> —n/2.

Remark. Theorems 2.1 and 2.2 are the strongest such results that can be obtained.
For example, the functions which are the powers of ¢ contradict any weakening of
the conditions on 4.

In addition to the imbedding and multiplication theorems, we shall need a
composition theorem. We first show:
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Lemma 2.2. If U has the extended cone property and f is a diffeomorphism U— U’
such that det((Df)zc¢>0 and f—ideH  , ,_,(U) with s>n/2, 6> —n/2, then
composition u—uef is an isomorphism :

H, (U)—>H, 5(U)
for every §'cR.

Proof. Let us denote
y=[f(x),xeU.

By the imbedding theorem there is a >0 such that f—ide C};_ 1(U). 1t follows
that there exist positive constants ¢, and c, such that:

¢,0(0) S o) S ¢,0(x). @1
Considering the fact that
dy=det(Df)dx,

we conclude that there exist positive constants ¢} and ¢}, such that for every
ueH, ,(U"):

4l [fl |o(x)° ue f(x)|2dx < J o) u(y)*dy < ¢} lf} |o(x)° ue f ()] *dx

which shows the lemma. []

Remark. If U=1R", the assumption det(df) = c¢ >0 is redundant, since D f(x)— I (the
identity matrix) for |x|—co and det(Df)=0.

Lemma 2.3. If U has the extended cone property and f is a diffeomorphism U— U’
such that det(Df)zc>0 and f—ideH, ;_,(U) with s>n/2, 6> —n/2, then
fl—ideH s (U

Proof. Applying Lemma 2.2 with &=6—1 to u=f"'—id we obtain f~!
—ideH, ;_,(U"), since:

(f ' =id)ef = —(f —id).
We have:
D(f !—id)y=hof"1,
where
h=(Df)"1—1I.

The facts that D(f —id) belongs to Hg J(U), which is a Banach algebra by the
corollary to the multiplication theorem, together with det(Df)=c¢>0 imply that
heH, (U). Application of Lemma 22 with =5 to u=hof" L gives
D(f ' —id)eH, J(U"). For 2<k<s+1 we use the formula:

DM(f~ ' —id)=g,of 1,
where

g,=((h+1)-D)* *h.
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The multiplication theorem implies that:
GieH, v pena(U).
Therefore, Lemma 2.2 with §'=§+k— 1 applied to u=g,f ! yields:
DHf ' —id)eHq 5,y (V).
Consequently, we have f~'—ideH ,, ;_(U). O

We shall now employ the above two lemmas to prove:

Theorem 2.3 (composition). If U has the extended cone property and f is a
diffeomorphism U—U" such that det(Df)=c>0 and f—ideHg, , ;_(U) with
s>n/2, 0> —n/2, then composition u—u-f is an isomorphism:

H, (U~ H, (V)
for every s’ <s+1, d'elR.

Proof. For s’ =0 the theorem reduces to Lemma 2.2. We first show by induction
that u—u- f is a continuous map:

Hs',a'(U')—’Hs',a'(U)
for every s’ <s+1, 8’ eIR. Indeed, let this statement be true for s'— 1 and every ’'e R
and let ue Hy ;(U’). Then DueH,_, ;.,(U’) and by the inductive hypothesis
(Du)efeHy _y 5. 4(U) and:
H(Du) Oans' ~1,6+1(U) =const. H Du“Hs' 1,6 +1(U)"
We have:
D(ucf)=Df-(Du)ef.

Since D(f—id)eH, s(U) and by Theorem 2.2 pointwise multiplication is a
continuous bilinear map:

Hs,é(U)XHs'—1,5'+1(U)_’Hs'—1,a'+1(U)’
we conclude that D(ucf)eH,, _, 5. ,(U) and:

[ D(u Of)“Hs,_ 1,60+ 1(U) =const. ”u“Hs,,é,(U') .

On the other hand the inductive hypothesis gives also ucfeH,_, ,(U) and:

fluef| Hge -1, 5/U) =const. ||lu “Hs’ e

It follows that ucfe Hy ;(U) and:

uef| Hgr, 5/(U) <const. [|u Hy, 5/(U") >

which completes the inductive step.

Since by Lemma 2.3 f~'—ideH,, ;,_,(U’), the continuity of the inverse of
uruef follows as above, in view of the fact that by (2.1) and the condition det(Df)
=c¢>0 also U’ enjoys the extended cone property.

Let now Dy, ; ;_,(IR") denote the set of all differentiable transformations f of
R" such that f—ideH, ; ;_,(R"). In view of Theorem 2.3 we have:
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Corollary. If s>n/2 and 6> —n/2, then D, 5_,(R") is a topological group with
respect to composition.

Denoting X =(x, ...,x"~ ) and &(X)=(1 +|x|?)*/?, let Q, be the domain defined
by:
|x°|

Q,= {xe R"|— < 0} s 2.2)
a(x)

where 0 < 0 < 1. This domain will play an important role in the sections concerning
the evolution problem. It enjoys the extended cone property. For such a domain,
replacing ¢ by @ in Definitions 2.1 and 2.2 gives equivalent norms.
We define on @, the function
0
()= S (2.3)
a(X)

This function induces a foliation of Q,:

Q=) 2, I,=1-0,0L, (2.4)

telg

where X are the level surfaces of 7. The following map is a diffeomorphism:
P:Qo I, xR!
by:x—(1,X).
Let G be the operator which sends functions u defined on @, with values in
some given finite dimensional vector space V into functions Gu defined on

I, xIR""! with values in V by:
1

Gu=uoyp .

Taking into account the fact that the euclidean measure drdx on I, xR ' is
related to the euclidean measure dx on £, by:

dx =6(X)dtdx,

one can show that there exist positive constants ¢, and ¢, such that for every
uEHs,(S(‘QO)

cllulf, jon= | S @@ FDEDP Gul? ded
' IoxRn-1 k+|B[<s
é%“““%{s,a(ge)' (2.5)

Let us define the following restriction norm to the hypersurfaces X_:

s 12
flull Hs, 5(32,Q0) (kZO I D'(c)“lxt I H-se, 64 5(R"~ 1)> (2.6)

The following restriction lemma was proven in [22] by employing the isomor-
phism (2.5):
Lemma 2.4 (restriction). For each tel,, the following inclusion holds and is

continuous :
Hs+ 1,6(90) C Hs,éﬁ—%(zv QG)

for every seN, d€IR.
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3. The Constraint Equations

Initial data for the vacuum Einstein equations consist of giving a riemannian metricg
and a 2-covariant symmetric tensorfield k on the hypersurface x° =0 which we call
2. These are going to be respectively the first and second fundamental forms of X
in the spacetime (Q,y) to be constructed. It follows from the Einstein equations
that a necessary condition for the existence of such a spacetime is that the initial
data satisfy the constraints (equivalent to G&“zO):

0, (k—(tr,k)g)=0
R(g)— |kl +(tr,k)* =0,
where R(g) and 6, are respectively the scalar curvature and divergence operator of

the metric g. We shall assume for simplicity that ¥ is a maximal spacelike
hypersurface of (€, ). Then the constraints reduce to:

tr,k=3,k=0 (3.1)
R(g)—k|?=0. (3.2)

In York’s formulation of the initial value problem [9, 10], one gives on X a
riemannian metric § and a 2-covariant symmetric tensorfield k subject to the
conditions

tryk=08,k=0. (3.3)
Then if one can find a positive function ¢ satisfying the Lichnerowicz equation:

A;0—4R(@) ¢+ Lk~ 7 =0, (34)

the riemannian metric g = $*§, together with k= ¢ ~ 2k satisfy (3.1) and (3.2). We
shall therefore study the space of solutions to (3.3) and the existence of positive
solutions to (3.4).

We shall use theorems on linear elliptic systems on IR” which were proven in
[217 in the more general context of euclidean at infinity manifolds. These results
are extensions of results obtained by Cantor [23]. Let L be a linear differential
operator of order m on R":

Lu= ) a,-D'u,

k=0

where u and Lu are R” valued functions on R". We introduce the following
hypotheses:

Hypothesis 1 (ellipticity). At each xeIR" and for every vector £+0 we have:
det(a,(x)- ™) >0,
where a,(x)-&™ is the matrix:

(@n(x)-Ey=ay, ; Fx)& g

ILJ=1,..,N.

Remark. The ellipticity condition implies that Nm is even.
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Hypothesis 11 (regularity). There exist nonnegative integers s, and real numbers
0p 0=k=m, such that:

sk>g+k—m+1,5k>m—k——;—:0§k§m

and
1) ¢4eH, 5 :0<k=m—1
2) a,— A, Hsm,ém’
where

Lyu=A,-D"u

is a homogeneous elliptic (hypothesis I) operator of order m with constant
coefficients.

Remark. By virtue of hypotheses I and II there exists a positive real number 4,
called the ellipticity constant, such that for every xeIR” and every vector &:

det(a,,(x)- &™) 2 AlE|M™.
The following theorems were proven in [21]:
Theorem 3.1. The homogeneous elliptic operator with constant coefficients on R":
L. =A4,D"
of order m<n, is an isomorphism :
Hy s=H; p 54m
if s=mand —n/2<d<—m+n/2.

Remark. Theorem 3.1 in the special case of the Laplace operator of the euclidean
metric is due to McOwen [24].

Let us denote by E the set of linear differential operators of order m on R”
which satisfy hypotheses I and I1. We define a metric (hence a topology) on E by
setting:

d(L,L)= max la,—aly, , .

We set:
s'= min {s,}+m.
ogkgm{k}

Theorem 3.2. Let L be a linear differential operator on R" of order m<n, such that L
belongs to a continuous (in the sense of d) curve {LJteI=[0,1]}, L,=L, of
injective operators in E. Then if L, is an isomorphism :

Hs,é_)H

s—m,0+m

with m<s<s and —n/2<d< —m+n/2, the same is true for L.

In applying the above theorems we shall make use of the following
proposition:
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Proposition 3.1. If L is a differential operator on WR", or order m<n, satisfying
hypotheses I and 11, then every ueker(L) which belongs to H ; with m<s<s' and
0> —n/2, belongs also to H, 5 for any §' < —m-+n/2.

Proof. By hypothesis II, gy H,, 5 :0sk<m—1 and a,—A,eH_ ; with ,>m
—k—n/2 for each 0 <k <m. Therefore:

e= or<nki£1 {6,—m+k+n/2} >0.

We shall show that every ueker(L) which belongs to H, ;, d> —n/2, belongs also
to H ; for any 6’ <min{d +&, —m+n/2}. From this result the proposition follows
by induction. Let us define:

m—1
f=(L,—LDu=—- > a.-Du—(a,—A,) D"u.
k=0

By applying the multiplication theorem we find: feH,_, ., for any &' <d+e.
On the other hand, since ueker(L) we have:

Lou=f,
which by Theorem 3.1 implies ue H, ; if ' < —m+n/2 also. [

Remark. The condition on é in Theorems 3.1 and 3.2 is exactly the one that would
be expected from standard results for Poisson’s equation 4¢ =g in 3 dimensions.
The lower bound on J§, —3/2<4, by the imbedding theorem implies that ¢p—0 at
infinity. The upper bound, § < — 1/2, on the other hand, says that in general ¢ does
not fall off at infinity faster than 1/r.

We shall apply the above theorems to the problem of the initial value
constraints. First we need to show how to obtain solutions to (3.3), namely how to
obtain 2-covariant symmetric tensorfields on (R" §) which are transverse and
traceless. This is done in the York decomposition theorem which follows
(Theorem 3.4). A previous version of this theorem is given in [12]. However the
proof given there fails (except if the restriction is imposed that § is everywhere
close to ¢) because it relies on Lemma 5.5.2 of [237] which is false. Our proof of the
theorem employs the proposition that if § is asymptotically euclidean it admits no
nontrivial conformal killing vectorfields tending to zero at infinity. This pro-
position follows from:

Theorem 3.3. Let u be a R” valued function on R”, of class C™*' satisfying the
following condition : The derivatives of u of order m+1 can be expressed as a linear
combination, with C° coefficients, of the derivatives of order <m:

D"t iy= Y b, Dy, (3.5)
k=0

If beCy with:
0, >m+1—k:0=k<m

and ue Cy, f>0, then u=0 on R".
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Proof. Let By denote the open ball of radius R in R". We have the following
calculus inequality : there exists a constant ¢ independent of R such that for every
ue Cj 1 (R"), f>0:

|IuHc;jﬂ(m"~ER) <c|D"* 1u|lcf,’+m+ J(Rn—BRr)* (3.6)

On the other hand, if u satisfies conditon (3.5) we have:

“Dm+1““c2+m+1(mn—ER)éH(R)”uHcg’(m"—ER)’ 3.7
where :
HWR)= Z 1Bellco, , wmr—Br -

k=0
Denoting:

B= Z ”bk“C%k

k=0

and:

e= Or_fnkigm {0,—m—14k},
we have >0 and:
WR)SR*B. (3.8)
Inequalities (3.6), (3.7) and (3.8) give:
H“”cg-(mv-—ER)éCBRﬂ ””“c;,"(nl"—l?a)’
which, if:
R>(cB)'®,

implies u=0 on R"— B.
Consider now an IR” valued function u on R", of class C"* !, such that:

D*u(x,)=0:0<k<m.

Let B(x,, ) be the open ball of radius <1 in R", centered at x,. Taylor’s theorem
gives:

lttll cppico, ry = €T IID™ " ull g - 3.9

On the other hand, if u satisfies condition (3.5) we have:
(72 luncﬁ(a(xo, ") <B| ”“Cg'(B(xo,r)) > (3.10)

where:
B'= Z 1Bl c9Beco, 17
k=0
Inequalities (3.9) and (3.10) give:

et cmpipeco, ry = € B7 [l cyppieo ry »
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which, if:
r<l1/c'B’,
implies u=0 on B(x, 7).
Let us denote:
U={xeR"D'u(x)=0:0<k<m}.

By the proceeding argument this set is open, Since Du:0<k <m is continuous, U
is closed as well. Furthermore U is non-empty since we have shown that u=0 on
R"— By. Thus U=R" and u=0 on R". []

As a corollary of the above theorem we have:

Proposition 3.2. Let g be a riemannian metric on R" such that g—ee C3, f>0. If X is
a conformal killing vectorfield of g of class C* such that X € C}, then X =0 on R".

Proof. If X is a conformal killing vectorfield of g, one can express the 3rd covariant
derivatives of X with respect to g in the form:

73X =Ry VX +R,-X,

where R, and R, are linear expressions in Riem(g) and ¥, Riem(g) respectively.
Hence Theorem 3.3 applies, taking m=2.

Remark. An analogous proposition for killing vectorfields and n=3 but more
general riemannian manifolds has been proven by Choquet and Choquet-Bruhat
in [25].

Let us denote by L, the conformal killing operator of g, namely the 1° order
linear differential operator which maps vectorfields X into 2-covariant symmetric
tensorfields:

2
LX)=Lyg+ ;((%X)g. (3.11)
Consider the 2" order linear differential operator ,°L, which maps vectorfields
into vectorfields. We shall show:

Lemma 3.1. Let n>2, s>n/2+3, —n/2<0<—2+n/2. If g is a riemannian metric
on R" such that g—ee H ;, then the operator 6 oL, is an isomorphism:

Hs,é—_)Hs—Z,é—FZ‘

Proof. The operator d,°L, satisfies hypotheses I and II. We shall first show that it
is injective. Let Xeker(d,°L,) and XeH, ; with §> —n/2. By Proposition 3.1, X
belongs also to H, _,. Integrating the equation

g(X,d,°L(X))=0
over IR" with the canonical measure dy, of the riemannian metric g we obtain:

[ 11,000 du, =0,

This result is obtained by approximating X with vectorfields X ,e Cy (Proposition
2.1) and holds because Xe H, _,. It follows that L (X)=0, hence X is a conformal
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killing vectorfield of g. If now Xe H, ; with s>n/2+3, 6> —n/2, the imbedding
theorem implies that X € C} with 0. Therefore Proposition 3.2 applies and X =0
on R

Thus 6,°L, is injective on H, ; for any riemannian metric g satisfying the

hypotheses of the lemma. Let now:
g,=e(l—t)+tg,tel=[0,1]

and consider the family of operators: {d,,°L,|te}. This family is a continuous
curve of injective operators in E and

Oy Lyy=0.°L,

g

is an isomorphism: H  ;~H,_, 5., by Theorem 3.1. Consequently, the hy-
potheses of Theorem 3.2 are satisfied for the operator 6,01, and the lemma
follows. [

We are now in position to prove:

Theorem 3.4 (York decomposition). Let n>2, s>n/2+3, —n/2<6<—2+n/2 and
let g be a riemannian metric on R" such that g—eeH, , Then the space of
2-covariant tensorfields on (R", g) of class H,_, ;. , decomposes into:

HS_1’6+1:trg(Hs—1,6+l)g@Lg(Hs,é)®J3_1’5+1,
where :
Js—1,5+1z{hEHs—l,a.;.l'trgh:égh’—'O}.
Proof. We first decompose:

Hs~1,a+1:“g(Hs—l,aH)g@Gs—LaH, (3.12)

where:
Gs—1,5+1 = {hEHs—l,g.'.lltrgh:O} .

Decomposition (3.12) follows from the fact that g — e belongs to a Banach algebra
(multiplication theorem) and we have detg = ¢ >0 (since by the imbedding theorem
g—eeCy for some f>0). It remains to be shown that G,_, ,,, decomposes into:

Gs—1,6+1=Lg(Hs,5)®Js—l,6+1‘ (3.13)
For all vector fields Xe H, , it holds: tr (L, (X))=0. Hence we have:
Lg(Hs,é)CGs—1,6+1 .
On the other hand we have also:
Jo1,501=1{heGy_y 5.416,h=0}.

By Lemma 3.1 the composition 6,0L, is an isomorphism: H ;—H,_, ;..
Therefore, the decomposition (3.13) follows. [J

The above theorem shows how to construct solutions to (3.3). Given a
riemannian metric g on R", n>2, satisfying the hypotheses of the theorem, and
given any 2-covariant symmetric tensorfield h on IR" belonging to the class
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H;_, 5., then we can find a vectorfield Xe H_ ; such that
1
k=h-— Z(trgh)g—Lg(X)

is a 2-covariant symmetric tensorfield of class H,_, ;, , satisfying:
tr,k=0,k=0.
We now turn our attention to the nonlinear equation (3.4). We shall need:
Theorem 3.5. Let g be a riemannian metric anf f a nonnegative function on R", n>2,

such that g—eeHg 5 and feH_, 5., with: s>n/2+1, §'>—n/2. Then the
operator A,— f (acting on scalar functions on R") is an isomorphism :

Hs,a‘*Hs—z,sz
for each 2<s<s', —nf2<d< —2+n/2.

Proof. The operator 4, — f satisfies hypotheses I and I1. We shall first show that is
injective. Let ueker(4,— f) and ueH, ; with 6> —n/2. By Proposition 3.1, u
belongs also to H, _,. Integrating the equation

ud,— flu=0
over R" with the canonical measure du, of the riemannian metric g we obtain:

[ {IDuf? + fu?y du, =0

]Rn
(a result justified by taking a sequence {u,} CC§ such that u,—ueH, _,). Thus
u=0 on R". We conclude that the operator 4, — f is injective on H_ ; for any
riemannian metric g and nonnegative function f satisfying the hypotheses of the
theorem. Setting:

g,=e(l—-t)+tg, fi=tf, tel=[0,1],
the family {4,=4, — f|te I} is a continuous curve of injective operators in E and
AO = Ae

is an isomorphism: H ;—H _, ;5,, by Theorem 3.1. Thus, the hypotheses of
Theorem 3.2 are satisfied for the operator 4,—f=A4, and the theorem
follows. [

In the following we shall employ the above theorem to show that the
Lichnerowicz equation (3.4) has one and only one positive solution ¢ tending to 1
at infinity, if § is asymptotically euclidean, R(§)=0 and k tends to 0 at infinity. We
do this in two steps, following the approach of Cantor [13].

Lemma 3.2. Let g be a riemannian metric on R”, n>2, such that g—eeH 5 with
s>n/2+2, —n/2 <6< —2+n/2 and R(g) = 0. Then there exists a unique riemannian
metric ¢', conformally equivalent to g, such that g'—ee H 5 and R(g')=0.

Proof. Setting:
g'=x"""2g,1>0, (3.14)
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we find:
(n+ 201 =2 R( ") — n—1
X R(g)=yR(g)—4 p— A (3.15)
Therefore the problem reduces to showing that the differential equation
n—2
Agx—4<n )R(g) (3.16)
has a unique positive solution g, such that y —1e H ;. Setting x=x—1, we have:
(n—=2 - [(n—2
Y =12\ R(g). 3.1
(4,-1(253 ) R 7=4(2= R 6.17)

The differential operator on the left satisfies the hypotheses of Theorem 3.5 (with
s'=s', 6=0¢") and the right hand side belongs to H,_, ;. ,. Consequently there
exists a unique ye H s satisfying (3.17). Since y=1+ye C? (imbedding theorem)
and R(g) =0, equation (3.16) satisfies the strong maximum principle ([26]): x does
not attain on IR" a nonpositive minimum or a nonnegative maximum unless y =0
everywhere. However y—1 for [x|]— oo (imbedding theorem). We conclude:

O<cgy<l. O

Following the argument of Cantor in [13] and employing in place of his
Theorem 1.5 the extension given by Theorem 3.5 we can show:

Lemma 3.3. Let g be a riemannian metric and M a nonnegative function on IR> such
that g—eeHg sand MeH,_, ;. , with s=4, —3/2<6 < —1/2. Then the semilinear
elliptic differ ential equation

—_— 7 _
Ayp+My~ =0
has one and only one positive solution v such that w—1le H ;5. Furthermore, p = 1.

Combining the above two lemmas we obtain the following theorem on
existence and uniqueness of positive solutions to the Lichnerowicz equation:

Theorem 3.6. Let s>4, —3/2<8< —1/2 and let §j be a riemannian metric and k a
2-covariant symmetric tensorfield on R such that j—ee H_ ;, ke H_, 5., and R(9)
>0. Then the Lichnerowicz equation (3.4) has one and only one positive solution ¢
such that ¢ —1eH ;.

Proof. By Lemma 3.2 there exists a unique riemannian metric ¢g’, conformally
equivalent to §:

9=1'9.
such that g¢'—eeH ; and R(g')=0. Setting then:
K=yk,
there exists according to Lemma 3.3 a unique positive solution y to the equation:

Ayp+ K2y~ =0,
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such that y—1eH, ;. Thus, taking into account the fact that:
Apx=7"(4;—§R@)x
we conclude that ¢ = yy is the unique positive solution of:
4360 —5RG)d+51k5 477 =0,
such that ¢ —1eH_ ;.

We conclude that the riemannian metric g =¢*j together with k=¢ 2k are
such that (g—e,k)e H, ; xH,_, ;. , and satisfy the nonlinear constraint (3.2).

4. Harmonic Coordinates

The vacuum Einstein equations R*’ =0 are a degenerate differential system. This is
of course due to their geometric nature: if (£,y) is a solution and f is a
difffomorphism: Q—', then (€, f,y) is also a solution. One viable method of
reducing the Einstein equations to a hyperbolic system is by means of the
harmonic coordinate condition:

0,x"=0. 4.1)
An algebraic computation shows that:
R =R +4(p*D,I" +7"*D,I™), (4.2)
where:
re=y*rt=—0x* (4.3)
and:
R =3{3D, Dy — B(;%, D y*")} . (44)
Here we have defined:
B =P 2D 7D,y (4.5)

P being a rational function of y*, with numerator a homogeneous polynomial of
degree 8 in y* and denominator (dety*?)2. If the condition (4.1) is satisfied, R"’
reduces to R}* and the vacuum Einstein equations are equivalent to:

7D, Dgy"* =B ()", D ). (4.6)

The differential system (4.6) is a weakly coupled quasilinear hyperbolic system of
the second order. This system is called the reduced Einstein equations.

In this section we shall demonstrate the existence of global systems of harmonic
coordinates on spacetimes which are globally hyperbolic and satisfy the largeness
requirement of the boost problem. We shall also show, following Y. Choquet-
Bruhat [ 2], the preservation of the harmonic coordinate condition by solutions of the
reduced Einstein equations whose Cauchy data satisfy the constraints. We shall use
the theorems derived in [22], on weakly coupled linear hyperbolic systems of the
second order in such spacetimes of n dimensions.
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Let @, be the open subset of IR" defined by (2.2). The spacetime (£, ), where
n=diag(—1, +1,...2,+1) is the Minkowski metric on R", is globally hyperbolic
and satisfies the largeness requirement of the boost problem. For each xeX':

(d(x))?
1—6?

In fact, 7 (x) is the length of the timelike geodesic orthogonal to the boundary X,
of Q, and ﬁ(x‘)=|>'c|. The function 7 defined by (2.3) is a time function on (Q,,7).
Each X_is a complete Cauchy surface of this spacetime and we have 2, =2. Using
the foliation {X [tel,} we shall define a class of Lorentz metrics y on Q, such that
(Qq,7) is also a globally hyperbolic spacetime satisfying the largeness requirement
of the boost problem. Let 7i, denote the gradient of r normalized with respect to #.
We have:

1/2

)Zi(x)zﬁ[lJr

fi,=—ND,z1
where N is the lapse function of the foliation relative to #:
<, § -
N™2=—y*D,D 7, N>0.

Definition 4.1. A C° 2-covariant symmetric tensorfield y** defined on Q, is a
regularly hyperbolic metric if there exist positive real numbers a, b and C such that
in Q,:

(1) —y"i,i,za

(2) for all covectors {, such that y**( i, =0, we have:

L,z bl

(3) hi=C

In the above definition, requirement (1) implies that the vectorfield y**7, is
timelike. Requirement (2) implies that the metric induced on the tangent space to

X at each point, is positive definite for every te€ I,. Finally, requirement (3) ensures
that these two statements are true in a uniform sense. Let us set:

h=max {1, 1, C} . 4.7)
ab

We shall call & the coefficient of regular hyperbolicity of 7.
The usefulness of Definition (4.1) can be seen in:

Proposition 4.1. If v is a regularly hyperbolic metric on Q,, then (Q,,v) is a globally
hyperbolic spacetime satisfying the largeness requirement of the boost problem.

This proposition was proven in [22]. The proof involves finding a lower bound
to the length of the integral curve of the unit normal vectorfield »n*, relative to y**,
to the foliation {X |tel,}, through each point in 2. We have also:

Proposition 4.2. The set of regularly hyperbolic metrics on Q, is open in the Banach
space C(,) of continuous and bounded 2-contravariant symmetric tensorfields on
Q,.



288 D. Christodoulou and N. O’Murchadha

The Minkowski metric # is obviously regularly hyperbolic on ©,. The numbers
a, b, and C for y may be chosen to be:
a=1, b=1-0* C=m">.

By Proposition 4.2 there exists a positive real number ¢ such that if y is a C°
2-contravariant symmetric tensorfield on Q, and |y —#)<e, then y is a regularly
hyperbolic metric on €,.

Let now L be a linear differential operator of the second order in Q,:

2
Lu= Y a,-Dtu,
k=0

where u and Lu are R" valued functions on @, We introduce the following
hypotheses:

Hypothesis I (weak coupling and hyperbolicity).
We have:

a,=yI,
that is, in components,
(afy =78},
where y is a regularly hyperbolic metric on £,,.

Hypothesis I1 (regularity). There exist nonnegative integers s, and real numbers J,,
0<k<2 such that:

sk>g+k—1,5k>2—k—g:0§k§2
and

(1) aeHy, 5,(824):k=0,1
(2) y—neHy, ;,(2).
We shall write:
1

m= laela, s @) T 1y —nllg, 6. (20) (4.8)
s L0 NEX

and (see Lemma 2.4 (restriction)):

1

u= kZO ||akllﬂskﬂ,ak+%(}:,gs)+ ”7’_71“52 1,5, +1(2,20) " (4.9)

Let us also denote:
§ = Oglkltélz {s;}+1. (4.10)

Hypothesis II implies that L is a continuous map:

Hg, 1,5(99)—’Hs— 1,6+ 2(92)
for
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We shall give below an extended version of the theorems on weakly coupled
linear hyperbolic systems of the second order which were proven in [22]. The
proof of these theorems is based on the use of energy estimates with weights. These
estimates are derived using the foliation {X |tel,}. It is important in this
derivation the fact that the ratio N/g, of the lapse function of this foliation
relative to y:

N7?=—9"D tDt,N>0,

to the weight function g, is, by virtue of Definition 4.1, bounded above and below
by positive constants. The following is an outline of the proof of the theorems.
Given a linear differential operator L, of second order, satisfying hypotheses I and
II, and given a function ue Hy, | 5(Q,), 1=s=<s', 6, one first derives a weighted
energy estimate of the form:

”uHHs,a(Qa) éclgl/z{”u“Hs,dJr%(Eon) +91/2“ﬁ”Hs- 1,5+z(-Qe)} 2 (411)
where :
f=Lu

and ¢, is a continuous monotonically increasing function of (6, h, 6'/*m). One then
uses the restriction to the hypersurface X of the system Lu=f and its differential
consequences to bound:

flu HHs 541, Qg)—CZ{HQSHHS 5+1(D)
+ ”U’”Hs_,,ﬁg(x)‘i' |'ﬂ”HS_2,6+%(E,QQ)} > (4.12)
where :
¢=uy, P=Doyy
and ¢, is a continuous monotonically increasing function of (k, ). Combining
inequalities (4.11) and (4.12) one obtains:
“u“Hs 5(99) 01/2{02[”¢‘|H5 6+1(2)+ ”U’”Hs 1, 6+3(2)
1Bl .55, + 02 0B L, o1} (4.13)
The uniqueness theorem follows directly from this inequality. To prove the

existence theorem one takes a sequence of operators {L,} satisfying hypothesis I,
such that (a,),:k=0,1 and y, —# are restrictions to ©, of functions in CJ(IR") and:

(ap),—aeH, ;(2,):k=0,1,

Sk, Ok
P N>Y—NE HSZ,az(Qe) .

One also takes a sequence of inhomogeneous terms {f,} such that f, is the
restriction to €, of a function in CF(R") and:

B BeH _y 5. 4(2),
as well as a sequence of data (¢,,y,) in CF(Z) such that:

(¢n’lpn ¢ U’)EHS 6+—l( )XHs—l,a-F%(Z)‘



290 D. Christodoulou and N. O’Murchadha

Since for each n (Q,, y,) is a globally hyperbolic spacetime, it results from the Leray
theory [4] that there exists a unique solution u,e C*(Q,) to:

Lnun = ﬂn >
taking on 2 the Cauchy data (¢,,,):

un]2=¢n’ DOun|Z=wn'

From the support properties of the solution it follows in particular that
u,eH, 5(©Qp) and therefore inequality (4.13) applies. The proof then relies on the
weak compactness of the closed balls of the Hilbert space H, ;(£2,). Details are
found in [22].

Theorem 4.1 (existence and estimate for the linear system). Let L be a differential
operator of second order in Q, satisfying hypotheses I and 11. Let (inhomogeneous
term) BeH,_, ;. ,(Qy) and (Cauchy data) ¢peH ;. ,(X), yeH,_, ;5,:(X) where
2=<s<s, deR. Then there exists at least one solution ue H 5(£,) to:
Lu=p,
taking on X the Cauchy data (¢, ):
us=¢, Dowyy=vp
and satisfying the estimate :
”uHHs,d(Qe)éC101/2{cz[“¢”H5,6+%(2)+ “w”qu,mg(E)
+ ”ﬁ”Hs—z,rH%(Z,Qe)] +81/2”ﬁ“Hs~1,6+ z(Qe)} >

where ¢, and c, are continuous monotonically increasing functions of (,h,0"*m)
and (h, p) respectively.

Theorem 4.2. (uniqueness for the linear system). Let L be a differential operator in
Q, satisfying hypotheses I and 11. Then there is at most one solution ue H, 4(,),
0cR, to:

Lu=f; us=¢, Dyuy=1y,
where f is a given function on Q, and ¢, p are given functions on X.

We shall now use the above theorems to prove the following theorem on
harmonic coordinates:

Theorem 4.3 (harmonic coordinates). Let s>n/2+1, 0> —n/2 and let y be a
regularly hyperbolic metric on Qy, such that y—neHg, | 5(€, ). Then there exists a
0€10,0,] and a unique coordinate transformation £:Q,—Q', by x—x"=&(x), such
that X" is a harmonic coordinate system on (€,7'), y' =&,y is Gaussian on X, ¢ is the
identity on X and {—ideH . | ;_,(Qy). If 17 =nlle,, . s00,) IS sufficiently small, 0
can be chosen equal to 6.

Proof. The requirement that x' be harmonic relative to )’ forms an n-tuplet of
scalar equations:

[:l_y,x”‘ =0



The Boost Problem in General Relativity 291

Consequently, it is equivalent to:

0,&"=0. (4.14)
Let us set:
Elt=xt
Equations (4.14) then become:
0,/"=4""D,Dg—I"D,) f*=I", (4.15)

where :
It=— [Iyx“zy“ﬂll’;,.

The operator [, in (4.15) is a linear differential operator of second order in @, ; By
the assumptions of the theorem, this operator satisfies hypotheses I and II. Since
we require £ to be the identity on X, we have:

=0, (4.16)

Then the metric y' is Gaussian on X, that is:

Vigo =—1 > Viglz .
if and only if:
Dofis=1, (4.17)
where:
1 . %
P= oz —1, l=—-"&. (4.18)
(=72 s

By the restriction lemma (Lemma 2.4) and the multiplication theorem we have:
leH, ;. (). Finally, the inhomogeneous term I'* in (4.15) belongs to H_ ;. (€,).
It follows that we may apply Theorems 4.1 and 4.2 to the problem posed by (4.15),
(4.16) and (4.17). We thus obtain a unique solution fe H,; ;_ (€ ). Furthermore
(using again the restriction lemma), this solution satisfies a bound of the form:

'If“Hs+1,6—1(Qeo)§rB’
where:

=1y =1l .\ w00

and B depends continuously and in a monotonically increasing fashion on r. The
imbedding theorem then implies that D*fe CY(€2,) and:

ID? fll oy, 7B (4.19)

where B’ depends continuously and in a monotonically increasing fashion on r. Let
us denote:

J=D¢=1+Df.
Taking into account the fact that 6/dt=50/0x°, we have for every e, :

(@)= JON=Itl [ DJ] 9,
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and therefore

[J(x)—=JO)| =||rB’, (4.20)

in view of inequality (4.19). J(0) is the following n X n-matrix valued function on
R 1,

s

J

ﬂ®=(1+w 0)

We have:
detJ(0)=1 +l°:(—y|°E°)* Y2>1/h,

using Definition 4.1. There exists a positive real number ¢ such that |J(t)— J(0)| Ze
on R"~! implies that detJ(z) is also bounded below by a positive constant. Hence
choosing >0, 0<0,, such that:

OrB' <e, (4.21)
we have by virtue of inequality (4.20):
detJ=c¢>0

in ,. It then follows from the global implicit function theorem (see [27]) that the
restriction of & to Q, (which we continue to denote by &) is a difftomorphism of Q,
into its image Q' =¢(Q,). Furthermore, it is evident from (4.21) that if r is
sufficiently small we may choose §=60,. [

Applying the multiplication theorem, Lemma 2.3 and the composition theo-
rem to the formula for the pushout y'=¢,y:

Y =(D,E ey )

we conclude that: y'—ne H (). The fact that {—ide CE_I(QB) for some >0
(imbedding theorem) implies that there exists a §' >0 such that €, CQ".

Let us now return to the reduced Einstein equations (4.6). Cauchy data for
these equations consists of giving:

Vs=¢, Doyz=w. (4.22)

From given initial data (g, k) we construct Cauchy data (¢,) satisfying I'/;=0.
There is arbitrariness in this construction which corresponds to the freedom in
choosing a harmonic coordinate system. A canonical prescription, in the frame-
work of Theorem 4.3, is to require that the coordinate system is also Gaussian on
X, that is:

¢%0=—1 (4.23a)
$%=0. (4.23b)
With this choice we have:

Pi=gl. (4.23¢c)
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The condition I'fy=0 then defines:

00 =—4tr k, (4.24a)
poi=—A4x, (4.24b)

and we have also:
i =2g"g"k, .. (4.24¢)

In the language of ADM [28] we are free to choose the lapse N and the shift {* on
Z. We make the choice Njy=1, {{;=0. The condition I'l;=0 then defines:

DoNy=—2trk,  Dyljy=—4,x".

If (g—e k)eH, 5, (X)X H;_, ;. 4(), then by the multiplication theorem we have
(p— nmw)eH, ;5. () xH _ ;. ;(2) provided that s22, 6> —2.

Let us now be given a regularly hyperbolic metric y in , which is a solution of
the reduced Einstein equations R}* =0, such that y —ne H () with s=4,6> —2.
Let the Cauchy data of y satisfy I';=0 as well as the initial value constraints
Gf‘zo =0. It then follows directly from expression (4.2) that we have also DIty =0.
Furthermore since by the multiplication theorem the Einstein tensor G*¥ of y
belongs to H_, 5., ,(€,), we may use the Bianchi identities G*}=0 to derive from
expression (4.2), as in Choquet-Bruhat [2], the following differential condition on
re:

y*#D,D,I* + Bi*(y**, D ,y**)D,I'* =0, (4.25)
where:

By =Q%8D,y* (4.26)
and Q is a rational function of y** with numerator a homogeneous polynomial of
degree 4 in y** and denominator dety**. By the multiplication theorem, B belongs
to Hy_; 5.,(£y). Thus equations (4.25) form a homogeneous differential system
satisfying hypotheses I and II. Hence we may apply Theorem 4.2 to conclude
I'*=0 on Q,, which yields the following lemma:

Lemma 4.1. Let s=4, > —2 and let y be a regularly hyperbolic metric in Q, such
that y—ne H, 4(Q,). If y satisfies the reduced Einstein equations in Qy and its Cauchy
data (¢, ) satisfy the initial value constraints as well as I'fy =0, then y satisfies the
harmonicity condition I'*=0 everywhere in Q, Thus y is a solution of the full
Einstein equations in £,

5. The Reduced Einstein Equations

In this section we shall demonstrate the existence and uniqueness of regularly
hyperbolic solutions y to the reduced Einstein equations in a domain Q,, taking on
2 given asymptotically flat Cauchy data. Our method is based on the study of the
boost problem for weakly coupled quasilinear hyperbolic systems of the second
order in [22]. These differential systems have the form:

7*(u, Du) D, D u" = B"(u, Du)

(5.1)
wv=0,...,n—1: I=1,...,N,
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where y(u,v) and f(u,v) are functions of (u,v) defined in an open subset Y of
RY x R" and y is a Lorentz matrix in Y. We assume that y and  are C* functions
of (u,v) in Y, that (0,0)e Y and that (0, 0) =#. In the study of the boost problem for
the above systems the notion of degree of the function f plays an essential role.
This notion is defined by the following definitions:

Definition 5.1. Let f§ be a C* function of (u,v) in Y. We say that f is of type (p, q) if:
0'B/ou' =0 on the plane u=0, for all 0<i<p-—1
and
0’B/ov! =0 on the plane v=0, for all 0<j<g—1.
Thus f is of type (p, q) if there exists a C* function f§ of (u,v) in Y such that:
Blu, v) = uPv?- B(u,v).
Definition 5.2. If B(u,v) is of type (p,q) with p+¢q=2, we say that f is of degree &,

where:
s=max{0, 2-4 }
p+q—1

Definition 5.3. Let B(u,v) be a finite sum:

R

B= ﬁi’

]

i=1

where, for each 1 i< M, f; is of type (p;, g;) with p,+g,=2. Then we say that f is of
degree ¢, where:

o= max {&},
¢; being the degree of f3,.

From the above definitions it follows that ¢ is a rational number in the closed
interval [0, 2].

We shall give below an extended version of the theorem, proven in [22], on the
boost problem for quasilinear hyperbolic systems of the form (5.1). The following
is an outline of the method of proof. Given a function ' defined on some @, and
satisfying:

(@) {(w'(x), Du'(x))|xeQ,} CY, we associate with the quasilinear system (5.1) the
linear system obtained by replacing in all terms except the second derivatives u by

!

u'
vy, Du')- D?>u= (', Du'). (5.2)

This is a weakly coupled linear hyperbolic system of the second order in Q,. If the
given function u’ is such that:

(b) y(u',Du’) is a regularly hyperbolic metric on Q, then the differential
operator y(u', Du')- D* satisfies hypothesis I of Sect. 4. If ue H_ ,(Q,) with s>n/2+1,
6> —n/2, the multiplication theorem implies: y(u',Du’)—neH,_, 5(€2,), which
shows that if s>n/2+2 also the operator y(u’, Du’)- D? satisfies hypothesis II of
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Sect. 4 as well (we have q,=0 for k=0,1). To apply Theorem 4.1 to the linear
system (5.2) we need to have: f(u, Du')e H,_, ;. ,(€,). This is the point where the
notion of degree comes in; one shows, using the multiplication theorem, that
if B is of degree & then weH_ ,(Q,) with s>n/2+1, d>e—n/2 implies
B, Du'Ye H _ | 5. ,(€,). It follows that for s <n/2+2, 6 >¢—n/2 and Cauchy data:
(b, p)e Hs,5+%(z) xHg oy 54 %(Z),

us=9, Dyus=1p,

we may apply Theorems 4.1 and 4.2 to the linear system (5.2) to conclude that
there exists a unique solution ue H, 4(£2,) to (5.2) taking on X the given Cauchy
data. Hence we have a nonlinear map T:u'—u from the subset of H, ;(€,) defined
by conditions (a) and (b) into H, 5(£2,).

To define an iteration using T, we have to show that also u satisfies conditions
(a) and (b) above. For this purpose it is necessary that the Cauchy data (¢, )
satisfy:

@ {(p(x), px)IxeZ}CY

and

(II) X is spacelike for y(¢, p)=7,s,
in the sense of the following definition

Definition 5.4. The hypersurface X is spacelike for y|; if on X
(1) y°°<0
(2) for every covector ¢, such that yo‘fu:O we have:

P,8,>0.

Given data (¢, p)e H, 5, 4(2) x H,_; 5. () with s>n/2+1, 6> —n/2, the imbed-
ding theorem implies that (¢,y)e CHZ)x C%Z) and (¢,)—(0,0) for |x|— co.
Hence, since y is a C* function of (u,v) in Y and (0, 0)e Y, the above requirements
(I) and (II) imply: ~

1) {(@(x), p(x)Ixe X} C Yy,
where Y, is a compact subset of ¥, and

(IT') y(¢p, w) is a regularly hyperbolic metric on X, that is y(¢, ) satisfies on X the
requirements of Definition (4.1). Now let ue Hy s(Q,) with s>n/2+2, 6> —n/2,
which implies y(u, Du)—neH,_, ,&,). By the imbedding theorem the partial
derivatives of u, Du and y with respect to 7 are all continuous and bounded in Q,.
Using this fact one can show from (I') and (IT), in view of the open ness of Y and
the definition of regular hyperbolicity (Proposition 4.2), that if 6 is sufficiently
small u satisfies conditions (a) and (b):

(@) {(u(x), Du(x))|xeR,}CY,
and

(b) y(u, Du) is a regularly hyperbolic metric in £€,. These conditions also hold for
any given 0, 0<0<1, if [lufy, o, is sufficiently small. We conclude that the
nonlinear map T may be used to define an iteration.

We now consider the closed subset S, of H (@), s>n/2+2, 6>&—n/2,
consisting of those functions u in the closed ball of radius r which take on X the
Cauchy data (¢, ) and which are such that D{)u| s for 2<i<s—1is calculated from
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(¢, ) using the quasilinear system (5.1) on the hypersurface 2. For ueS, we can
bound the quantities:

p=1yw, D)=, _, ;.\ 00
and

(| B(u, Du)]| Hs—2,5+3(5,Q0)°

which enter the estimate in Theorem 4.1, in terms of the size of the data:

d= ”()b”HS,(H%(E) + ”W“Hs_ 1,6+3(5)

and Y,. Application of the estimate in Theorem 4.1 shows that if either 0 or d is
sufficiently small the map T sends S, into itself for some r. Thus if we start with any
uy€ S, the sequence of iterates {u,|ne N}, where u,, , = T(u,), is contained in S,. One
then shows, using again the estimate in Theorem 4.1, that T is a contracting map
with respect to the H, ; norm (in fact with respect to the H;_; ;norm)in S,. The
proof then relies on the contraction mapping principle and the weak compactness
of the closed ball of radius r in the Hilbert space H, 5(€2,). Details are found in [22].

Theorem 5.1. (existence and uniqueness for the quasilinear system). Let y(u,v) and
Blu,v) be C* functions of (u,v) in an open set YCIRN x RN containing (0,0). Let y be
a Lorentz matrix in Y, y(0,0)=n, and let [ be of degree ¢. Let also
(o, U))GHs,H%(Z) xH_ 1,6+ %(Z), where :

n n
5> 2 +2, O0>e— 5
and let
{(@(x), w(x)xeZ}CY

and X be spacelike for y(¢p, ). Then:
(1) There exists a 0>0 and a unique solution ue H 5(£,) to:

7(u, Du)- D*u=f(u, Du),
taking on X the Cauchy data (¢, y):

wy=¢, Douy=yp.

Furthermore, y(u, Du) is a regularly hyperbolic metric on Q, and hence (Qy, y(u, Du)) is
a globally hyperbolic spacetime satisfying the largeness requirement of the boost
problem.

(2) For every <1 there exists a d,>0 such that if d<d,, where:

d= [|¢”H5,6+%(2)+ ”W”Hs_l,ﬂ%(zp

then the above conclusion holds.

According to the above theorem the degree ¢ of the function f defines the
minimal falloff of the Cauchy data at infinity required for the boost problem to
have a solution. The quasilinear system behaves like a linear system at spacelike
infinity when and only when the degree of §§ is the least possible, namely ¢=0.
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To apply Theorem 5.1 to the reduced Einstein equations we set:

y=n+u.
Then expression (4.5) shows that:

B(u,v) =Py +u)-v>.

We have n=4 and N =10 (dimension of the space of 2-contravariant symmetric
tensors at a point in IR*). The set Y is given by:

Y=AxR*,

where A is the set of 4-dimensional Lorentz matrices translated by #. A is an open
subset of R'° containing 0. Both y and f are C* (in fact analytic) functions of (u,v)
in Y,y is a Lorentz matrix in Y and y(0, 0)=#. By Definition 5.1 and 5.2 8 is of type
(0,2), degree 0.

In Theorem 5.1 if y(u, v) is independent of v and Y is of the form ¥ x R"™Y where
V is an open subset of IRY, then it is clear from the proof of the theorem that the
condition s>n/2+2 can be weakened to s>n/2+ 1. This in fact is the case for the
reduced Einstein equations. Hence we obtain:

Lemma 5.1. Let ¢(x) be a Lorentz matrix for each xe X and let X be spacelike for ¢.
Let also (p—n,p)e H 5. ,(X) xH_, ;. 5(), where s=4, 6> —2. Then:

(1) There exists a 0>0 and a unique solution y to the reduced Einstein equations
in Q,, y—neH §€), taking on X the Cauchy data (¢,y):

Ne=¢, Doyz=v.
(2) For every <1 there exists a d,>0 such that if d<d,, where:

d= ||¢_”1“H5,M%():)+ HIPHHS_I,“%(;),

then the above conclusion holds.

The behaviour of the reduced Einstein equations at spacetime infinity is the
same as that of a linear system due to the fact that the degree of f is 0. This is not
the case for other non-linear hyperbolic systems of interest in physics. For
example, the equation

O¢=1¢°

has 8 of type (3,0), degree 1. In the case of the reduced Yang-Mills equations,
namely the Yang-Mills equations in a Lorentz gauge, f(u,v) is of the form uv +u?
which by Definition 5.3 is also of degree 1. The behaviour of these equations at
spacelike infinity is radically different from that of a linear system. In fact Theorem
5.1 does not allow one to conclude that there are solutions to the boost problem
for the reduced Yang-Mills equations if the Cauchy data have non-vanishing
Yang-Mills charge.

6. The Boost Problem for the Einstein Equations

In this paragraph we collect the results of paragraphs 4 and 5 into the following
theorems (see introduction):
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Theorem 6.1 (Existence). Let g be a riemannian metric and k a 2-covariant
symmetric tensorfield on X. If the pair (g, k) satisfies the initial value constraints and
if

g—eEHs,tH-%(Z)a kEHs—l,é-F-}(Z)’

where s=4, 6> —2, then:

(1) There exists a 6>0 and a solution y to the Einstein equations in €,
y—neH; §(€,), such that (g,k) are respectively the first and second fundamental
forms of X relative to y. In addition, y is a regularly hyperbolic metric on Q, and
therefore (Q,,7) is a globally hyperbolic spacetime satisfying the largeness require-
ment of the boost problem.

(2) For every <1 there exists a dy>0 such that if d<d,, where

d= ”g—e”HS,M%(E) + ”kHHs, Le+2(2)?
the above conclusion holds.

Proof. Under the hypotheses of the theorem the Cauchy data (¢, ) for the reduced
Einstein equations constructed from the initial data (g, k) via (4.23), (4.24) satisfies
the hypotheses of Lemma 5.1 as well as I'ly =0. Thus we have a unique regularly
hyperbolic solution y to the reduced Einstein equations in @, such that
y—neH Q). By Lemma 4.1 this solution also satisfies the full Einstein
equations. []

Theorem 6.2 (Uniqueness). Let y,, 7, be two regularly hyperbolic solutions to the
Einstein equations in Q, such that the first and second fundamental forms of X
relative to y, and y, coincide. Let also y, —n,y,—neH,, ;(Qy) where s=4,6> —2.
Then there exists an open subset ' C,, Q' D X, and a diffeomorphism f:Q2'—Q" CQ,,
fs=1d, f—ideH  , ;_,(Q), such that: y,= f,7, on Q". Furthermore, (2,7, (and
therefore also (Q",y,)) is a globally hyperbolic spacetime satisfying the largeness
requirement of the boost problem.

Proof. Under the hypotheses of the theorem there exist, according to Theorem 4.3,
diffeomorphisms &, :Qy —Q}, £,:Qy, >, & ;=E,y=1d, ¢, —ideH , ;,_,(2,),
So—ideH  y ;_4(8,), such that y), =&, .y, v2=¢,,p, satisfy the harmonic
condition on £}, €, respectively and are both Gaussian on 2. We can find some
Qy CQ NG, Then yy —n, v, —neH, ,) and ¥}, , are both solutions. to the
reduced Einstein equations in €, having the same Cauchy data. It follows from
Lemma 5.1 that y;, =7, on Q.. Consequently, if we set @' =& 1(Q,), Q" =¢&51(Q,)
and f=¢&51e&, the conclusion follows. [

Theorem 6.2 says that two asymptotically flat developments of the same initial
data which both satisfy the largeness requirement of the boost problem are
extensions of a common asymptotically flat development of this data which also
satisfies the largeness requirement of the boost problem. In view of the fact that
global uniqueness is already known [6] for the Einstein equations, this theorem
contains nothing new. It is included here for completeness of presentation.
Theorem 6.1 is much more interesting; it shows that the maximal development of
asymptotically flat initial data on X includes complete spacelike hypersurfaces
boosted relative to X.
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Finally, we wish to remark that the result of the boost problem can be
strengthened somewhat by using the following argument. Given any initial data
(g, k) as in Theorem 6.1, and given any d, >0, we can find an R such that the size
d(X — By) of the restriction of (g, k) to the complement of the closed ball of radius
R,

d(Z—BR)z “g’eHHs,M.;,(z—ER)“’ “kIlHS_L(;Jr%(EAﬁR)’

is less than d,. Applying conclusion (2) of Theorem 6.1 one can then show that any
asymptotically flat initial data set (2, g, k) has a development (€, ) satisfying the
following:

For every / there exists an R such that YxeX — By:

7 (%) > Ad(x).

Thus 42— oo for R— o0 and the structure at spacelike infinity is complete. The same
argument applies to Theorem 5.1.
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