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Abstract.The quantum field theory in terms of Fourier hyperfunctions is
constructed. The test function space for hyperfunctions does not contain
C00 functions with compact support. In spite of this defect the support concept
of //-valued Fourier hyperfunctions allows to formulate the locality axiom
for hyperfunction quantum field theory.

§ 1. Introduction

In the usual framework of axiomatic quantum field theory, founded by Wight-
man [1], one assumes fields to be operator-valued tempered distributions. For
nonrenormalizable interactions, however, the fields seem no longer remain tem-
pered [2]. Several attempts have been made to extend Wightman's axioms for
the quantum field theory so as to include a wider class of fields [2-4]. On the
other hand, the recent development of the Euclidean field theory reveals that the
temperedness of fields shows some inconvenience on coming back to the relativistic
quantum field theory [5].

From the mathematical point of view the extension of Wightman's axioms
starts with replacing the test function space ̂  of tempered fields, the Schwartz
space of rapidly decreasing functions, by its suitable dense subspace. In carrying
through this program the most obstructive will be the axiom concerning the
localizability of fields. The test function spaces considered so far by several
authors contain C°° functions with compact support in configuration and/or
momentum spaces. Hence the localizability of the fields has been preserved quite
naturally in some way or other.

In the present paper we wish to formulate the quantum field theory in terms
of Fourier hyperfunctions. The space of Fourier hyperfunctions is the dual of the
space of rapidly decreasing holomorphic functions [6]. One of the characteristics
of the latter space is that it is topologically invariant under Fourier transforma-
tions as is the case for the space <7. But since our space contains no functions
of compact support, we are not allowed to state the locality of the field in the
usual sense. In order to remedy this difficulty one of the present authors (S.N.),
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in collaboration with Ito, has developed the theory of vector-valued Fourier
hyperfunctions [7]. By the help of a remarkable notion of the "support of hyper-
functions" we succeed to formulate the locality of hyperfunction fields. We note
that our test function space is the smallest of all that have been proposed up to
the present.

After some mathematical preliminaries we discuss in what follows the axioms
for hyperfunction quantum field theory, main properties of Wightman Fourier
hyperfunctions, and the reconstruction theorem, wherein our principal attention
will be turned to the "locality" problem. In a forthcoming paper we shall study
the Euclidean field theory for hyperfunction fields.

§ 2. Test Function Spaces

We adopt the standard notations for rc-tuple of numbers. Thus, let
k = (fe 15 . . . , kn) and / = (/ ̂  , . . . , /„) be ^-tuples of nonnegative integers, then xk — x \* . . . xk

n

n

fmdDl=dW/dxlϊ...dxl

n

n. Here !/! = /! + ... + /„; more generally |z| = |zι l + ...+ zn\ if
zeC"-IR" x flR". The inequality k>l means that &,•>/,. for ί<*j^n.

2.1. Mω

The test function space for Jaffe's class of ultra-distributions [2] is characterized
by a real-valued function ω(s) on [0, oo), called a Jaffe indicatrix, which satisfies
the following conditions [8] :

a) (Regularity) exp(ω(s)) is a real entire function:

b) (Subadditivity) ω(s + t)<^ω(s) + ω(t) for all s, ίe[0, oo).
c) (Carlemarΐs criterion)

? ω(s2) ,
- - ~ as < oo .

o 1 + s2

d) (Nuclearity) 2ω(s) ^ ω(As) + C for some constants A, C.
To avoid trivial cases we assume the Jaffe indicatrix to satisfy one more con-

dition [8] :
e) ω(s)^log(l + s).

Consider a set of seminorms for functions f ( x ) on IR"

ll/llS-^sup^^Ί^I^/WI, (2.1)
X

where /l>0, / is an rc-tuple of nonnegative integers and \\x\\ is the Euclidean norm
in IR". The space Jΐω is defined by

^«={/;ll/HS!ί<oo for every l,λ}. (2.2)

It is evident that Jίω 3 ̂ , the space of C°° functions with compact support. The
condition e) above assures that Jί ω C 5̂ , the Schwartz space of rapidly decreasing
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functions. Carleman's criterion c) implies that the Fourier transform of ^ω,
(βω = $'(Jf^ contains functions of compact support.

2.2. ^l

The space £flΛ consists of those functions /(x) on IR" which satisfy the inequalities

(2.3)

for any <3>0. It is known [9] that the space &Ί)A is a countably normed spafce
with an infinite set of norms

||/| |m > p= sup \Dlf(x)\eWm"l-WM9 (2.4)
x,\l\£p

where p = 2, 3, ... and m = eA. The topology of £ f l i A is given by the norms
i l l * \\eA,p}™=2- The space ̂ ί is a union of &ΊtA and the inductive limit topology
is introduced in it.

We shall show that &ΊcJfω for any Jaffe indicatrix ω. Let us begin by
verifying the limit

ω(s2)
lim sup - = 0 .

s-^ oo s

In fact, if one assumes the contrary, there would be a sequence of increasing
positive numbers tending to infinity, {αn}, and ε>0 such that ω(αn)>εαn. By the
condition a) the indicatrix ω(s2) is monotone increasing and hence we have
ω(s2) > εan for every s ̂  αw. Then it is easy to see that for any αw > 1

which contradicts Carleman's criterion c). Therefore we have ω(s2)<a\s\ for any
α>0 and a sufficiently large |s. Combining with the conditions a) and b) this
means that

which implies £f ^ C Jfω.

23. ¥\

The space &Ί\A consists of those functions /(x) on IR" which satisfy the inequalities

(2.5)

for δ,ρ=l/2, 1/3,... [9]. The space &Ί\A is a countably normed space with an
infinite set of norms

. (2.6)
x,k,l

The space ^\ is defined by £f\ = ind lim^J;^. This space can also be regarded
A,B

as an inductive limit of Banach spaces. Let us define the space "̂f by

B«χ>}, (2.7)
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where

\\f\\A B= sup\xkDlf(x)\/A^B^kkll . (2.8)
x,k,l

From the obvious relations

we at once conclude that ind lim&~A = £f\ [101.
A,B

The spaces yl and £f\ are both of type S. The spaces of type S are studied
in detail in a textbook by GePfand and Shilov [9]. Among other properties of the
space y\, the folio wings are worthy to be noticed.

ι° y\^se^.
2° Se\ is a nuclear space [10].
3°

2.4. ^

(9™ is the Banach space of those functions which are holomorphic in |Imz|< 1/m
and continuous in |Imz|^l/m. The norm of this space is defined by

||/||m= sup |/(z)|ew'm. > (2.10)
| Imz|^ 1/m

The space of rapidly decreasing holomorphic functions ̂  is the inductive limit
of the Banach spaces 0*:^# = ind Iim0?.

Proposition 2.1. The spaces ̂  and ̂ \ are isomorphic.

Proof. It suffices to show that for each ?ΓE

A (resp. 0™) there exists an (9™ (resp.
)̂ such that F^CO™ (resp. G™C$~A) and thereby the embedding is continuous.

In order to avoid the notational complication we prove the proposition only
in the case n = ί . The generalization of the proof to an arbitrary n is straight-
forward. Gel'fand and Shilov [9] state that \\f\\A,B = M<ao implies \Dlf(x)\^
CίMQxp(-\x\/eA)Blll with Ci=exp(e/2). This in turn assures that f(x) can be
analytically continued to \Imz\<l/eB and therein the estimate

\f(z)\^C2Mexp(-\x\/eA)(ί-eB\lmz\Γi

holds for some constant C2 independent of A and B. If we take m> max(eA, eB\
then /(z) is analytic in |Imz|<l/m and satisfies |/(z)|^C3Mexp(— |z|/m), where
C3 is a constant depending on B. Thus we have \ \ f \ \ m ^ C 3 \ \ f \ \ A B, which means
that &~ACU™ with m>max(eA,eB) and the embedding is continuous.

The remaining part of the proof is carried out on the basis of Theorem 4 on
p. 223 of Gel'fand and Shilov's textbook [9]. Let ||/||m = M<oo, then /(z) is
analytic in |Imz|^α<l/m and satisfies |/(z)|^M exp( — α|z|). The above-
mentioned theorem states that there exists a constant B > I/a and the estimate
|D ί/(x)|^C1MJB

ί//exp( — a\x\) holds, where Cί is a constant depending on a. By
means of the inequality exp(— \ξ\/e)^ inϊkk/\ξ\\ which also is verified in [9], and

k

by putting A = ί/ae we finally obtain \\f\\AtB^Cί \\f\\m. This means that Φ^C^A
with A>m/e, B>m and the embedding is continuous. The proof of Proposition
2.1 is thus completed.
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In closing this section we summarize the test function spaces studied above
in the following scheme:

The spaces on the lower line are the Fourier transform of corresponding spaces
on the upper line1. The space ̂  is such that each /(x)e^1 has an analytic
continuation in a certain complex neighbourhood of R". The spaces that contain
functions of compact support are ̂ , Jtω, #ω, and y γ.

§ 3. H -valued Fourier Hyperfunctions

In this section we give the definition of H-valued Fourier hyperfunctions and make
mention of their main properties, especially the concept of the "support of
Fourier hyperfunctions", which becomes important in formulating the locality
axiom of the quantum field theory. We shall either omit or sketch only briefly
the proof of most of the statements. For more details we refer to papers of Kawai
[6], and Ito and Nagamachi [7].

Recently the theory of vector-valued hyperfunctions has been presented by
Ion and Kawai [11]. In constructing the theory they used the method of "soft
analysis" in parallel with Sato's theory of hyperfunctions. A similar theory has
also been developed by Ito and Nagamachi [7] by the method analogous to
Kawai's construction of the Fourier hyperfunctions [6].

Let D" denote the compactification of R":E)" = IR"u§^~1, where S^"1 is an
(n— l)-dimensional sphere at infinity. To each xelR"—{0} we associate a point
x^ on §^~l such that the point x lies on the ray connecting xx and the origin.
We identify S11"1, an (n— l)-dimensional sphere centered at the origin, with
Rw— {0}/IR+, where 1R+ = {xeIR; x>0}. A natural topology is given to the space
ID": (i) If a point x belongs to IR" a fundamental system of neighbourhoods of x
is the set of all open balls containing the point x. (ii) If a point x belongs to §^~~l

we write x = y^ and let y be the corresponding point on S""1. A fundamental
system of neighbourhoods of x is given by {(C-f-^uC^; C^ay^}, where C is an
open cone generated by some open neighbourhood of y in §"-1 with its vertex
at the origin, a is some vector in Rn, so that C + a is a cone with its vertex at α,
and C^ signifies the points at infinity of that cone. In what follows we use the
notation QΛ = EX1 xiR".

Let us begin with the description of (scalar-valued) Fourier hyperfunctions.

1 We are grateful to the referee who pointed out that Jaffe modified his definitions of the test func-
tions to give a formulation which is symmetric under Fourier transformations, while preserving all
the other properties of strictly localizable fields. This was done by replacing Jί^ (2.2), by a space
equipped with the norm given by

f>, Σ 1^7WL,
, = 0 |fc| + |ί|=r

where αr's are the coefficients in the regularity condition a) of the Jaffe indicatrix.
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Definition 3.1. (The sheaf of slowly increasing holomorphic functions.) We
denote by & the sheaf whose section module (9(Ώ) over an open set Ω in Q" is the
set of all holomorphic functions f(z) (e β?(ΩnCw)) such that sup |/(z)|e~ ε |z | < oo

zeKn€n

for any positive ε and any compact set K in Ω. It is clear that the presheaf {(9(Ω)}
constitutes a sheaf over Qn.

Definition 3.2. (The sheaf of rapidly decreasing holomorphic functions.) We
denote by & the sheaf whose section module Φ(Ω) over an open set Ω in Q" is the
set of all holomorphic functions f(z) (e $(Ωn(C")) such that for any compact set
K in Ω there exists some positive constant δκ and the estimate sup \f(z)\eδκ^ < oo
holds. zeKn(Cn

Definition 3.3. [Topology of $(£).] Let K be a compact set in EX1. We give
(P(K) the inductive limit topology mdlim&™(Um), where {£/m} is a fundamental
~" m

system of neighbourhoods of K in Q", satisfying Um^ Um+ί, and &™(UJ is the
Banach space of all holomorphic functions /(z) (e $(l/wn(C")) that are continuous
in (7mnC" and for which |/(z)|^ G?~ | z |/m holds for some constant C (depending
on /). The norm of 0?(l/J is defined by \\f\\m = sup |/(z)|e |2|/m.

zet/wn<C"

With this topology (9[K) becomes a DFS-space (a dual Frechet-Schwartz
space). When EX1 itself is taken as K, $(E)") is evidently identical with ̂  intro-
duced in § 2.4. Then we have

Proposition 3.4. $(EX') is α nuclear space.

Proposition 3.5. (X)0(D) is dense m $(D") and (g)β?(ro) = ̂ (

Proof. Mityagin [10] proved similar propositions for έ f \ . Because of the iso-
morphism between Θ(W\ or 3?^ and £f\, Proposition 2.1, his argument equally
apply to $(BT).

Proposition 3.6. A separately continuous multilinear form M on [$(E))]"
uniquely defines an element of (&(W))', the dual space of (9(Όn\ such that

M(φi,...,φn) = F(φi®...®φn) for φjGβ(Ό)9 7=1,2,. ..,«.

Proof. Since ^(D*) is a DFS-space, ^(D*) is a strong dual of a reflexive Frechet
space [6, 12]. By a multilinear version of Theorem 41.1 of Treves [13] we can state
that the separately continuous multilinear form on [̂ (E))]" is continuous. Since

is nuclear and (X) 0(E>) = Θ(W) by the preceding propositions, the form M

defines a continuous linear functional F on $(E)"). The uniqueness of F is evident
from the fact that (X)d?(D) is dense in ^(

Definition 3.7. Let Ω be an open set in EX1. We choose an open set V in Q"
which contains Ω as a relatively closed set and define <%(Ω), the space of Fourier
hyper functions over Ω, by the cohomology Hn

Ω(V,G). (By the excision theorem
the space <%(Ω) is independent of the choice of V.)

Proposition 3.8. When K is a compact set in EX1, we have Hn

κ(V,(9}^(Q(K}}',
especially @(W}^(Q(W})' .

Proof. See Kawai [6].
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Now we are in a position to generalize the above definitions and propositions
for Fourier hyperfunctions to the case when Fourier hyperfunctions take on their
values in a separable Hubert space H.

Definition 3.1f. We denote by HΦ the sheaf whose section module HΘ(Ω) over
an open set Ω in Q" is the set of all //-valued holomorphic functions f(z) such
that for any positive ε and any compact set K in Ω, the estimate

sup ||/(z)||<Γβ|z |<oo
zeKn€n

holds, where || || stands for the norm in H.

Definition 3.2'. We denote by HQ the sheaf whose section module HQ(Ω) over
an open set Ω in Q" is the set of all //-valued holomorphic functions f(z) such
that for any compact set K in Ω there exists some positive constant δκ and the
estimate sup || f(z) \\ eδκ^ < oo holds.

zeKnC"

Definition 3.7'. Let Ω be an open set in D". We choose an open set V in Q"
which contains Ω as a relatively closed set and define H$(Ω\ the space of //-valued
Fourier hyperfunctions over Ω, by the cohomology Hn

Ω(V, HΘ}.

Theorem 3.8'. When K is a compact set of EX1 we have Hn

κ(V, H(9)^L(Θ(K\ //),
especially H@(W}^L(Θ(W\H\ where L(Q(K\H) is the space of all continuous
linear operators from (9(K) to H equipped with the topology of bounded convergence.

The following corollary is evident from this theorem and Proposition 3.8.

Corollary 3.9. // F is an H-valued Fourier hyperfunction, then (ip, F) for every
ψeH is a scalar-valued Fourier hyperfunction, where ( , •) is the inner product in
the Hilbert space H.

We now outline the argument leading to Theorem 3.8'. First let us show that
an element Φ of L(Θ(W\ H) defines a slowly increasing //-valued holomorphic
function φ on (C — 1R)" and Φ can be considered as its boundary value.

Proposition 3.10. Let

hz(t) = (2πiΓn Π expMί -z/Mί -z,.) (3.1)
j = ι

and φ(z) = Φ(hz) for Φe L(Θ(W\ //), then φ(z) is a slowly increasing H-valued
holomorphic function.

Proof. If |Imz|><y><5>0 we have

sup IΠexpί-^-z/M^-z^l^l
| I m f | < < 5 j

= sup
|Im(z + u)|

for all positive ε. Thus it is found that hz(t) belongs to (9(W) and φ(z) = Φ(hz) is
well defined as a slowly increasing //-valued holomorphic function on (<C — IR)".
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Proposition 3.11. Let φ(z) be as in the preceding proposition. Then for any
geΦ(]Dn) we have

$Γl....xΓnφ(z)g(z)dz = Φ(g), (3.2)

where dz = dzl...dzn and Γj is a path in the j'-th complex plane consisting of two
straight lines parallel to the real axis, one of which runs to the left below the real
axis, the other to the right above the real axis.

Proof.

Let FO-Q" and V}= {zeQ"; Imz;.φO}. Furthermore we put V= f|;= t Vj ana
Vj=Γ\i*jVi Propositions 3.10 and 3.11 provide a mapping K from L(Q(W\ H) to
HΘ(V] and a mapping i from HΘ(V] to L((9(W\ H\ respectively. However, since
the integral (3.2) vanishes for any φe]Γ"=ιH$(Fj), namely for any Φ = Yj=ιΦj
such that φjE H@(Vj), the mapping i is considered as a mapping from H0(V)/^£J1Θ(V^
to L((P(ID"), H). Correspondingly K is naturally considered as a mapping from
L(Q(&T}, H) to 30(V)/ΣjHβ(Vd. The following proposition implies the isomor-
phism between L(0(D"), H) and Hβ(V)/ΣjH&(Vj).

Proposition 3.12. The mapping i is injective, so i and K are bijective.

Proof. For simplicity we assume n= 1. Using the function hz(t), (3.1), for n = 1
we consider integrals along the paths Γ and Γ' in the complex t plane. These
paths are similar to Γj in (3.2), but subject to the condition that Γ goes round the
point t = z to the same side as the real axis, whereas Γ' to the side opposite to the
real axis. By Cauchy's integral formula we have

) = \Γφ(f)hz(t)dt- f r, φ(t)hz(t)dt . (3.3)

Suppose ι(φ) = 0, then $Γφ(t)hz(t)dt = Q and φ(z)= - JΓ> φ(t)hz(t)dt is an element of
HΘ(Q) = HG(V^. That is φ = Q as an element of HΘ(V}/H(9(Vl\ Hence i is injective.
Since ι°κ= identity, i and K are bijective.

Remark. Let W={Vj}n

j=0, W'={Vj}n

j= t. It can be shown [7] that /f£n(Qn, H^)^
Hn(FK FT'; ̂ )^/^(F)/^/(P(Fj), where Hn(W, W; HΘ) is the relative cohomology
of covering. Therefore, combining with Proposition 3.12 we have the isomorphism
#B-(Q", H®) = L(Θ(W\ H\ which provides Theorem 3.8'.

Proposition 3.13. Let K = Kίx ...x Kn, each K^being a compact subset of D.
κ(Φ) for every ΦeL(Θ(K),H) is an element of^H(9(X), where Xj=Vjn{zjφKj}.

Proof. φ(z} = Φ(hz) is analytic if zjφKj for all j.

If U is an open set in Q" we denote by ρv the restriction map from

to

By means of the map ρv we can define the support of an element φ oϊH

as the smallest closed set S such that Q^) = 0 for any open subset UcSc.
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If ί/D U' we further denote by ρ%, the restriction map from H&(U) to H

It is easy to see the following properties of Qu' Qv is identity, and if (73 £/'D [/",
then Qu"°Qu' = Qu" Hence {H@(U\Qυ

υ} forms a presheaf (over Q"). Ito and
Nagamachi [7] have verified that {H3&(U\ ρj^} really is a flabby sheaf, that is

(i) If for any ze U there exists a neighbourhood F(z) of z such that {$(2)(φ) = 0,
then 0 = 0.

(ii) Let {Fσ} be an open covering of U. If φσe
H&(Vσ) satisfies Qv^vτ(Φσ) =

Qvτ

σnvτ(Φτ) for FσnFτΦ0, then there exists φεH@(U) such that Qγσ(φ) = φ\
(iii) (Flabbiness) Qυ is surjective.

We denote by H^ the sheaf {H^([/),ρ^} over Q". But the support of H& is
ID" so that R$ may be considered as a sheaf over ID". We call H& the s/zeα/ o/
H-valued Fourier hyperfunctions.

Proposition 3.14. Let K be a compact set of ID" and Φ an element of L(&(K\ //),
then the support of κ(Φ) is contained in K.

For the proof of this proposition we need

Lemma 3.15. Lei K be a compact set in ID" and let {Kσ} be a finite compact
covering of K. Then every element Φ of L((9(K), H) can be decomposed into

Proof. First we prove the lemma for the scalar- valued case. Since the natural
injection (9(K)-^®σΘ(KπKσ} is of closed range, the dual map ®σ(Q(Kr\Kσ])'^
(0(K))' is surjective. In the vector-valued case the lemma follows from the iso-
morphisms, L(Θ(K\H}^(Q(K}}' ®H and L(Θ(Kσ\H)^(Φ(Kσ}} ®H, which are
obtained by Proposition 50.6 of Treves [13], because (9(K) and @(Kσ) are both
DFS-spaces and so they are complete and barreled [7].

We now return to the proof of Proposition 3.14. If zφK there exist an open
neighbourhood U of z and a finite compact covering {Kσ} of K such that
£σnt/ = 0, Kσ = Kσΐx...xKσn and 17= Ui x ... x Un. Then we have Φ=ΣσΦσ,
ΦσeL(&(Kσ\H\ by the lemma and ρv(κ(Φσ)) = 0 by Proposition 3.13. The proof
of Proposition 3.14 is thus completed.

Remark. Lemma 3.15 is a direct consequence of the ίlabbiness of the sheaf H&.

Definition 3.16. For ΦeL((P(D"), H) we define its Fourier transform ^Φ by the
) = Φ(/), where

\eί(^f(x)dx (3.4)

for /6 CftST).
Since J^ yields a topological isomorphism of ^(ΠT) (see §§ 2.3 and 2.4), the

definition above is well defined. The sheaf Hέ% of H-valued hyperfunctions over
]R" coincides with the restriction of the sheaf H& to R". Hence, because of the
ίlabbiness of the sheaf H3%, any //-valued Fourier hyperfunction on IR" can be
extended to an //-valued hyperfunction on ID" and we can consider its Fourier
transformation.

Proposition 3.17 (Paley- Wiener theorem). Let Γ be a closed and strictly convex
cone in IR" with its vectex at the origin such that Γc{x', (x, β)>0}u{0} for a unit


