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Abstract. We give a rigorous treatment in the infinite volume limit of a model
Hamiltonian representing an imperfect Boson gas. In particular we obtain the exact ex-
pression for the mean particle density in the infinite volume limit as a function of the
chemical potential, and show that the density function has a singularity at the critical
density for Bose-Einstein condensation. We prove that, unlike the ideal Boson gas, the
imperfect Boson gas has the same behaviour in the infinite volume limit for the grand
canonical ensemble as for the canonical ensemble, and is moreover stable under small
perturbations. We finally exhibit the possibility of ordinary condensation and prove that a
system in an intermediate situation between two pure phases consists of a simple mixture
of the two phases involved.

§ 1. Introduction and Notation

We let A Q &3 be an open region of unit volume with smooth boundary
and for L ̂  1 let

ΛL={Lx:xeΛ}, (1.1)

(1.2)

and let J^L be the symmetric Fock space constructed from J»fL. We let SL

be a self-adjoint Hamiltonian on JfL with discrete spectrum and eigen-
values

0 = L~2E0<L-2Eί<ΞL~2E2<,- (1.3)

counted according to multiplicity. We suppose certain asymptotic
conditions on the growth of the eigenvalues which are satisfied in the
case SL= —\A, and denote by HQ the free Hamiltonian on #" L con-
structed from SL in the usual manner.

The Hamiltonian that we consider in this paper is

J # = tf0

L - μN
L + L3f(NL/U) (1.4)

where NL is the number operator on $FL and / is a continuously
differentiable function on [0, oo) satisfying /(0) = 0 and

lim / ' (x)= +oo .
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The density matrix for this Hamiltonian at the inverse temperature β is

σ£μ = έΓ'H*/tr [>- '**] (1.5)

and the mean particle density in the infinite volume limit is

ρ ( i S , μ ) = l i m L - 3 t r [ σ ^ i V L ] . (1.6)
L-* oo

We show that this limit exists and give an explicit procedure for
evaluating it.

We summarize the technique adopted. We define the function yL by
interpolation from the formula

L βL3γL(n/L3)-] (1.7)

where

Here μ0 is any fixed constant less than zero and Pn is the projection of
J^L onto its n-particle subspace. We prove that yL is a convex function
and that

(1.9)y L ( )
L-*oo

where y is defined as follows. For each σ e 01 we define the function gσ by

gσ(z)= Σ n~σzn (1.10)
n= 1

the series converging for \z\ < 1, and for \z\ ^ 1 if σ > 1. We then define
the critical density ρc by

(2βΓ3/2(l). (1.11)

The function y is defined for 0 ^ x ^ ρc by

Γ3/2g5l2(eβη
β^)β \ β r

where
^) (1.13)

gives μ as a function oί A. We note that / ( ρ c ) = — Mo a n <^ define 7 for
ρc ^ x < 00 by

We comment in passing that results such as Eq. (1.9) have been obtained
in general probabilistic situations [1, 2] but not, as far as we know, in a
directly applicable form.

If we can define

Q(n9 μ9 β)-=tτlPne-βH^/tτle-βH^ (1.15)
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then it follows from Eq. (1.9) that as L-> oo

Q(n, μ, β) ~ kL exp [ - β L 3 {y(n/L3) + f(n/L3) + (μ0 - μ) n/L3}] (1.16)

so that the particle number distribution is concentrated around the
point or points where

( ) / ( ) ( μ ) x (1.17)

takes its minimum value. We prove that x = ρ(β, μ) is such a point and
that the phase transitions occur for those values of μ where the function
takes its minimum value at more than one point.

The main results of the paper are all contained in Section 4, the
intermediate sections being devoted to technical preliminaries.

Before proceeding the author would like to thank J. T. Lewis, J. Pule, J. F. C. Kingman
and M. Kac for many stimulating conversations and suggestions.

§ 2. The Central Limit Theorem

We apply here some methods developed systematically for the ideal
Boson gas by Lewis and Pule [3] from ideas of Kac [4]. Their basis is the
fact that for the ideal Boson gas the different modes are independent and
so explicit expressions for the mean and variance of the particle number
distribution can be written down. Careful estimates then allow the
calculation of the infinite volume limits of these expressions.

We first make it clear that our only assumptions are on the asymptotic
behaviour of the eigenvalues {Σ72En}™=0 of the one-particle Hamiltonian
SL. Specifically we assume that

3π2 (2.1)

It is easy to show that this condition is satisfied if SL = — \ A on the cube
ΛL = [0, L]3 with periodic boundary conditions. It is also satisfied for
the same Hamiltonian if A is a much more general region of unit volume
with various boundary conditions [3, 5].

We define the distribution function FL by

FL(x) = 173 [max {m: 17 2 Em ̂  x} - 1] (2.2)
so that

1/2
\imFL(x)=^-τx

312. (2.3)

Easy calculations show that there is a constant k independent of L and x
such that

FL(x)^kx3/2. (2.4)

Our asymptotic estimates are based on the following lemma.



72 E. B. Davies:

Lemma 2.1. / / / is a continuously differ entiable function on [0, oo)
such that

lim m2f\U2 JEJ = O (2.5)

Σ f(L~ 2 Em) = /(0) - U j f\x) FL(x) dx . (2.6)
Proof m = 0 °

Σ f(L~2Em)= lim Σ

= limί/(0)-L j £ 2 / / W^-2 L J £ 3

" ^ ^ I L~2Eι L~2E2

= lim 1/(0) - L3 ί " /'(x) FL(x) dx + n /(£" 2 £„)

= /(0)-L3 ί/'(x)FL(x)ί/x.

We let XΠ

L be the random variable, concentrated on the non-negative
integers, which describes the particle number distribution of the nth
mode for the density matrix ^ > μ o , so that

= m) = (1 _ e-β(L-*En-μo)} e-mβ(L-2En-β0) ( 2.7)

The random variables {X,f}^L0 are independent and if

XL= Σ Xn (2-8)
n = 0

then
P(XL = m) = t r [ P m ^ μ J . (2.9)

We let
mL = LΓ3 £(XL) = L-3 tr [ J V L ^ J (2.10)

and
£ 3 . (2.11)

Lemma 2.2. lim mL=:(2πβy3/2g3/2(eβμo)~ρ0 (say). (2.12)

Proo/. Since « „ -β(L-2En-μo)

mL = L-* Σ E(XL) L-i Σ
putting

-/3(χ-μ0)
_ r-3__f
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in Lemma (2.1) yields

mL = L~3

 ι_eβμo + J {eβ*_eβ»of FL(x)dx.

Using the Lebesgue dominated convergence theorem with Eqs. (2.3) and
(2.4) implies r-

» ββxββo l / 2 3 / 2

00

]/2π2

n = l

i 00
nββp ( -nβxγί/2 J

l/2π

Lemma 2.3. lim s£ - (2πβΓ 3/2gll2{eβμo). (2.14)
L-> oo

Proof. Since
oo oo -β(L-2En-μ0)

n = 0 U —

putting

(2.15)

f W = e

-β(χ-no)

(1 _β-/?(χ-μoh2

in Lemma (2.1) yields

Using the Lebesgue dominated convergence theorem with Eqs. (2.3)
and (2.4) implies

l /2

= Γ

[ {l-e-^-^f 1/2 π2

w= i 1/2 π 0

Theorem 2.4. TTie random variables XL are asymptotically normally
distributed, that is for all x^y

lim P(L3mL + L3/2sLx^XLSL3mL + L3l2sLy)=~^= j e~'1/2 dt.
]/2π x
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Proof. This is a consequence of Liapounov's condition for normal
convergence of triangular arrays [6, 7]. We have to prove that

lim V6s£* Σ Eίi^n - W ) } 4 ] = 0 (2.17)

Now by direct calculations, for a random variable Z such that

we have

Therefore

where

VII

=

φ(LΓ

00

V FΠ
n = 0

00

c Σ
n~0 m

oo

c Σ rn

2mβ) =

I n

0 0

: = 1

3φ(Γ

0 0

• e-mβ{L~2En-μ0)

2mβ)emllμo

-mβL-*En

= 1+L 3 J mβe-mβxFL{x)dx
o

00

^1+L3mβ j e-mβxkx3/2dx
o

Therefore

m=ί

and so by Lemma (2.3)

L->oo

§ 3. Asymptotic Behaviour of the Functions yL

We investigate the properties of the function γ defined by Eq. (1.7).
We first note that since XL is a sum of independent geometric random
variables, the sequence
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is a Polya frequency sequence [8] and hence γL is a convex function of n.
One may also verify this directly by induction. We extend yL by inter-
polation to [0, oo) so that it is convex continuously differentiable and
has the same minimum value as before. The following lemma yields the
pressure function for the grand canonical ensemble [9].

Lemma 3.1. lim yL{O) = β'1(2πβ)-3l2g5/2{eβtl0). (3.2)

L->oo

Proof. We have

^ Z ^ O ) ^ p ^ L ^ Q ^ jQ p(jjζL = O). (3.3)
n = 0

Therefore
00

y L (O)=-j8- 1 L" 3 Σ \og(l-e-β(L~2E"-μo)). (3.4)
« = o

Putting
f(x)=-β-1L-3\og(l-e-βiχ-μo))

in Lemma (2.1) yields
CO O -βx βμ0

1 J P F{x)dxJ _ .Hx.^FLo i e

Therefore by the Lebesgue dominated convergence theorem

QO - βx βμ0 1/2 x3'2

0

Lemma 3.2. Lei xL be a point at which γL attains its minimum value.
Then

yf

L(xL) = 0, l imy L (x L )-0 (3.5)
L-> oo

and
l imxL = ρ 0 . (3.6)

L->oo

Proof. We make use of Eq. (2.16) together with the fact that yL is
convex.

Putting x = 0 and y = l / 5 in Eq. (2.16) we find that for all large
enough L

1 1 _i_

— e 50 S
5|/2π 5
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Therefore
min{yL(n/L3): mL rg n/Σ? ̂ mL + ±IΓ3/2sL}

Together with the obvious fact that yL(x)^0 for all x this proves
Eq. (3.5).

On the other hand putting x = f and y = 1 in Eq. (2.16) we find that
for all large enough L

2π

Therefore

βϋ max {yL{n/U): mL + f L" 3 / 2 . L ^ π/L3 ̂  mL + LΓ3/2 5L}

By the convexity of γL it follows from Eqs. (3.7) and (3.8) that if x ^
+ LΓ3/2 5L then

β 3 ( ) ± \

The same result holds by similar arguments if x ^ mL — L~3/2 sL. Therefore

mL - LΓ3/2 5L ^ xL ^ mL + L~3/2 sL (3.9)

from which Eq. (3.6) may be deduced.

Lemma 3.3. For all 0 < x < oo we have

-μ0. (3.10)
Moreover

]imy^(x)= -μ0. (3.11)

Proof. We observe that for all μ < 0 , η^μ is a well-defined density
matrix and

(n/L3) βμn-βμon

v (3 12)
^ / L 3 } ]

where

*Lf,.= Σ exp[-L3^{yL(n/L3) + ( μ 0 - μ ) π / L 3 } ] < ^ . (3.13)
π = 0

It follows that

lim {yL{n/L3) + (μ0 - μ) n/L?} = + oo
π — • o o

and so
lim {^(x) + (μ0 - μ)} > 0 .
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Taking μ close to zero this implies

lim {y'L(x)}t - μ

On the other hand oo

eβμ

> lim£(X£ J = lim — = + oo .

Remembering that y'L is a monotonically increasing function, if Eq. (3.10)
were false we should find that

oo .

The contradiction proves the validity of Eq. (3.10).

Lemma 3.4. For any μ > 0 if uL is a point at which

yL{χ) + (μo-μ)χ (3.14)

attains its minimum value then

= μ-μ0 (3.15)
and

3 / 2 ^ ) . (3.16)L-»oo

Proof. This is merely a repetition of the argument of Lemma (3.2)
making use of Eq. (3.12). We note that this method does not allow us to
find the limiting value of yL(uL) itself because we have no information
on the constants kLμ.

Lemma 3.5. yL converges to y locally uniformly on the interval
{x:0<x<ρc}.

Proof. We recall that y and ρc were defined in Eqs. (1.10) to (1.14) and
observe that

y(ρo) = 0. (3.17)

In view of Lemma (3.2) it is sufficient to prove that y'L converges locally
uniformly to y'. For this purpose we note that explicit calculations show
that

' ( ) ( ) μ 0 (3.18)

where μ(x) is the inverse function of

x = (2πβy*ι2g3l2(e^) (3.19)

μ(x) = 0 (3.20)

if ρc^x < oo.
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One sees that μ(x) is continuous, monotonically increasing and that

l i m μ ( x ) = - o o , limμ(x) = 0. (3.21)
X I 0 X t Qc

Moreover y'L is monotonically increasing for all L and we have shown
in Lemma (3.4) that for all x such that 0 < x < ρc there is a sequence uL

such that
lim uL = x, lim y'L(uL) = y'(x).

L-* oo L-*oo

Let 0 < x < ρc and let ε > 0. Choose δ > 0 small enough so that

and then choose Lo large enough so that for all L^

\yfL(uL)-Y(χ + δ)\<εβ
and

where lim wL = x + δ and lim vL — x — δ. Choose Lι'^L0 large enough

so that for all L^Lι

Then if L ̂  L x and \y-x\< δ/2

I'άy) ύ y'L(uL) < Y(x + δ) + ε/3 < Y{y) -f ε
and

7l(y) ^ 7i.(ϋL) > / ( ^ - S) - ε/3 > 7'(j;) - ε .

This is enough to prove locally uniform convergence by standard
arguments.

Lemma 3.6. yL converges uniformly to y on the interval {x: O^x:gρ0}.

Proof. Some care is needed since y'(0)= — oo. We use the previous
lemma, the convexity of yL and y, and Lemma (3.1), which states that

l imy L (0Hy(0). (3.22)
L-» GO

We take ε > 0 and choose δ > 0 small enough so that for all 0 :£ x ;£ δ

γ(x)>γ{0)-εβ.

Then we choose Lo large enough so that for all L^L0

\7L(0)-γ(0)\<εβ,

\yL(t)-y(δ)\<Φ.
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Then for all 0 ̂  x S δ

— = ^

S y{0) + 2ε/3 < y{x) + ε .

Together with Lemma (3.5) this implies that there exists L1 such that
for all L^L1 and all 0 ^ x ^ ρ 0

yL(x) < γ(x) + ε .

On the other hand since y'L is monotonically increasing and
lim yiXρo) = /(ρo)==0, there exists a constant L o such that for all
L->oc

0 < x < ρ0 and all L ̂  Lo y^(x) < i .

Given ε > 0 choose δ such that 0 < δ < ε/4 and

|y(x)-y(0)|<ε/4

for all O^x^δ. Then choose Lo large enough so that for all L^L0

\yL(δ)-y(δ)\<ε/4.

Then if 0 ̂  x <; δ

yL(χ)^yL(δ)-(δ-x)

>yL(δ)-ε/4

>y(δ)-2ε/4

> y(x) - ε .

Together with Lemma (3.5) this implies that there exists Lι such that
for all L^ZL1 and all 0 ^ x g ρ 0

yL{x)>y(x)-ε

and so completes the proof of the lemma.

Lemma 3.7. yL converges uniformly to y on the interval

{x:ρo^xSρc}
and

lim y'L{Qc) = yf(ρc) = - μ0 . (3.23)
L->oo

Proof. Since y^ are monotonically increasing and

lim y'L(ρo) = γ'(ρo) = 0
L
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there is a constant Lo such that for all L^L0 and all x such that
ρo^x< oo

On the other hand by Lemma (3.3)

y'L(x)S-μ0 (3.24)

for all 0 rg x < oo. Therefore the yL are equicontinuous on {x : ρ 0 ̂  x rg ρ j
and the convergence is uniform.

To prove Eq. (3.23) we observe that y'(ρc) = —μoby direct calculations.
Given ε > 0 we choose δ > 0 small enough so that

l/W-/tec)l<β/3

for all ρc — (5 g x ̂  ρc. We then choose L o large enough so that

\yL(ρc-δ)-y(ρc~δ)\<εδβ
and

|yL(βc)-y(βc)l<εδ/3
for all L^L0.

Then for some vL such that ρ0 — δ < vL < ρ0

>δ-1{y(ρc)~y(ρc-δ)}-2εβ

>y'{ρc)-ε.

Combining the fact that y'L are monotonically increasing with Eq. (3.24)
we obtain

y'(Qc) ^ y'άQc) ^ y'L(vL) > Y(QC) - ε

which proves the lemma.

Lemma 3.8. For any ε > 0 there exists a constant Lo such that for
any L^L0 and any x^ρc

y(ρc) - ε + (y'(ρc) - ε) (x - ρc) < yL(x)

<y(ρc) + ε + y'(ρc)(x-ρc).

In particular yL converges locally uniformly to y on the set {x : ρc ̂  x < cc}.

Proof. This is a simple consequence of the facts that

lim yL(ρc) = y(ρc)
L-* oo

and for all x > ρc and all large enough L
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To summarize we have proved that yL converges locally uniformly
to y on the set

{x: 0^x< 00}

and that for large x the convergence is controlled by the estimates of
Lemma (3.8).

§ 4. The Thermodynamic Limit

We recall from Section 1 that

β(n, μ, β) = kL exp [ - βL3 {yL(n/L3) + f(n/L3) + (μ0 - μ) n/L3}] . (4.1)

An important role is clearly played by the points at which the function

takes its minimum value. We clarify this point before proceeding with
the main results of the paper.

Theorem 4.1. Let ρ(β, μ) be the smallest value of x at which the
function

-μ)x (4.2)

takes its minimum value. Then for all real μ

0<ρ(j8,μ)<oo (4.3)

and ρ is a monotonically increasing function of μ such that

lim ρ(jS,μ) = O, lim ρ{β9 μ) = 00 . (4.4)
μ-> — 00 μ-+ 00

Moreover ρ has a discontinuity at the point μ if and only if the function
takes its minimum value at more than one value of x. There are only a
countable number of such discontinuity points.

Proof. Eq. (4.4) is a consequence of

7 ' ( 0 ) = - o o , l i m / ' ( * ) = 00. (4.5)

The remaining statements of the theorem follow by elementary analysis
which we leave to the reader.

Notes, (i) Since we have explicitly written down the function 7 in
Eq. (1.10) to (1.14), the function ρ can be effectively computed as soon
as / is given.

(ii) Differentiability properties of ρ in its interval of continuity
depend on corresponding conditions for /, since y is an analytic function.

6 Commun math. Phys., Vol 28
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(iii) The function ρ has a singularity where

Q(β,μ) = Qc

since y'"(x) is discontinuous at x = ρc.
We are now able to prove the first main result of the paper.

Theorem 4.2. Let μ be a point of continuity of ρ(β, μ). Then

lim J_tr[^σ^]=ρ(i?,μ) (4.7)
L-> oc jL

and the particle number distribution concentrates entirely at the density
ρ(β, μ) in the infinite volume limit.

Proof. We let A be the minimum value of the function of Formula
(4.2). If £ > 0 there exists a constant δ > 0 such that

y() f() (μo

\x-ρ{β,μ)\^ε (4.8)

while there is a constant ελ such that 0 < ει < ε and

A ^y(x) + f(x) + {μo-μ)x^A + δ/2

| x - ρ ( j 8 , μ ) | < ε i . (4.9)

By Eqs. (1.14) and (4.5) there are constants a>ρ(β, μ) + ε and B>0
such that if x ̂  a

y{x) + f{x) + {μo-μ)x^A + δ + B{x-a). (4.10)

By Lemmas (3.6), (3.7) and (3.8) we can also suppose these inequalities
are satisfied by yL for all large enough L.

Let YL be the random variable concentrated on the points
{n/L3: n = 0, 1, 2, ...} and given by

P(YL = n/L3) = tr [Pn<τ£μ] = Q(n, μ, β). (4.11)

Then for large enough L

YL<ρ(βμ)-ή

^ L3 2 £ l fcL exp [ - βU(A + (5/2)] ,

g L3 {α - ρO5, μ) - ε} kL exp [ - βL3(A

= P(a + m<YL<a + m+\)
~ , (4.15)

^ U kL exp [ - β U (A + δ + BmJ] .
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These lead to the equations

a^bZ1*6^-* airt-βϋδ/2], (4.16)

cm L ^ L 1 = e χ p [ ~ β L 3 δ/2 — βϋ Bni] , (4.18)
1

which do not involve the unknown constants kL. Since YL is a random
variable ^

α l f L + bL + α 2 > L + X cm>L = l . (4.19)
m = 0

It is easy to prove from Eqs. (4.16) to (4.19) that

l i m b L = l , (4.20)

Since ε > 0 is arbitrary the theorem is proved.

We have shown that at points of continuity of ρ, the particle density
is entirely concentrated around one point, so that the canonical ensemble
has the same behaviour as the grand canonical ensemble, even above the
critical density for Bose-Einstein condensation. This is in sharp distinc-
tion to the situation for the ideal Boson gas [3, 10]. Our calculations in
fact prove that the limiting behaviour of the ideal Boson gas is not stable
under small perturbations by functions of the number operator, while
it is clear from the explicit form of our solution that the imperfect Boson
gas is stable under such perturbations.

We finally consider the phase transitions themselves. To do this we
have to go to the infinite volume limit keeping the mean density fixed
instead of the chemical potential. We therefore suppose that for some
value of μ, say μ = μ l 5 the function

takes its minimum value at exactly two points x = Qi and x = ρ 2. (Other
types of behaviour, although theoretically possible, are not stable under
small perturbations of /.) We then consider a density ρ such that
Qi < Q < Q2 a n d define the chemical potential μ(L) for the volume L3 by

^ ( L ) ] = ρ. (4.21)
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Theorem 4.3. In the limit as L —• oo the particle number distribution
of Gβ,μ(L) is entirely concentrated at the points ρ1 and ρ2, in such a propor-
tion that the mean density is ρ.

Proof. We first observe that

Σ ne"^Q(n,0,β)\l{ £ e"^Q(n,0,β)\ (4.22)
=O )l L = O J

is a monotonically increasing continuous function of μ which we have
shown converges to ρ(β, μ) at all points of continuity of the latter.

Since

ρ = ρ(β,μί) (4.23)

it follows by simple arguments that

limμ(L) = μί. (4.24)

We carry out calculations similar to those of Theorem (4.2) with the
following variations.

Instead of Eq. (4.9) we let ει be a constant such that 0 < κ 1 < ε and

|x-ρ ; |<ε i (4.25)

for i = 1 or i = 2. Putting

(4.26)

(4.27)

(4.28)

(4.29)

(4.30)

\.), (4.31)

we find as before estimates of the form

(4.32)

U (4.33)

from which it follows that

lim(f>1I, + fc2L)=l. (4.34)
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Now if w = lim supbί L and v = lim mϊbί L then since E(YL) = ρ for all L
L-> oo ' L-+00

and

Therefore

— < v < u <
ρ2-ρί

Since ε > 0 is arbitrary one may conclude that

lim b, L = -βlZJL, lim & 2 L = ^ Z ^ L _ ( 4 . 3 5 )

L-oo 1 ) L ρ 2 ~ ρ i L-oo 2 ' L ρ 2 - ρ !

and the theorem is proved.

We finally discuss the case where / is convex, which is expecially
simple. We point out that the particular case

f(x) = Ax2 (4.36)

has already been studied in some detail [11].

Theorem 4.4. If f is a strictly convex function then ρ(/?, μ) is a con-
tinuous function of μ. The only phase transition occurs at ρ = ρc and
corresponds to the commencement of Bose-Einstein condensation. Below
the critical density ρ — ρc one has ρ(β, μ) — x if and only if

f'(x) + μ(x) = μ (4.37)

while above the critical density the corresponding condition is

/'(x) = μ. (4.38)

Proof. If / is strictly convex then the function of Formula (4.2) is
strictly convex and takes its minimum at exactly one point, the point
where its derivative vanishes. The remainder of the theorem is then a
restatement of known results.

The determination of the mean potential function / for a given
system is a highly non-trivial matter. In principle it should be possible
to find / given a pair interaction potential Φ, but this is an unsolved
problem. Supposing that Φ is weakly attractive at long range and
strongly repulsive at short range, and that f(x) is the sum of the potentials
due to the individual particles in an "average" configuration of density x,
one would expect that f(x) would be small and negative at low density,
but large and positive at high density.

As a simple typical mean potential of this type one may consider

/(x)= -a1x1 + b1xΔr. (4.39)
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It is straightforward to carry out the calculations described in this section
for such a function. One finds that at high temperature (small β) the
function (/ -f y) is convex, so there is no phase transition. However,
below a certain critical temperature (/ + γ) is not convex and a phase
transition does occur. These results are in qualitative agreement with
physical expectations.
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