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ABSTRACT. If a function ip(x) is mostly concentrated in a box Q, while 
its Fourier transform $>(£) is concentrated mostly in Q', then we say ijj is 
microlocalized in Q X Q' in (x, £)-space. The uncertainty principle says that 
Q X Q' must have volume at least 1. We will explain what it means for ip 
to be microlocalized to more complicated regions S of volume ~ 1 in (x, £)-
space. To a differential operator P(x, D) is associated a covering of (x, £)-space 
by regions {Ba} of bounded volume, and a decomposition of L2-functions 
u as a sum of "components" i t a microlocalized to Ba- This decomposition 
u —» (uot) diagonalizes P(x,D) modulo small errors, and so can be used to 
study variable-coefficient differential operators, as the Fourier transform is 
used for constant-coefficient equations. We apply these ideas to existence and 
smoothness of solutions of PDE, construction of explicit fundamental solutions, 
and eigenvalues of Schrodinger operators. The theorems are joint work with 
D. H. Phong. 

CHAPTER I: THE SAK PRINCIPLE 

The uncertainty principle says that a function if), mostly concentrated in 
\x — Xo\ < 6X, cannot also have its Fourier transform «0 mostly concentrated in 
l£~~ £o| < % unless 8X -8^ > 1. This simple fact has far-reaching consequences 
for PDE, but until recently it was used only in a very crude form. The 
most significant classical application concerned the eigenvalues of a self adjoint 
differential operator 

A(x,D)= E «-(«(—Y 
\oc\<m \lOXJ 

with symbol A(x, £) = ]C|ai<ma«(x)^a- According to the uncertainty prin
ciple, each box 

S = { ( x , O I | x - x o | < « , | € - & | < ^ 1 } 

should count for one eigenvalue, so the number of eigenvalues of A(x,D) 
which are less than K should be given approximately as the volume of the 
set S(A,K) = {(£,£) | A(x,£) < K}. If A is elliptic and K -+ oo, then 
this 'Volume-counting" is asymptotically correct (see Weyl [41], Carleman [5], 
Hörmander [23]). However, volume-counting can also produce grossly inac
curate estimates for systems as simple as two uncoupled harmonic oscillators. 
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We can do much better by taking the uncertainty principle more literally: 
Instead of measuring the importance of a subset E C Rn x Rn by its volume, 
we use instead the number of distorted unit cubes B which can be packed 
disjointly inside E. We shall see many examples in which no distorted unit 
cubes can be packed inside E = S(A,K), even though E has large volume. In 
this case E counts for no eigenvalues, even though the classical approximation 
assigns it many. Packing distorted cubes into S(A, K) rather than taking the 
volume amounts to a sharper form of the uncertainty principle. We shall call 
it the SAK principle. 

Now the SAK principle is also important in questions of existence and 
regularity of solutions of PDE. For, these questions may be reduced by stan
dard functional analysis to a priori estimates which take the form 

(t) c\\P(x,D)u\\ < \\Q(x,D)u\\ + small error, 

where P and Q are differential (or slightly more general pseudodifferential) 
operators. We would like very much to know whether a given estimate of the 
form (f) holds for u £ L2. The most naïve idea is to compare the symbols 
F(x, £) and Q(x, £) and guess that (f) holds if 

(ft) \P{x, 01 < Q(x, 0 + small error. 

This is true, although the proof is hard. However, the SAK principle suggests 
that we do not need (ft) in order to have the estimate (t). Indeed, a function 
u can be localized in (x, £)-space no further than to a distorted unit box S, 
and therefore the necessary and sufficient condition for (f) will be 

cmax Ipl < max ç + small error for each S, 
B B 

which is weaker than (ft)- From these results we will give a unified discussion 
of some of the main results in linear PDE. 

The application of SAK to differential equations goes beyond a priori 
estimates. Our real goal is to diagonalize a variable-coefficient differential 
operator modulo small errors. Clearly this will give a powerful hold on 
existence, regularity, and a priori estimation of solutions, and on eigenvalues 
in the self adjoint case. Moreover, it should make possible the construction of 
explicit approximate solutions. 

Now the approximate diagonalization proceeds by cutting phase space 
Rn X Rn into suitable distorted boxes {Bu} of volume ~ 1 . We shall write 
an arbitrary u G L2 as a sum of pieces, u = Yl,vu^"> s o ^na^ uv together with 
its Fourier transform uv are somehow "localized" inside Bv. Since the given 
differential operator L, acting on each piece uvi is approximately multiplica
tion by a scalar kv, our decomposition will approximately diagonalize L. 

To illustrate the ideas we make a first crude attempt to diagonalize 

UX,D)~ E aM\-kT-
\a\<m \10XJ 
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Let L(x, £) = Y^\a\<maoc{x)^a De the symbol of L(x,D). The operator L is 
made up of two ingredients: differentiation; and multiplication by smooth 
functions. To construct an approximate eigenfunction u of L(x, D), we want 
to come as close as possible to diagonalizing these operators simultaneously. 
Now (l/i)(d/dxk) is approximately multiplication by ££ if the operators act 
on a function u with Fourier transform concentrated near £° E Rn. On the 
other hand, u —• a(x)u is approximately multiplication by a(x°) if the operator 
acts on a function u which is concentrated near x°. So our approximate 
eigenfunction u should be concentrated near x°, while its Fourier transform 
û should be concentrated near £°. The uncertainty principle tells us how well 
we can succeed in realizing the two conflicting goals. Basically, the best we 
can do is take (j){{x — XQ)/6)e1^ *x, with <j) a fixed Schwartz function; this is 
"microlocalized" to a box {\x — x°\<6, |£ — £°| < <S-1} = B, and we give our 
localized function u the name 0g. 

Now to diagonalize L(x,D) approximately, we cut phase space Rn X Rn 

into suitable boxes Bv = {{x, £)| \x — xv\ < 6U, |£ — £„| < 6"1} as in Figure 1, 
and to each Sv we associate the typical function 0s„ microlocalized to Bv. 

A 

FIGURE 1 

Roughly speaking, the {(J>BU} are orthogonal and form a basis for L2, while 

(1) L(X,D)<I>BU = L{xv, iv) • 0B„ + Error^ 

with HError^ll < O(|^|m~s)| |0B^||. Here, s depends on the geometry of the 
partition {Bu}. By picking a good partition, we can make 5 = 1/2 (see 
[25, 8]). 

So we have succeeded quite simply in diagonalizing an rath order operator 
L(x,D) modulo errors of order m — 1/2. In the easiest case of an elliptic 
operator (such as the Laplacian), the symbol L(x^,^) is of size | ^ | m , so 
the error in (1) is negligibly small compared to the main term for large |£|. 
This approximate diagonalization easily gives another proof of the standard 
elliptic regularity theorem. The trouble comes when L(x,D) is nonelliptic. 
The interesting phenomena in PDE are governed by the behavior of the symbol 
near the characteristic variety V = {(x, £) | L(x, £) = 0}. If in our approximate 
diagonalization we look at a box Bv that meets V, then in effect the "main" 
term in (1) is zero, and all the interesting phenomena are decided by the 
behavior of the "negligible" Errorj,. Clearly, we have to do better. 

What we will do is to cut phase space differently, using bent boxes Bv as 
in Figure 2. 
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l ^x 

FIGURE 2 

The boxes Bv still have volume ~ 1, but now they are bent into strange shapes, 
and their geometry is related to the characteristic variety V. This time we 
will find that the error terms in the analogue of (1) are small compared to the 
main terms, so the approximate diagonalization has nontrivial applications. 
Note that it isn't immediately clear what it means to say that a given uE L2 

is microlocalized into a curved box $v as in Figure 2. So, given a symbol 
L{x, £), we shall have to answer the following questions: 

How should we cut Rn X Rn into bent boxes S^? 
How can we associate to du a natural projection operator iru whose image 

consists of functions "microlocalized" to S^? 
How does L(x,D) act on functions microlocalized to 8^? 

These questions are not easy. To understand them we need a technique 
for cutting and bending symbols L(x, £). The technique can be understood on 
three different levels, of which the simplest is as follows. 

LEVEL I (Cutting all operators at once into big pieces modulo lower-order 
errors). This is what specialists in PDE usually call microlocal analysis. It 
provides a powerful method, the "algorithm of the '70s" to prove theorems 
on PDE. The method is analogous to studying a nondegenerate vector field 
X by first using a partition of unity to reduce matters to a local question, 
and then straightening out the vector field locally by a smooth change of 
coordinate, so the local question is reduced to the trivial case X = d/dxi. We 
shall make partitions of unity and changes of variable in (x, £)-space by using 
pseudodifferential and Fourier integral operators, which we now briefly recall. 

Pseudodifferential operators. The Fourier inversion formula shows that a 
differential operator L(x,D) with symbol L(x, £) is given by 

L(x,D)u(x) = feix'tL(x, 0 ^ ( 0 <*£• 

This formula makes sense even when L(x, £) is not a polynomial in £, and 
L(x,D) is called the pseudodifferential operator with symbol L(x, £). If the 
symbols L(x, £) satisfy suitable estimates, then the pseudodifferential operators 
L(x,D) can be manipulated just like differential operators. The estimates on 
L(x, £) are important because they determine how finely we can cut up phase 
space. Classically, one says that L(x, £) is an rath order symbol (L G Sm) if 

(2) \d^iL(x,o\<caP(i+mr-w. 
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These estimates hold if m is a positive integer and L is the symbol of an 
mth order differential operator. 

If A G S m i and B e Sm\ then the composed operator A(x,D)B(x,D) is 
again a pseudodifferential operator whose symbol AoB is given asymptotically, 
modulo symbols of arbitrarily large negative order, by Leibnitz' rule 

AoB' 

mmm* while the adjoint A(x,D)* is a pseudodifferential operator with symbol 

In particular, A(x,D)B(x,D) = AB(x,D) modulo terms of lower order, and 
[A(x,D),B(x,D)] = i{A,B}(x,D) modulo terms of lower order. Here 

(A B\ - V (—— - dB dA 

) 

is the Poisson bracket, which we shall meet again many times. 
The above remarks justify the statement that pseudodifferential operators 

can be manipulated like differential operators. Their proofs involve a straight
forward application of the method of stationary phase to evaluate some in
tegrals of rapidly oscillating exponentials (see [3]). We should also point out 
that pseudodifferential operators (ipdO) of order zero are bounded on L2. 

The earliest application of ipdO was to invert elliptic differential operators. 
If A(x, £) G Sm is an elliptic symbol, i.e., \A{x, £)| > c(l + |£|)m, then A'^x, £) 
is a symbol in S - m , so the composition law for V>dO yields A(x,D)A~1(x1D) 
= A~1(x,D)A(xJD) = I modulo symbols of order —1. An easy successive 
approximation argument lets us add lower-order corrections to the symbol 
A~1(x, £) so that A(x,D) is inverted modulo symbols of arbitrarily large 
negative order. Thus A(x,D)u = ƒ is solved explicitly, modulo smooth errors. 

Using -0dO we can decompose a differential operator L(x,D) as an ap
proximate direct sum by cutting phase space into blocks Bv as in Figure 3. 

> 

% 

etc. 

L . . + x 
FIGURE 3 
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Here, each Bv is centered at {xui £„) and has sides 1 in the x-directions, and 
~ \iX + \£A) m the ^-directions. Note that most of the Bv have volume » 1. 
We decompose L(x, D) by means of a partition of unity 1 = Y^u <l*l(.xi 0 m 

phase space, with $v supported essentially on Bu and as smooth as possible. 
The point is that Figure 3 gives exactly the finest possible cutting of phase 

space so that the <j>u belong uniformly to S°; in fact (x, £) —• (</>i,(x, ^))uez 
belongs to S° as a vector-valued symbol. Therefore, the operator u: ƒ —• 
{Muez = (ipv(xjD)f)uez is a vector-valued i/jdO. Now from the formulas 
for composition and adjoints of tpdO's we obtain U*U = I and £/L(x,D) = 
L(x,D)U modulo lower-order errors. Since fu is microlocalized to BU1 we have 
succeeded in approximately splitting L(x, D) as a direct sum of microlocalized 
operators acting on fu. As claimed, ipdO let us use partitions of unity in 
(x, £)-space. Of course, we are still far from diagonalizing L(x,D), since the 
blocks Bu of Figure 3 have large volume. 

In addition to cutting symbols we shall also bend them, using 
Fourier integral operators. These generalize a simple change of variable 

y = 0(x) to allow changes of variable in (x, £) together. Under y = <j)[x), the 
differential equation L(x,D)u = ƒ goes over to L(y,D)u = ƒ, with L given 
modulo lower-order terms by 

(0) L{y,r)) = Lo<b{y,n), <1>: (y,rj) -> (x,rj) withx = 4r\v\ £ = ( f ( z ) )V 

The transformation $ has a very special property: it preserves Poisson brack
ets, i.e., 

(x) {F ,G}o$ = { F o $ , G o $ } . 

This is natural in view of the formula for commutators of differential operators 
in terms of { , }. Transformations $ which satisfy (x) are called canonical. 
There are many canonical transformations which do not arise from a simple 

change of coordinate y = (j){x). Canonical transformations preserve volume in 
RnxRn. 

To repeat, we know that (0) defines a canonical transformation $, and 
that the equations L{x,D)u = ƒ, L(yyD)u = ƒ are equivalent, where L(y,rj) = 
Lo$(y, rj) modulo lower terms. The equivalence is given by ü — Uu, f = U f, 
L(y,D) = UL{x,D)U~\ and Uf{y) = {detD^-^y^1/2 fo^-^y). (We inserted 
the harmless determinant factor to make U unitary.) 

Now Egorov had the simple, deep idea that the same kind of equivalence 
connects L(x,D) and L(y,D), even when L{y,rj) = L o $ for canonical trans
formations not arising from a coordinate change y = </>(x). To state the result 
precisely, we work on a block B of size 1 X M taken from Figure 3. Suppose 
the block is centered at (x°, £°) and denote by i the natural change of scale 
^: (x> 0 -• ix — x°y (£ - £°)/M) which carries B to the unit cube. 

A canonical transformation 0 : (y,rj) —• {z,ç) defined on S will be said to 
satisfy "natural estimates" if i<bi~x is a C°° map with derivatives of all orders 
bounded independent of M. 
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THEOREM (EGOROV). Let $ be a canonical transformation satisfying natural 
estimates and carrying B into its double B*. Let A(z,<;) 6 Sm be a symbol sup
ported in $(B) and define A(y, rj) = A o<I>(y, 77). Then the operators A(z, D) and 
A(y, D) are related by 

A(y,D) = UA{z)D)U~1 + lower-order terms 

for a suitable unitary transformation U. 

For "most" $, the operator U is given explicitly as a Fourier integral 
operator 

Uf(y) = fe(y,t)eiS^f(t)dt withe e 5°, S e S1. 

In case $ arises from y = (j)(x) by (0), we set e(y,<;) = \detD(j)~1(y)\l^2
7 

S{y>Ç) = (t)~1{y) ' C> a n d the Fourier inversion formula yields the familiar 
Uf{y) = Idet(etc)!1/2/ oc/)~1(y). For more general $, the function S is related 
to $ by 

{{y,v,z,ô\Hy,v) = (z,ô} = [(y,v,z,t)\vk = ^^,zk = ^ ^ y 

As in the calculus of i/>d0, proving Egorov's theorem amounts to calculating 
some explicit integrals of rapidly oscillating exponentials, and the argument 
is quite easy. 

So now we know that L(x,D)u = ƒ and L(x,D)u = ƒ are equivalent if the 
symbols are related by a suitable canonical transformation. In other words, 
we can bend symbols as well as cut them. 

Now we can describe the "algorithm of the '70s" for proving theorems 
in PDE. First solve your favorite PDE, say du/dxi = ƒ. Next formulate a 
condition on symbols that locally characterizes the example up to canonical 
transformations. For instance, a real symbol with only simple zeros is locally 
equivalent to £1 after a canonical transformation and multiplication by an 
elliptic symbol. Finally, we conclude that all PDE whose symbols satisfy the 
given condition can be solved. The reason is that we can first use ipdO to cut 
the original problem into pieces microlocalized to the boxes Bv of Figure 3, 
and then in each Bv use Egorov's theorem to bring the problem back to the 
example we started with. The method is remarkably powerful. 

Before leaving standard microlocal analysis, we should point out an anal
ogy between PDE and quantum mechanics. This makes it plausible that the 
uncertainty principle has something to do with PDE. We start by reviewing 
classical mechanics. The state of a classical system is specified by the coor
dinates Xi and momenta & = rrii(dxi/dt) of its particles. An observable quan
tity (e.g. angular momentum) is given by a function F(x, £). If we observe F 
when the system is in state (x°, f °), we get a deterministic answer F(x°, £°). 
Of particular importance is the observable 
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the total energy or Hamiltonian. Here V is the potential in which the particles 
move. Newton's equations of motion say that the classical system evolves by 
rrii(d2Xi/dt2) = —dV/dXi, which we rewrite as 

(3) 
dxi _ 1 £ d£i _ dV 
dt mi %1 dt dxi 

Hamilton's equations. The time evolution of any observable F(x, £) is given 
in terms of the Poisson bracket by 

(4) dF/dt = {H,F}. 

This amounts to Hamilton's equations when F = X{ or &, and then follows 
in general by the chain rule. So (4) provides a complete description of how 
the system moves. The laws of mechanics are now clearly invariant under 
canonical transformations. 

On the other hand, in quantum mechanics, the state of a system is described 
by a vector ij) G L2. An observable quantity is a self adjoint operator A 
on Hubert space. For instance, position corresponds to the operator -0 —> 
Xjij), while momentum corresponds to ip —• (l/i)(d/dxj)il). If we measure the 
observable A when the system is in state ip, then the outcome is probabilistic, 
but the average observed value will be (Aip,ip). In the Schrödinger picture 
(which we have been describing), the state I/J evolves in time according to 
dtp/dt = iHip, where the Hamiltonian operator H specifies the physics of the 
system. In the equivalent Heisenberg picture, the state remains constant, but 
observables A evolve according to dA/dt = i[H,A\. 

Note that the laws of quantum mechanics are invariant under the action 
of a unitary transformation U: L2 —• L2. In fact, sending ^ —> Utjj = ip, 
A —• UAU~1 = A for observables A preserves all the equations and predicts 
the same outcome of any experiment. 

We can summarize this elementary discussion by a table: 

State of system 

Observable 
Result of measuring 
observable 

Object controlling 
dynamics 

Change to equivalent 
viewpoint 

Classical 

F function 
Deterministic; always 

Poisson bracket { , } 

Quantum 
</>GL2 

A operator 
Probabilistic; on 
average (Aip,ip) 

Commutator i\, 1 

Canonical transformation Unitary operator 

Clearly, standard microlocal analysis amounts to quantization. By ipdü we 
pass from functions of (x, £) to operators in such a way that Poisson brackets 
go over to commutators. Fourier integral operators let us pass from canonical 
transformations to unitary operators. It is very natural that the uncertainty 
principle should play an important role in PDE. 
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In particular, we can look ahead to the decomposition of phase space Rn x 
Rn into curved boxes of volume ~ 1. We can now begin to describe what the 
curved boxes look like: They are images of a cube of side ~ 1 under canonical 
transformations. 

Let us return to the techniques of cutting and bending symbols. 
The calculus of </><«) together with Egorov's theorem yield the finest possible 

cutting and bending that work simultaneously on all symbols in Sm. 
LEVEL H {Cutting a single operator into smaller pieces modulo a lower-order 

error). To make further progress we have to cut phase space into much smaller 
pieces than the blocks {B„} of Figure 3. This time the cutting will depend 
on the particular symbol A{x, Ç) we are trying to understand. The idea is to 
bisect repeatedly the Bv until we arrive at a family of blocks {B„,-} on which 
A{x, Ç) is somehow "nondegenerate". So the {Bvj} form a Calderón-Zygmund 
decomposition of ft, as in Figure 4A, and the whole of phase space is cut up 
as in Figure 4B. 

®J 

FIGURE 4A FIGURE 4B 

For a general symbol L{x,i) unrelated to A(x,0, the decomposition of 
Figure 4B would be too fine: If we try to represent L(x,D) as an approximate 
direct sum of operators Lvj(x,D) microlocalized to the boxes of Figure 4B 
then we would find that the error terms are large. However, the decomposition 
is very fine precisely where the symbol A(x,0 is small, and therefore A(x,D) 
is well approximated by a direct sum of microlocalized pieces. In particular 
the error terms are of lower order than the main terms, just as in the stan
dard rmcrolocalization of Level I. Figure 4B actually gives the finest possible 
microlocahzation of A(x,D) modulo lower-order errors. 

It is strong enough for some useful applications (the Nirenberg-Trèves 
conjecture (P), Hörmander's theorem on squares of vector fields), but we are 
still far from diagonalizing the operator A(x,D), since the pieces Bvj in Figure 
4B still may have large volume. So we pass to 

LEVEL EI (Cutting a single operator into small enough pieces modulo a one-
percent error). In the final picture, phase space R" x Rn is cut into curved 
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boxes Ba of volume ~ 1 which sit inside the Buj of Level II. The family {Ba} 
again depends on the particular symbol A(x, £) to be analyzed. Each Ba is 
essentially the image of the unit cube under a canonical transformation 3>a. 
Corresponding to the decomposition of phase space into boxes of bounded 
volume, we can finally approximate A(x, D) by an operator which is explicitly 
diagonalized. Under natural hypotheses (for instance, if the symbol A(x, £) 
is positive), the eigenvalue corresponding to the box Ba is of magnitude ~ 
MAX(Xj£)Gsa \A(x, £)|. This agrees with the SAK principle as stated at the 
beginning of the chapter. The canonical transformations <3>a are far too wild 
to allow direct use of Egorov's theorem. We could never carry out such violent 
cutting and bending with errors of lower order than the main terms. Instead, 
we are forced to let the error grow as large as a fixed small constant times 
the main term. Fortunately, such errors have no effect on the applications to 
PDE. In particular, we can write an approximate inverse for A(x,D), given 
sharp a priori estimates, and describe the eigenvalues. 

Next we review a few of the main problems and results in linear PDE. 
We have picked out the topics for which approximate diagonalization and the 
SAK principle have immediate applications. 

Existence of solutions of PDE. This question was radically transformed by 
the discovery of H. Lewy that the equation 

(t) u = f 
dx dyj dt\ 

has no solutions for general ƒ G C°°, even if we ask only for distribution 
solutions u defined in a small neighborhood. Equation (f) is not a cooked-up 
example, but arises as an analogue of the Cauchy-Riemann equations on the 
unit sphere in C2. Lewy's work led to a new question: How can we recognize 
those L for which Lu = ƒ has local solutions? 

After some preliminary work by Hórmander [involving commutators of L 
with L*], Nirenberg and Treves found the correct conjectures and gave over
whelming evidence by proving them in many cases [33, 34]. The Nirenberg-
Trèves conjectures relate local solvability to the geometry of the symbol L(x, £). 
To understand their condition, and to see why an equation can fail to be 
locally solvable, we look at a simple example: 

dt " j dxk 

We can solve Lu — ƒ formally by making a partial Fourier transform in 
the x-variables. Thus our PDE goes over to an elementary ODE 
[d/dt + ̂ kak(t)£,k\û{t, £) = f(t, £), which we solve easily using the integrating 

factor exp[J J2kak(s)£kds]. The trouble is that the integrating factor grows 
exponentially in £, so we may easily end up with a formal solution u(t, £) 
which also grows exponentially. In this case the partial Fourier transform u 
cannot be inverted, and Lu = ƒ has no solutions. Working out the details, we 
arrive at the necessary and sufficient condition for solvability, namely 

(P) For £ T̂  0, the function t —> ]P a,k{t)£k never changes sign. 
k 
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More generally, if L is a differential operator with principal symbol p + iq, one 
associates certain curves to p (the null bicharacteristics), and the Nirenberg-
Trèves condition is 

(P) qnever changes sign on the curves associated top. 

For a large class of PDE (principal type), this is equivalent to local solvability. 
The proof requires microlocal analysis on what we have called Level E, and 
it formed the original motivation for Calderón-Zygmund decomposition of 
symbols. 

Hypoellipticity. Solutions u of Laplace's equation Au = ƒ can be singular 
only where ƒ is singular. On the other hand, solutions of the wave equation 
(d2/dt2 — A)u = ƒ have singularities which propagate from the singularities of 
ƒ along light cones. In general, an equation Lu = ƒ is called hypoelliptic if u 
is always C°° except where ƒ is already not C°°. It is an interesting problem 
to decide whether a given PDE is hypoelliptic, and to understand precisely 
how smooth u must be if we know how smooth ƒ is. 

A basic nontrivial example of a hypoelliptic equation is a sum of squares 
of vector fields. Already in Kohn [26] it was clear that commutators played 
an important role; see also Kolmogorov [28]. Hörmander generalized these 
examples in his celebrated 

THEOREM. L = J2JLIX?+XO is hypoelliptic ifthe vector fields X 0 , . . . ,XN 

and their repeated commutators span the tangent space at each point. 

In view of the connection of L with the Bergman and Szegö kernels in 
complex variables, one wants to write explicitly an approximate inverse for 
L. 

To invert L and give sharp estimates involves not so much the algebra of 
commutators, but rather a geometric study of certain non-Euclidean "balls" 
BL{%, p) associated to L. This key discovery is due to Stein [37, 19, 20] who 
used nilpotent groups as the bridge between commutators and geometry. On 
a nilpotent group N one has natural examples of noncommuting vector fields 
Xj, namely the (left) translation-invariant vector fields that make up the Lie 
algebra n. 

Since L = ^jX? + Xo is then translation-invariant on N, we know that 
L _ 1 is given as a convolution operator on N. Also, the convolution kernel 
K(x) must be homogeneous with respect to the natural dilations 6t which 
act on N. So the nature of L _ 1 is well understood in this case. On the 
other hand, the group N is equipped with a family of non-Euclidean balls: To 
define the ball of radius p about the identity in TV, we just apply the dilation 
8P to a fixed neighborhood of the identity (which serves as a unit ball). The 
fundamental solution of L is intimately tied to the shape of the non-Euclidean 
balls in N. 

Now an arbitrary family of noncommuting vector fields may be recovered 
from the special case of a nilpotent group by using a process called the 
Rothschild-Stein "lifting". 


