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MARKOV PROCESSES AND RANDOM FIELDS1 

BY E. B. DYNKIN 
1. Introduction. 
1.1. Suppose that a particle moves in a space E under the influence of 

random factors. Its position xt at time t is a random variable, that is a 
measurable function on a space Q where a probability measure P is given. 
The family X = {*,} is called a stochastic process in the state space E. It is 
important to evaluate the future behaviour of the particle using, in the best 
possible way, the information available at the present time. A stochastic 
process X is Markovian if, for a given value of xtQ, the prognosis of the future 
does not depend on the evolution before /0. A more symmetric form of the 
same property is: the families xr t > t0 and xr t < t0 are conditionally 
independent given xtQ. During the past decades Markov processes became a 
powerful tool in partial differential equations and potential theory with 
important applications to physics. 

Recently a growing interest is attracted by a generalization of stochastic 
processes known as random fields. A random field $ over a space E is a 
family of random variables q>x, x G E. This is a mathematical model for 
systems with a large number of interacting random components which arise 
in physics, biology, sociology, theory of automata, etc. 

A random field $ over a space E has the Markov property on a pair of 
subsets B9 C of E if the values of $ on B and on C are conditionally 
independent given the values on the intersection B n C. 

Investigation of the Markov property of a random field is closely related to 
the following prediction problem: To evaluate the values of the field on a set 
C by functionals of its values on a set B. A field has the Markov property on 
B, C if and only if the best estimate of values on C by values on B is a 
functional of values on B n C. 

More precisely, we consider the Hubert space L2(S, P). Elements of this 
space which are determined by the values of $ on B form a subspace L(B). 
The best estimate of y G L2(Q, P) by an element of L{B) is, geometrically, 
the orthogonal projection of Y on L(B); in probabilistic language, it is called 
the conditional mathematical expectation of Y given $ on B. 

Suppose that random variables <px are real-valued and let H be the 
subspace of L2(0, P) linearly generated by <px, x G E. There exists an 
important class of fields, called Gaussian fields (see the definition at the 
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beginning of §2), for which the conditioning preserves H. This facilitates 
greatly the investigation of Gaussian fields. 

The Markov property of Gaussian random fields has been studied by many 
authors: McKean [18], Molchan [20], [21] and others. Nelson [22], [23] has 
shown that the Markov property of certain random fields on Euclidean spaces 
has important implications for quantum field theory (see also [28]). 

In this paper we introduce a class of Gaussian random fields associated 
with families of symmetric Markov processes and we investigate the predict­
ion problem for such fields using paths of the Markov processes. 

In particular, the Nelson free Markov field is associated with the exponen­
tially killed Brownian motion. The Brownian sheet, studied by Yeh [34], Orey 
and Pruitt [25], Cairoli and Walsh [3], Walsh [29], Wong and Zakai [33] and 
others, is associated with two (or several) Brownian motions on a positive 
half-line (0, + oo) killed at the first hitting time of the origin. 

Prerequisites for reading the article are a general knowledge of measure 
theory and understanding the measure-theoretical meaning of such terms as a 
probability space, the mathematical expectation of a random variable, the 
joint probability distribution of several random variables (see e.g. [1] or [17]). 
Beyond this we define all the probabilistic terms which we use. 

1.2. A standard way to define a Markov process is to give the probability 
pt(x9 B) of the transition from a point x to the set B in time /. We consider 
the case when 

pt(x,B)= f pt(x,y)m(dy) 

where m is a measure on the state space E (given on a a-algebra % ). The 
function pt(x,y) (subject to conditions listed in §3) is called the transition 
density. We say that a Markov process is symmetric iîpt(x,y) = pt(y, x) for 
a l l / , x , j \ 

To every x G E there corresponds a measure Px on the space 8-the 
probability law of the motion starting from the point x. If /i is a measure on 
E9 then the integral of Px with respect to /i is the law P^ corresponding to 
initial measure /A. 

An important example of a symmetric transition density in the rf-dimen-
sional Euclidean space Rd (relative to the Lebesgue measure m) is the 
function 

p,(x,y) = e-<X2v,rd/2 exp(- (l/2t)\y - x\2) (1.1) 
where \y — x\ is the Euclidean distance between x and y and X > 0 is a 
constant. The corresponding Markov process is called the exponentially killed 
Brownian motion (À describes the killing rate). 

For the Brownian motion on a positive half-line 

p,{x,y) = (2,rt)-,/2[exp(- (1/201* - *P) - exp(- (l/2t)\y + xf)]. 
(1.2) 

The function 
/•OO 

g(x,y)= I pt(x,y)dt 



MARKOV PROCESSES AND RANDOM FIELDS 977 

is called the Green function. For the density (1.2) 

g(x, y) « min(x, y) 

and for the density (1.1) with d = 1 

g(x,y) = (2À)-1/2 e x p [ - V2A \x - , | ] . 

If g is finite, then there exists a Gaussian field indexed by x G E such that 
E<px * 0, 

E<px% = g(x,y). (1.3) 

However for the most interesting densities like the Brownian density (1.1) 
with d > 1, the Green function is infinite for x « y and no Gaussian field 
satisfying (1.3) exists. 

To overcome this difficulty, we introduce a field indexed by measures. 
Put 

</*>">»ƒ tidx)g(x,y)r(dy) (1.4) 
JExE 

and let 9lt stand for the set of all <y-finite measures fi on (E, $ ) for which 
</i, JH> < oo. There exists a Gaussian field $ * {<pM, fi G 911} such that 
E% - 0, 

£%<?,* </*>*>• 0-5) 
We call $ f/ie Gaussian field associated with the Markov process X? 
In the case of a finite Green function, we can define <pM by the formula 

% * ƒ <?*/*(<**)• 

It follows from (1.5) that 

%+* = % + % a.s., <PcM - «P* *.s. 

for every positive constant c. 
Traditionally, functions rather than measures are used to index random 

fields. In our notations, this means that <pM is considered only for fi absolutely 
continuous with respect to m. Since every m G <3H can be approximated in 
metric (1.5) by absolutely continuous measures, there is no fundamental 
difference between the two approaches. But the theory based on measures is 
simpler in many respects. 

Denote by 9IL(2?) the set of all /i of 9IL which do not charge the 
complement of B. The family &B * {<pM, fi G 911(20} describes values of the 
field * on the set B? 

Under certain regularity conditions for the process X9 the following two 
results will be proved in §6: 

THEOREM 1.2.1. The Gaussian field associated with a symmetric Markov 

2There exists no relation between the probability spaces on which $ and X are defined. 
3A similar definition is introduced in a recent paper of S. Albeverio and R. Hcfegh-Krohn 

(Comm. Math. Phys. 68 (1979), 95-128). Traditionally, to define $B a topology in E is used, a 
direct definition is given only for open sets B, and closed sets are treated by passage to the limit. 
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process X has the Markov property on all sets B, C such that: 
1.2. A. It is impossible to reach C from B without crossing B n C. 

THEOREM 1.2.2. The conditional mathematical expectation of y^ given $>B is 
%B where \kB is the probability distribution of xT at the first hitting time r of B 
assuming that the initial probability distribution is /t.4 

The Brownian motion has the property 1.2.A for every two closed sets 
covering E. The same is true for every process with continuous paths in a 
topological space. Note that the property 1.2.A is symmetric in B and C 
because of the symmetry of pt(x,y). 

Theorem 1.2.2 solves the prediction problem for an arbitrary set B G %. 
1.3. The Gaussian field $ associated with a family X of symmetric Markov 

processes X1, X2,..., Xk is defined on the product (E, %, m) of the state 
spaces (£', &', w ' ) , i a U . . . , i . Put 

g(x,y) = g\x\yx) . . . gk(xk,yk) 

for x - (x\ . . . , xk),y = ( / , . . . ,yk) (1.6) 

where gXx^y*) is the Green function of X'. The field $ is defined by (1.4) 
and (1.5). Now 91L is a class of measures on the product space (E, $ ) . 

To investigate $, we consider a path JC/*(«')> V' > 0, <o'f E B' of the process 
X1 and we put 

*,(«) - W ( < A . . - *,*(«*)) for <o = (co 1 , . . . , co*), r - (t\ . . . , **). 
(1.7) 

The multidimensional time parameter / takes values in the product T = 
[0, oo] X • • • X[0, oo] of k positive half-lines. Put s < t if sl < t\ . . . , sk < 
tk. For k = 1, this is the standard ordering of positive numbers. For k > 1, 
the ordering of T is only partial. Because of this, the first hitting time of a set 
B c E by X exists only for a limited class of sets B. 

It does exist for rectangles B = Bl X • • • XBk: if T' is the first hitting 
time of 2?' by A'1, then T = (T1, . . . , T*) satisfies the conditions: if xt e B 
then t > T and for every M > T, there is a 0 < / < u such that x, e 5. 
Theorem 1.2.2 is applicable to this case and gives the solution of the 
prediction problem for rectangles. 

For other sets the solution is more complicated. Sometimes it has a form 
%' " %-> /*'> M" e 9K" W e extend the index set for $ to #L - 9H - 9IL 
putting <pM'_M" = «fy' — «yy which is possible since the equality jut' - ft" « i>' — 
v" implies the equality <pM, — q>^ = <p„, — %» by linearity of <pM. Generally, the 
conditional mathematical expectation 2S(<PJ$B) is the limit in quadratic mean 
of y^ for a sequence i^ e (3H. 

We continue the bilinear form (1.4) to 9It. For every ji e <DIt> < /A, /i> > 0 
and we put || /i|| = V<fi,/t> . 

1.4. We call a set elementary if it can be represented as a finite union of 
rectangles. The prediction problem for elementary sets can be solved using 
suitable families of stopping times. 

Put j < / if j ' < f ' for every i. A stopping time T is a random element of T 
4The "probability distribution" here could be any a-finite measure. 
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with the property: for every / G 7 , the event {T < t) depends only on xs, 
s < t. If r' is a stopping time for X\ i = 1 , . . . , k, then T = ( r 1 , . . . , T*) is a 
stopping time for X (the converse is not true). 

Let Q be a finite or a countable set and let a stopping time Tq and a 
random variable Ẑ  be defined for every q G Q. We say that (rq9 Zq) is a 
B-resolving system if: 

1.4.A. Ẑ  depends only on xn t < rq. 
I.4.B. For every co and t, either JC,(<O) £ B or 

S z f - i . 

Here %t is the set of all rq such that rq < t and xT e 5. 
The following result is a generalization of Theorem 1.2.2. 

THEOREM 1.4.1. Let (rq, Zq) be a B-resolving system and let Zq = Zq\B(xT). 
Let P^ stand for the measure on fl corresponding to the initial distribution 
[i G Çftt. To every q G Q there correspond a signed measure5 

M,(C) = P>Zq\c(\) (1-8) 

and a positive measure 

js,(c) = jyz f | ic(*,.). (i.9) 

if 

2 l l M v l l < o o ; (1.10) 

then 

(̂ Ae series converges in quadratic mean). 

In §7 we give a general method of constructing resolving systems for 
elementary sets. We also describe simpler resolving systems for interesting 
particular cases (like the complement of a rectangle). 

1.5. The prediction problem for nonelementary sets is postponed to a later 
publication. Here we only mention that the following approach is possible. 
Geometrically, E{%\^B} *S ^ e orthogonal projection of <pM on the space 
H(B) linearly generated by $B. Let H +(2?) stand for the intersection of H(C) 
over all elementary sets C which contain B. If the orthogonal projections of 
<p^ on all H(C) are known, then the projection on H +(B) can be obtained by 
passage to the limit. Under certain conditions, the limit can be described 
using integration. However H+(B) is generally larger than H(B) and the 
evaluation of the orthogonal projections on H(B) and on H +(B) are closely 
related but different problems. Up to now, these problems were studied only 
for the Brownian sheet. The study was initiated by Walsh [29]; the most 
complete results were recently obtained by Wolpert [32]. 

5If P is a measure and Z is a measurable function, then PZ means the integral of Z with 
respect to P. 
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The prediction problem is closely connected with the Dirichlet problem for 
certain differential equations. If X is the ^/-dimensional Brownian motion and 
if rB is the first hitting time of a closed set B, then the function 

F(x) - PJ{xrB) 

is a generalized solution of the Dirichlet problem for the Laplace equation 
AF = 0 in the domain E\B with the boundary function ƒ (see e.g. [7, 
Chapter 2]). For a diffusion process X this is true with the Laplacian A 
replaced by the infinitesimal generator DofX (which is an elliptic differential 
operator). 

Let now (rq, Zq) be a 2?-resolving system for a family of diffusion processes 
X\ . . . , Xk and for a closed set B. Then the formula 

«eg 
gives a generalized solution of the Dirichlet problem for the equation 

D*i... Dk
k F(x\ ,.., JC*) - 0 

where the infinitesimal generator of Xe acts on F as a function of x* with the 
frozen values of the rest of components. 

For two one-dimensional Brownian motions this equation takes the form 

d*F(x\x2) ^ Q 

(9jc1)2(ajc2)2 

It has been studied by Wolpert in connection with the prediction problem for 
the Brownian sheet. 

1.6. Let $ be the Gaussian field associated with one Markov process X. 
Theorem 1.2.1 establishes the Markov property of $ on every pair B, C 
subject to condition 1.2.A. We say that a pair B, C is standard if it satisfies 
1.2.A and if B u C = E. A random variable F is called a splittable functional 
of $ if, for every standard pair B, C, there exists a functional FB of $B and a 
functional Fc of $ c such that F= FB + Fc. 

Let (Ü, 5", P) be the probability space on which $ is given and let F be a 
splittable functional of $. Then the formula 

PF(A) - f **•>ƒ> (</<o) (1.12) 
JA 

defines a new measure on (Q, 5 ) with respect to which the random field $ is 
not Gaussian but has the Markov property on each standard pair B, C. For 
this reason, it is important to find all splittable functionals of $. 

This can be done in terms of Gaussian fields $*, k * 0, 1, 2 , . . . , 
associated with k indistinguishable replicas X1,..., Xk of the process X. The 
field $* is indexed by symmetric measures on Ek (E is the state space of the 
process X). Relying on a theorem of Kakutani-Ito-Segal6, we establish a 
one-to-one correspondence between square-intcgrable f unctionals F of $ and 
sequences y0, Yl9..., Yk9..., where Yk is an element of the Hubert space 
linearly generated by the field $*. To specify sequences corresponding to 

6 We give a proof of this theorem in the Appendix. 
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splittable functionals, we denote by Hk(B) the Hubert space linearly gener­
ated by the values of $* on the rectangle Bk and we say that Y is a tight 
functional of $* if Y belongs to Hk(B) + H*(C) for all standard pairs B, C. 
A square-integratie functional F of $ is splittable if and only if the correspond­
ing sequence Yk consists of tight functionals. 

We have reduced the original problem to the problem of describing all tight 
functionals of the field $*. Let us say that x, y G E are neighbours if, for 
every standard pair B, C, either x, y G B or x, y G C. Put x = ( x 1 , . . . , xk) 
G D if ail pairs x', xJ are neighbours. All elements of the Hubert space 
linearly generated by the values of $ on D are tight. The problem of 
describing all tight functionals remains open. (For the Nelson free field and 
some other stationary fields on Euclidean spaces, a related class of function­
als has been recently studied in [4].) 

1.7. The results presented in Subsections 1.2-1.4 are based on a proba­
bilistic representation of the covariance function </*,?>. 

Let S' be the life time of the process X' and let J - ( J 1 , . . . , £ *). In the 
case when v(dx) » p(x)m(dx)9 we have 

<H,P>-PJ'Pix,)dt. (1.13) 
Jo 

The formula 

A(<o, C)~( p(*,)l,<f dt (1.14) 

determines, for every w G Ö, a measure A(o>9 •) on T concentrated on the set 
{t:0 <t <£} with the following property: 

1.7.A. For all s < u G T, A{-, (s, u)) is a functional of xr s < t < u. 
A random measure with this property is called an additive functional of X. 

It turns out that, for every v G 91L, there exists an additive functional Av of X 
such that 

(litvy-P^AAT). (1.15) 

Hence 

E%% - P,A¥{T). (1.16) 

Formula (1.16) makes it possible to use paths of Markov processes 
X1,..., Xk for investigation of the associated Gaussian field $. 

Additive functionals of one Markov process have been studied by many 
authors. We refer to [6] and [2] for earlier history and to [9] and [11] for 
recent developments. In the case of several processes, the first nontrivial 
examples of additive functionals were investigated by Wolpert [30], [31]. A 
general theory is developed in [10]. 

1.8. We shall use the following notations. Suppose that F is a real-valued 
function in a measure space (Q, ^, P). We write F G 3F if F is measurable 
with respect to ?F. We say that a set C c Ö is P-negligible if there exists a set 
Oj G <5 such that C c Ö j and P(0,) * 0. We write F e f a.s. P if F 
coincides with a function Fx G 3F outside a P-negligible set. Let Y,(co) and 
Zs(o)) be two functions on (Q, P, P) depending on a parameter s G S. We say 
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that Y and Z are F^-indistinguishable if y,(w) = Zs(u>) for all s G S outside a 
P-negligible set. 

1.9. The author is indebted to L. Gross and R. Wolpert for stimulating 
discussions. He is especially grateful to R. Vanderbei who participated 
actively in investigation of the prediction problem presented in §7 and who 
contributed significantly to understanding of the subject. He also suggested a 
number of corrections and improvements to the manuscript. 

2. Gaussian random fields. 
2.1. Normal distributions form a class of measures on the Euclidean space 

Rn which is invariant under all linear transformations 

yk - 2 CQXJ + ak9 k - 1 , . . . , n (2.1) 
j 

and which contains the measure 

li(B) - (27r)"rt/2 f e " î « + ' * * +*->rfx, . . . dxn. (2.2) 

If A \ , . . . , Xn are random variables with the probability distribution (2.2) and 
if Yl9..., Yn are connected with them by the transformation (2.1), then 

EYk = ak, EYkY, = okl (2.3) 

where 

Obviously the matrix okl is positive semidefinite, i.e., 

*,/ 

for all real numbers \ „ . . . , \ . On the other hand, every positive semidefi­
nite matrix aki can be represented in the form (2.4). Therefore, to every vector 
ak and every positive semidefinite matrix akl there corresponds one and only 
one normal distribution satisfying conditions (2.3). 

A random field $ is a collection of random variables <p„ s G S on a 
probability space (Q, ?F, P) indexed by elements of an arbitrary set S. A 
random field $ is Gaussian if, for every sv . . . , sn G 5, the joint probability 
distribution of q>Si,.. •, <pSn is normal. These distributions are completely 
determined if E% and E<ps<pt are given for all s, t G S. Without any loss of 
generality, we can assume that Eq>s = 0. The function b(s, t) = Eq>sq>t is called 
the covariance function. A function b(s, t) is the covariance function of a 
Gaussian random field if and only if it is positive semidefinite, i.e., the matrix 
akl = b(sk9 Sj) is positive semidefinite for all sv ..., sn G S, n « 1,2,. . . , 
(see e.g. [17, Chapter 9, §8]). 

2.2. To every subset U of S there corresponds a subfield ^ « {<pw, 
u G £/} of the field $. Let 3^ be the minimal a-algebra in £2 with respect to 
which all functions <pM, u G U are measurable. We denote by EiY^^ the 
conditional mathematical expectation of Y given S^. 

A function Z on Ö is called a functional of *^ if Z G ^v a.s. P. Square 
integrable functionals of $„ form a subspace L(U) of the Hubert space 
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L2(S2, &, P). For every Y G L2(B, 3F, P), the expectation £(y|$</) coincides 
with the orthogonal projection of Y on L(U). This is the best estimate of Y by 
afunctional of Qy. 

Let H(U) be the minimal subspace of the Hubert space L(U) which 
contains <pM, u G U. We say that //(£/) is linearly generated by 4 ^ and we call 
elements of H(U) linear functional of ^v. If Y is a linear functional of a 
Gaussian field $, then for every subfield $Uy the expectation E(Y\9^) 
belongs to H(U) and therefore is the orthogonal projection of Y on H(U). 

2.3. Let $5o, $S ( , $s2 be subfields of a field <&. We say that <£5i and $ 5 are 
conditionally independent given &s if: 

2.3.A. For every 7, G L ^ ) , ^ e L ^ , 

2Î{ r , r 2 | * * } - E{ YiPsjEi Y2\*So] a.s. P. 

Put S01 - S0 U Si, ^02 = So U S2. The condition 2.3.A is equivalent to 
2.3.B. For every Y G L(S0l), 

£ ( r | ^ j G L ( S 0 ) . 

For Gaussian fields, conditions 2.3.A, B are equivalent to each of the 
following two assumptions. 

2.3.C. The orthogonal projection of y G H(S0l) on the space /f(502) 
belongs to H(S0). 

2.3.D. H(S0l)QH(S0) is orthogonal to H(SQ^)OH(S0). (Here HQH' means 
the orthogonal complement of H' in H.) 

3. Gaussian fields associated with Markov transition densities. 
3.1. Let (E, ©, m) be a measure space and let T+ = (0, oo) be the open 

positive half-line. A Markov transition density is a positive function pt(x9 y), 
t G T+,x,y G £ with the following properties: 

3.1.A. pt(x,y) is $ r + X ffi X ® -measurable (<Sr+ is the a-algebra of all 
Borel subsets of T+). 

3.I.B. fEps(x9y)m (dy)pt(y, z) - ƒ>,+<(*> *) for all 5, f G 3T+, x, z G £ . 
3. l.C. fEpt(x9y)m {ay) < 1 for all f G T+ , x G £ . 

We consider only densities which satisfy the additional conditions: 
3.I.D. If x ¥* x', thenpt(x,y) ¥=pt(x\y) for some t9y. 
3.I.E. (Symmetry)pt{x,y) = pt(y, x) for all t, x,y. 
To every transition density there corresponds a Markov process with a 

stationary transition function 

pt(x,B) = f Pt(x,y)m(ay) (3.1) 

(see the definition in §4). 
If pt(x,y) is a symmetric transition density, then so is p$(x,y) = 

e~Xtpt(x,y) for every X G T + . We say that/>x is obtained from/? by \-killing. 
Examples of symmetric transition densities are given in Subsection 1.2. 

To every transition density there corresponds its Green function defined by 
formula (1.2). This function can be infinite identically. However the Green 
function corresponding to a killed density p$(x,y) has the following property: 
for every x, g(x, y) < oo for m-almost all y. 

file:///-killing
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3.2. It follows from 3.1.B and 3.1.E that 
n 

2 g(xk> x^ckct - I dt ƒ ƒ(/, z)2m (<fe) > 0 

where 
ƒ(*> z) - 2 CkPt/i(x» *)• 

Hence if g is finite, it is positive semidefinite, and there exists a Gaussian 
random field $ — {<px, x G is} with the covariance function g. To every 
Green function there corresponds a positive semidefinite function </i, i>> on 
the space 9IL = {/x: </i, ft> < oo} defined by the formula (1.4). Thus there 
exists a Gaussian field $ = {<pM, /i G 911} satisfying the condition (1.5). We 
call $ the Gaussian field associated withpt(x,y) (or with the Markov process X 
corresponding top). 

Applying the same arguments to the function g(x9y) defined by (1.6), we 
prove the existence of a Gaussian field associated with a family of symmetric 
transition densities. 

3.3. We consider a metric in 9IL defined by the formula 

d{ H, v) = « /i, M> + <*, r> - 2< ft, * » 1 / 2 . (3.2) 
LEMMA 3.1. Let /* G 91L am/ fe* 

«*(*) - f Pa(x>y)P (dy)> lh(dx) - **(*M<fe). (3.3) 

7%e/i jig belongs to 9IL a/w/ 

rf(M5,/A)-»0 O Ï 8 - » 0 . 

PROOF. Put 

* V > * ' . / ) - r'/>/(*'>/) dt> * - 1, 2 , . . . , *, (3.4) 

g(*, *,>>) - * V> * V ) • • • **(**> *k>yk) (3.5) 

for j - (s\ . . . , sk), x « ( x 1 , . . . , xk)9y « 0 > \ . . . , y * ) . Let 

</i, J>>, - f P(dx)g(s9 xyy)v (dy). 
JEXE 

It follows from (3.3) and 3.1.B that 

Therefore 

LEMMA 3.1 implies that measures absolutely continuous with respect to m 
form in 9It an everywhere dense subset 9IL°. Note that finite measures are also 
everywhere dense in 9IL. Indeed, if /i G 9IL, then there exists a sequence i^fis 
such that the restriction p» of p to £„ is finite. We have 

d( &> M)2 - f /i(rfx)g(x,^)/i ( 4 0 -* 0 as /i -» oo. 
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4. Markov processes. 
4.1. To specify a Markov process with a state space (E, ®) and a sample 

space (Q, $), we define 
(i) a mapping £(<o) of Ö into the extended half-line (0, + oo] (the life time); 
(ii) for every co G Ü, / G [0, f (<o)), a point x/co) of E (the path corresponding 

tow); 
(iii) for every / > 0, a sub-a-algebra % of 3F (events observable up to time 

0; 
(iv) for every x G E, a probability measure Px on <$ (f/ra probability law 

corresponding to a starting point x); 
(v) for every t > 0, a measurable transformation 0, of (Q, 5) (fAe .s/n// 

elevator). 
The collection f, JC,, 3;, Px, 0t defines a Markov process X if: 
4.I.A. $, c % for * < f, and {w: £(co) > U *,(<*>) e 5} e 9t for all f > 0, 

# G $ . 
^ L B - J ^ o " * ) - 1. 
4.I.C. For every C 6 Î , the function/(x) * /^(C) is ® -measurable. 
4.I.D. 0,£(*>) - £(<o) - / for / < £(<o), 

*/^(^) * Xt+si") for / + s < £(<o). 
4.I.E. (MARKOV PROPERTY). For all x G E, t > 0 and all positive y G 3F,, 

Z 6 f , 
p, (y i r > l 0,z) * p ^ y i ^ z ) . (4.1) 

To every measure /t on (E, ®), there corresponds a measure P̂  on (Ö, W) 
defined by the formula 

P„(C)-/£/i(<fc)P,(C). (4.2) 

We say that a set Q0 is negligible if it is P -̂negligible for all a-finite measures ft 
and we write 7 £ f a.s. if Y G 9 a.s. PM for every /i. 

Formula (4.1) holds for every measure P^ and all positive Y9 Z such that 
Y G% a.s., Z G <F a.s. 

4.2. In this paper we assume that the state space (E, tfb ) is a standard Borel 
space i.e. it is isomorphic to a Borel subset of a Euclidean space. Under this 
assumption, to every Markov transition density pt(x9y) on (E, ®) there 
corresponds a Markov process X such that 

/*,(*, G B) « />,(*> 5), r > 0, x G £, B G Q, (4.3) 

where pt(x9 B) is defined by (3.1).7 We call X a symmetric Markov process if 
pt(x,y) satisfies the symmetry condition 3.LE and condition 3.I.D.8 

7This is true for every Markov transition function/>,(*, B) independently of the representation 
(3.1) (see the definition of a Markov transition function, for example in [6, Chapter 2]). 

8A wider class of symmetric Markov processes is studied in the books of Silverstein [27] and 
Fukushima [11]: the existence of the density pt(x,y) is not assumed and the symmetry is required 
in terms of the transition function: p((x, dy)m(dx) « pt{y> dx)m(dy). On the other hand, both 
authors impose stronger regularity conditions than condition 4.2A. 
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Put 

PA*) = ( p,(x,dy)f(y), (4.4) 
JE 

GJ(x) = T e'* PJ(x) dt. (4.5) 
•'o 

We say that a Markov process X is right if the following condition is 
satisfied. 

4.2.A. For every positive ƒ G <S, X > 0 and every probability measure ft, 
the function 

r » - M * i ( « ) ) for* e [ 0 , £(«)), r ,(") = 0 for />f («) (4 .6) 

is i^-indistinguishable from a right-continuous function. 
(This is a slight modification of "hypotheses droites" of Meyer. Right 

processes are treated in detail in [12] and [8]. They include the class of 
standard processes studied in [2] and [6].) 

We call a transition density pt(x9 y) regular if there exists a right Markov 
process X satisfying (4.2) and (3.1). All densities considered in the Introduc­
tion are regular. Generally, p is regular if E is a locally compact separable 
metric space, % is the collection of all Borel subsets of E and the transforma­
tions Pt defined by (4.4) preserves the space C of continuous functions 
tending to 0 at infinity (see e.g. [6, Theorem 3.14]). This criterion is applicable 
to diffusions on differentiable manifolds for which p is the fundamental 
solution of a certain parabolic differential equation. 

There exists a wide class of random variables f < f such that the reduction 
of the life time to f does not destroy the Markov character of the process (see 
[6, Chapter 10]). Under broad conditions, this transformation preserves both 
symmetry and the Property 4.2.A. This is an important source of symmetric 
regular transition densities. In particular, the X-killing considered in subsec­
tion 3.1 corresponds to f independent of the path and having the exponential 
distribution P(f > u) = e~*". Another possibility is to kill at the first exit 
time from a given set B. 

4.3. Conditions 4.2. A and 3.1.D imply that for every ƒ 6 ® and every 
a-finite measure ft the function /(x,(<o)) is PM-indistinguishable from a ® r X 
^-measurable function. Applying Fubini's theorem, we deduce from (4.3), 
(4.4), (4.5) the following useful formula 

Gxf(x) = Pxpe-*%xt)dt. (4.7) 

Let us consider a function T(W) with values in the interval [0, £(«)) and, 
possibly, a value + oo. It is called a stopping time if ( î < r } 6 Î , a.s. for 
every t > 0. 

We put C e % if C n {T < i) G % a.s. for all t. Intuitively, this means 
that C is observable in time interval [0, r + e) for every positive e. 

We shall use the following properties of right processes proved in [12] and 
[8] (in the case of standard processes they are also proved in [2] and [6]). 

4.3.A. (THE STRONG MARKOV PROPERTY.) If T is a stopping time, then for 
each measure /* and all positive Y e.%,Z G ̂  a.s. 

P,{Y\r<JTZ) = Pji Yl^P^Z). (4.8) 
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4.3.B. For every progressive9 function F(t, w), T(Ü>) = inf{/: F(t9 co) > 0} is 
a stopping time. In particular, for every B E $ , TB = inf{*: t > 0, xt E B) is 
a stopping time (it is called the first hitting time ofB). 

A point x is called regular for 5 if, for every u > 0, Px{xt E 2? for some 
0 < f < u) = 1. A set B is f-closed (or finely closed) if it contains all is 
regular points. The set B consisting of all points of B and all points regular 
for B is called the /-closure of B. 

4.3.C. For every B E $ and every a-finite measure jx 

^{^*^}-° and ^K^}=0. 
4.3.D. For every B E © and every /x, there exists a sequence of /-closed 

sets Bn c B such that T^TT^ a.s. PM. 
A positive function h G B is called excess/tœ if Pth(x) < /*(*) for all f, x 

and />,/*(*) -» /*(*) as t -» 0. 
4.3.E. If A is an excessive function, then, for every pair of stopping times 

a < T and all x 

Pxh(xo) > Pxh(Xr)' 

4.4. Let a Markov process X1 =* (£', *ƒ,, 3^', Px\ £') with a state space 
(£"', ©'*) and a sample space (Q', f ' ) be given for every / = 1 ,2 , . . . ,*: . We 
consider the product spaces 

(E, ®) - (E\ ft1) X • • • X (£*, ffi*), 

(fi, 9) = (01, ff') X • • • X (£2*, $k), T - [0, oo) X • • • X [0, oo) 

and we put 

xt(u>) = (xfa^...9xt
k
k(u

k))9 

SF, • J/, x • • • xf; i px = px\ x • • • xP**, 

*,(«) - ( ^ w 1 , . . . , 9gM") 

for w = ( w 1 , . . . , o)k) E Ö, f = ( f 1 , . . . , /*) E T, JC = ( x 1 , . . . , **) E E. 
The collection (f, *„ Ft9 Px9 0t) describes & family X of noninteracting Markov 
processes. 

We consider the partial ordering of T defined in subsection 1.3. Every two 
elements s <u E T determine a finite open interval r j = {t: s < t < u). We 
denote by C + f the translation of C through / i.e. the set of all sums c + t, 
CELC, and we put T' - T + t = {w: / < u). 

All properties 4.1.A through E hold, the definitions of measures PM, 
stopping times T and corresponding a-algebras Fr are valid. The strong 
Markov property 4.3.A holds if all processes X1,..., Xk are right. 

Note that, if r' is a stopping time for X\ then r = (T1, . . . , rk) is a 
stopping time for X and % = %\ X • • • X ^T*. 

9A real-valued function F(f, u) is strictly progressive if, for every u > 0, its restriction to the set 
[0, u] X Q is measurable with respect to ®„ X % where ®M is the Borel a-algebra on the interval 
[0, tij. A function <$ is progressive if, for every a-finite measure p, F is /^-indistinguishable from 
a strictly progressive function. 
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The definitions of regular points and /-closure do not need any modifi­
cations. We just remark that the /-closure of arectangle B « Bl X • • • X Bk 

is the rectangle B = Bl X • • • XBk where B' is the/-closure of Bl relative 
t o * ' . 

5. Additive functionals. 
5.1. Let I be a family of noninteracting Markov processes. Additive 

functionals of X were introduced in subsection 1.7. The precise meaning of 
the condition 1.7.A is as follows 

5. LA. Let WJ be the minimal cr-algebra in Q containing all sets {<o: 
JC,(<O) G B}91 G TJ, B G %. For all s < u G T, 

v4(-, 7?) G ^ a.s. 

Our principal tool is the following theorem. 

THEOREM 5.1. Let X be a family of noninteracting symmetric right processes. 
To every measure v G M there corresponds an additive functional A¥ of X with 
the properties 

5. LA. There exists a negligible set Q0 such that for all co & QQ, 
(i) Av{w> Tl) is finite for allO <s <u G T and is continuous in s and t> 
(ii) 4,(0,<o, TJ) - i4,(«, T^) for all s <u G Tand all t G T. 
5. LB. For every positive f G %T X % and every measure /i 

PA f(t, x,)A,{dt) ={ * f p.{dx) ƒ Pl(x,y)f{t,y> (dy). 

5.1.C For every v G 91L and all 0 <s <u G T 

Pm[A,(TZ)-J\\xt)dtY->0 OSÔ-+0 

where a\x) is defined by (3.3). 

This theorem is proved in [10]. (If the family X consists of one process, the 
proof is easy to get from the results of Chapter 5 of Fukushima's book [9]. 
However the method of [11] does not work in the general case.) 

5.2. Formula (1.15) follows from 5.2.B with ƒ(*, x) * 1. We prove a few 
other implications of Theorem 5.1 which we use in the next sections. 

5.2.A. If v is concentrated on B and if y,(co) = 0 for all t> <o such that 
xt(u>) G B9 then ƒT Yt(<à)Av(dt) •* 0 a.s. PM for all measures ft. 

5.2.B. For every stopping time r, positive Z &% and C G ® r 

P^AV{? + C) = P^AXC)}* 
5.2.C. Let T{s) - {t: t G T, f' = *' for some i}. For every T-valued 

random variable a and for all /i, v G 9IL 
4( r (o ) ) = 0 a.s./V 

To prove 5.2.A, we note that lYl^o ^ ^\^(x/) anc* we apply 5. LB to 
f(t, x) * lE\B(x). The statement 5.2.B follows from 5. LA (ii) and 4.3.A. The 
property 5.3.C is an immediate implication of 5. LA (i). 

I0Thc functions Ap(r + C) and PXA,(C) are not defined if T - oo. We apply the following 
general rule: if a function under the integral sign is not defined on a set Q', put it equal to 0. 
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6. Markov property of random fields associated with Markov processes. 
6.1. In this section we prove Theorems 1.2.1 and 1.2.2 with the following 

rigorous interpretation of condition 1.2.A: 
6.I.A. For every u>0,xG B,y ŒC 
Px{xt & B n C for 0 < t < u and xu G C) 

« Py {xt g B n C for all 0 < t < u and xu e B) « 0. 

It follows from 6. LA that 
6.I.B. For every measure p, rBnc « max(TB, rc) a.s. PM. 
To prove this, we put T * min(T5, TC), T' * max(rB, TC) and we remark that 

0rrB » Tg — T, 0TTC * TC — T. By the strong Markov property 4.3.A, 
P,{rBnC > r'} - P^(rBnC > r') - P^(rBnC > r'). 

By 4.3.C, xr belongs to the /-closure of B or C. By 6.1.A, in both cases 
PxJjBnC > T') * 0. Hence rBnC < T' a.s. JPM which, obviously, implies 6.I.B. 

We deduce Theorem 1.2.1 from Theorem 1.2.2 which we prove first. 
6.2. Since the field $ is Gaussian, Theorem 1.2.2 is, according to subsection 

2.2, equivalent to the following statement: If measures ft and fiB are con­
nected by the formula 

fe(C) - i>M(*T e C) (6.1) 

where T is the first hitting time of B, then <pMB is the orthogonal projection of 
<pM on the space H(B) linearly generated by ^ « { ^ r e 9IL (B)}. 

In order to prove this statement, we need to check that 
Bp^fh « RpHv, for all v e 911(5); (6.2) 

%B e H(B). (6.3) 

By (1.16), the relation (6.2) is equivalent to 

PtA9(T) - PHA9(T) for all r e 911(5). (6.4) 

It follows from (6.1) that 
/**(ƒ) - V W (6.5) 

for every positive ƒ G ®. Taking/(x) * PXA£T) and using 5.2.B, we have 
P,AV{T) - P,JV4,(r) « V , ( n (6.6) 

where TT * r + T. Since r is the first hitting time of B, P^AJ^T \ TT) « 0 for 
y e 911(5) by 5.2.A. The relation (6.4) follows from (6.6). 

Now we prove (6.3). Put h(x) - j E g(x,y)p (dy). It follows from 3.1.B that 

***(* , ) - f g(s,x9y)p(dy) 
JE 

where g(s, x,y) is defined by (3.4). Hence h is an excessive function and, by 
4.3.E, Pxh(xr) < h(x). Using (1.4) and (6.5), we get 

</**> "> - MsW * /VA(*r) < KA) * <M> F>. 

Suppose that n e 9IL. Then 
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and \LB G 911. If B is /-closed, then fiB G 911(5) by 4.3.C. If B is an arbitrary 
set of $ , then, by 4.3.D, T ^ Î T ^ = r a.s. P^ for a sequence of /-closed sets 
Bn c B. Put Zn = <pu . It follows from (1.16) and (6.6) that 

lim EZn% = £<fyB<p„ for all v G 911. 

Besides £Zn
2 < </i, /i>. Hence 

lim £Z„ y = £ S ^ 7 for every Y G / / ( £ ) . 

Suppose that Y is orthogonal to H(B). Since Z„ G H(B), we have £Z„y = 0 
and hence Ey^Y = 0. This proves (6.3). 

COROLLARY. If B is the f-closure of B, then H(B) = H(B). 

Indeed, by 4.3.C, rB = rB a.s. P^ hence [iB = iiB and, by Theorem 1.2.2, the 
orthogonal projections of <pM on H(B) and //(U) coincide. 

6.3. Let us prove Theorem 1.2.1. Denote by p' and /T the restrictions of a 
measure /t to the sets C' = C n B and C" = C \ C'. If /JI G 9H(C), then 
ji * /i' + JK" and <fy = <fy, + <fy». Since /i' G 9!t(C n 5), we have £(<pM,|$5) 
« <pM, G H(C n 5). By 6.1.B, TB « T B O C a.s. PM„. Hence ^ - fi£nC and, by 
Theorem 1.1.2, Eiy^Qg) = y^ G i f (5 n C). Now the statement of Theo­
rem 1.2.1 follows from 2.3.C. 

6.4. In conclusion, we prove that the transformation (1.12) with a splittable 
F preserves the Markov property on every standard pair B9 C. 

Put Z = eF
9 ZB = eF*9 Zc = eFc. The proof is based on the elementary 

identity 

PF{Y\<1>C) = P{YZ\*C)/P{Z\<!>C) tus. P. (6.7) 

Since Z = ZBZC, this implies 

PF( Y\*c) - />( YZB\<bc)/P{ZB\*c) a.s. ƒ>. (6.8) 

According to subsection 2.3, the Markov property of a random field on B, 
C, is equivalent to the property 2.3.B for Sx = B, S2 = C, S0 = £ n C. It 
follows from (6.8) that 2.3.B holds for PF if it holds for P. 

7. The prediction problem. 
7.1. We start with the proof of Theorem 1.4.1. (Of course, condition 1.4.A 

means that Zq G % .) 
By (1.8) and (1.9)1 if fiq(\ f\) < oo, then 

| h{f)\ = \P,V(*Tf)| < PjZ f | | / ( ^ ) | = (iq(\f\). (7.1) 

By (1.5), 
E(<VJ2=S S ^(dx)s(x9y)iiq(dy) < f f (iq(dx)g(x,y)iiq(dy) - | |^ | |2 , 

and the series in (1.11) converges. Denote its sum by Y. Since fiq is con­
centrated on By we have Y G / / (£) and we need only to prove that, for every 
v G M(B) 

EY% = E%<pv. (7.2) 

By (1.16) 

EY% = 2 *VP, - 2 P+ A,(T). (7.3) 
q ^ q " 
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It follows from 5.2.B that, for every v G M, 

P,A,{T) - J»„Z^,(r.) = PJTZq\u<l A, (dt) (7.4) 

and 

PfAw(T) - P, £ |Z,|1T?</ 4 , (J/). (7.5) 

We have 

P ^ ( r ) - < ^ F > < ii/̂ n IMI, 
and, by (1.16), the series (7.5) converges. By the dominated convergence 
theorem, (7.4) implies that 

2 P.AXT) = pj 2 ZqA¥ (dt). (7.6) 

Suppose that /i G 911(5). It follows from 1.4.B and 5.2.A that the right side of 
(7.6) is equal to P^A^T) = £ç>Mqp„ and (7.2) follows from (7.3) and (7.6). 

7.2. Relying on Theorem 1.4.1, we investigate the prediction problem for 
finite unions of rectangles. Obviously, the solutions for sets B and C coincide 
if H(B) = H(C). Suppose that B is the union of rectangles_2?,,..., B^nd Bt 

is the /-closure of Bt. We claim that H(B) = H(B) where B = Bl 

U • • • UJ?n. The inclusion H(B) c H(B) is evident. _On the other hand, if 
/i G 91L(£), then /A = /A, + • • •_+/*>, where JU> G 911(5,). By the corollary at 
the end of subsection 6.2, H(Bt) = //(£,). Hence ^ G H(Bt) C # ( £ ) and 

Due to this observation, we lose no generality considering only unions of 
/-closed rectangles. 

7.3. For an/-closed rectangle B9 a resolving system consists of one stopping 
time rB and one function ZB = 1. The next simplest example is a union of 
two rectangles. 

THEOREM 7.1. Suppose that B\ Cl is a pair of f-closed sets subject to 
condition 6.1.A with respect to a process X\ i = 1 , . . . , k. A resolving system 
for the union of rectangles B = Bx X • • • X Bk and C = C1 X • • • X Ck 

consists of three stopping times rB, TC and TBnC with the corresponding functions 
%B = %C ~ *> ZBnC = - 1 . 

PROOF. By 6.1.B, for every i, max(r^/, r^) = ^B'HC1- Therefore if t > rB and 
t > TC, then t > TBnC. If xt G B, then the set % either consists of one 
element TB or TC or it includes all three stopping times TB, TC and rBnC. The 
condition 1.4.B is satisfied in all cases. Condition 1.4.A is trivial. 

COROLLARY. Under the conditions of Theorem 7.1 

E(%\*BUC) - E(%\*B) + £(<P,J*c) - E(%\*Bnc)-
This implies the relations 

H(B u c) - #(£) + #(c), #(# nc ) = #(£) n H(C). 
7.4. THEOREM 7.2. Let B\D • • • D 2?n

! 6e a decreasing sequence off-closed 
sets for a process X1, and B\ C • • • G B^ be an increasing sequence off-closed 
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sets for a process X2. Denote by rj the first hitting time of Bj by X1. A resolving 
system for the set B — U Î Bj X Bj is given by the formulae 

rj " (Tj' TJ)* y = 1, 2 , . . . , /i, 

Tjj+y «- (rj+v T/), j - 1 , . . . , n - 1, 

z, - • • • - z„ « i, z12 - • • • - z,,,^ - -l. 
PROOF. If xt E B> then T) e Z, at least for oney. Let i be the smallest and / 

be the largest value of j for which 7) G Z,. Since T,1 < • • • < r\, r\ > • • • > 
T*, we have 2, = {T,., . . . , r{; r w + 1 , . . . , T 7 _ U } . Hence 4.1.B holds. Again 
4. LA is trivial. 

COROLLARY. Under the conditions of Theorem 7.2, for every /i E 9H, 

where 
T / f - l 1 

**(/) - pj 2 W4> 4) " A4.' 4 ) ] + A4» 4) I 
7.5. Construction of resolving systems in a more general situation can be 

done using the following 

THEOREM 7.3. Let Q be the set of all vectors q * (ql,..., qk) with integral 
coordinates q' > 0. Let a stopping time 

fee given for every q^Q and let 
0 * To < Ti < • ' * < TJ < ' ' ' » Urn T/ - J'or +00 a.s.Px (7.8) 

for every i — 1 , . . . , k and every x G E. Put 

tj-{'--ij<'<TUi}> / f - / J l x . . . x # 
and suppose that 

{xT# « 5 } c {xt £ 5 ƒ*/• *// * e ƒ,}. (7.9) 

Pwf l<qifl<q9l¥
=q- Define Zq by rte recurrent formula 

Z, - l*K)(l - 2 2,\B{xT)\ (7.10) 

Then (rq, Zq) is a resolving system for B. 

PROOF. Again only 1.4.B needs verifying. If xt G B, then f belongs to one 
and only one rectangle Iq and, by (7.9) xT G B. It follows from (7.10) that 

2 Z , ^ , ) « 1. (7.11) 

For t G Iq,rt<t if and only if I < q, and 1.4.B follows from (7.11). 
7.6. The condition (7.9) is satisfied if B is the union of rectangles B * 

B}\ X • • • X 2$ and if, for every 1 and./, 
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[xlj & Bj) c {*/ ÇÉ Bj for all / G ƒ/}. (7.12) 

A sequence rj subject to conditions (7.12) can be defined in the following 
way. Fix i and put t E A, if t > s and if there exists./ such that xj £ Bj and 
xf G Bj. Let F(s) = inf A, (or + oo if A, is empty). The sequence 

*o = 0, rJ+t-F(rj) for/ « 0, 1, 2 , . . . , (7.13) 

satisfies (7.12). Using 4.3.B, it is easy to check that rj are stopping times for 
X'. Hence (7.7) are stopping times for X. 

7.7. The function Zq defined by formula (7.10) can be written down 
explicitly 

zf - 2 (-1)""1 2 i*K,)... i*K )• aw) 

This formula has a simple combinatorial meaning. A random set % in T is 
naturally associated with our problem. This is the set of all rq for which 
XT e B. Obviously % is locally finite in the following sense: for every 
element of X, there exists only a finite number of smaller elements. 

Suppose that & is an arbitrary locally finite partially ordered set. We say 
that elements al9..., a„ of 6E form a chain with the end a if ax « < • • • • < an 

* a. Denote by K+(a) and K_(a) the numbers of chains with the end a 
having, respectively, an even and an odd number of elements. Formula (7.14) 
means that 

Zf - K_(T,) - K+(T,) i f r f e 2 . (7.15) 

(We note that 

K_(a) - K+(a) - 2 V(*> a) 
b<a 

where /i is the Möbius function of the set & (see, e.g. [13, Chapter 2].) 
7.8. Stopping times rq defined by (7.13) satisfy the following relations 

T/ + 0r,rg * T/+*> 9r,\ * * w (7.16) 

Let us introduce operators P* acting on measures by the formula 

(/»!")(ƒ) - PJ{xr) (7.17) 

and let /i* be the restriction of the measure n to the set B. Formulae (7.10) 
and (7.16) imply the following recurrent relations for the measures nq defined 
by (1.8) 

* Kq ' 

Using (1.11) and (7.18), we can evaluate E{q>^£) without computing Zq. 
7.9. A resolving system for the complement B of a rectangle C * 

Cl X • • • X C* can be constructed in the following way. 
For every subset u of the set 1, 2 , . . . , k, denote by Bu the rectangle 

Bx
u X • • • X£* where B*u « E' \ C' if i e w, 5 j * £ ' if i g «. Let TM be the 

first hitting time of Bu and let Zu ~ (— l)'"'""1 where |w| means the cardinaUty 
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of the set w. A resolving system for B is formed by (TM, ZU) where u runs over 
all nonempty subsets. 

To prove this, we put i G v if JC/ G E' \ C' for some t, and we note that the 
set % of subsection 7.5 consists of all TM, U G V. The expression for Zu follows 
from (7.10) or (7.15). 

8. Gaussian fields associated with indistinguishable replicas of a Markov 
process. 

8.1. Let us consider k indistinguishable replicas of a Markov process X. 
Since all particles look identically, only symmetric functions of w = 
(co1,..., o)k) can be observed. The corresponding Gaussian field $* is 
indexed by symmetric measures on Ek. 

"Symmetric" means invariant with respect to the group S of all permuta­
tions which acts on functions and measures on Ek by formulae 

ƒ*(*)=ƒ(**), ,»•(*)-ri*-1*) (8.1) 
where sx = (xs«>,.... **<*>) for x - (x\ . . . . xk). Obviously ji'(/) = ii(f'). 
Similar formulae hold for the space Ö*. Note that 

(%Y" - %; Wl = P,- (8-2) 
For every class K of functions or measures, we denote by Ks the set of all 
symmetric elements of K. 

To get the field $*, we consider the field <p , /i G 911 associated with 
-Y1 , . . . , A* and we restrict the index set to 9H5. 

8.2. The space HS(B) is linearly generated by $k
B - {<pM, /i, G 9115(5)}. Let 

#5 be the intersection of s~xB for all s G 5. Evidently 911^(5) = 9!LCös). 
Hence //^(i?) = HS(BS) and the prediction problem for $* should be ex­
amined only for symmetric sets B. In this case £(<pj$£) is a symmetric 
function of w and the expressions 

imply that 

/V. - c o A-! -e rC 

(8.3) 

where J(T) - ( T ^ J W ) , . . . , T ^ W ) ) for T - (T1, . . . , T*). 

The measures [x* are symmetric and q>^ belong to HS(B). 
8.3. To every 5 6 ® , there corresponds a symmetric rectangle Bk. Let T£ 

be the first hitting time of Bk. Put 

M**(/) - V W > > * *(*) - #*<**)• (8-4) 
By subsection 7.2, <pM* G H(Bk) and, since /i£ is symmetric, ç^ belongs to 
Hk(B). 

Let 5, C be a standard pair for the process X and let iV = Bk u C*. It 
follows from Theorem 7.1 that 

E(%\*») = *rf + Vrf ~ ^„c" (8-5) 
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This formula can be used for investigating tight functionals of $*. 
8.4. The statements in subsection 1.6 on the relation between the splittable 

functionals of the Gaussian field $ associated with a Markov process X and 
tight functionals of &k follow immediately from the following theorem proved 
in the Appendix. 

THEOREM 8.1. Let the transition density of X satisfy the condition: 
8.3.a. ff pt(x, x) dt < oo for every S > 0, x G E. 

Let $k be the Gaussian field associated with k indistinguishable replicas of the 
process X and let $ = <&*. Then there exists, for every k = 0, 1 , . . . , a 
mapping mk of Hk =* Hk(E) into the space LQ of all square-integrable function­
als of $ such that 

8.3.A. Ewk{Yx)irAYà = 0ifk¥*l, 

E<nk{Yx)<xk{Y2) = EYXY2. 

8.3.B. Every F G L$ has a unique representation F = S^.o7^**)» ** e 

H\E). 
8.3.C. irk{Y) is afunctional of $B if and only if Y G Hk(B). 

It follows from 8.3.C that irk(Y) is splittable if and only if Y is tight. 

APPENDIX 

Square-integrable functionals of a Gaussian random field. 
0.1. Let (Q, f, P) be a probability space. We consider symmetric real-

valued functions of k variables <o\ . . . , <o* G ti and we put 

(X,Y) = k\f . . . f X(œ\ . . . , œk)Y(œ\ . . . , o>k)P(do>1) . . . P(do>k). 

(0.1) 

Functions X for which (X, X) < oo form a Hubert space Tk. The space T° 
consists of constants and T1 is identical with L2(S, 99 P). Let T stand for the 
set of all sequences X = (XQ9. . . , Xk9... ), Xk G Tk such that 

f (Xk9Xk)<<». (0.2) 
o 

Then T is a Hilbert space with respect to the scalar product 

(X,Y) = %(Xk,Yk). (0.3) 
o 

L e t * E l * , Y S T ' . Put 

X V Y(a\ ..., uk+') 

(0.4) 

where the sum is taken over all permutations s of indexes (1, 2 , . . . , k + /). 
It is easy to check that X V Y belongs to r*+/ . For two arbitrary elements of 
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T, we set 

XV Y= f 2 XkVYn_k. (0.5) 
„«o *«o 

With respect to the operation (0.5), T is an associative commutative algebra. 
We call it the Fock algebra aver (Ö, <&9 P). 

The exponential mapping of Tl = L2(8, ^, P) into T is defined by the 
formula 

e x p F - f ^Y[k] (0.6) 

where y[*] is the fcth power of y in the algebra T. It follows from (0.4) that 

yi*V, . . . . « * ) - i V ) • • • *(«*) (0.7) 
and by (0.1) and (0.3) 

(exp X9 exp y ) - *<*• y). (0.8) 

0.2. Let $ = {<pu, « e U) be a random field on (Ö, ff, P). We denote by 
F$ the minimal closed subalgebra of the Fock algebra F which contains all 
elements <pa, u e U and we put T% = T# n I*. Obviously T# coincides with 
the subspace H# of L2(Q, &, P) linearly generated by <pu, u E. U. 

THEOREM O.l.11 If $ is a Gaussian random field, then there exists a 
one-to-one mapping ir of T# onto the space L# of all square-integrable function-
als of $ such that 

O.2.A. w(X) = X for X e H+ 
O.2.B. Eir{Yx)ir(Y^ - (Yv Y^for all Yl9 Y2, ofT*. 
0.2.C.ir(expX) = ex~^x^forX G H9. 
O.2.D. ir(Y) is a functional of a subfield ¥ of the field $ if and only if Y 

belongs to F*. 
Proof consists of the following steps: (i) We define m on the set Q » 

exp H* by the formula 0.2.C and we check that 0.2.B holds for all Yl9 Y2 of 
Q. Hence IT can be continued in a unique way to an isometry of the Hubert 
space Q linearly generated by Q onto the Hubert space L linearly generated 
by ir(Q). (ii) We prove that Q = T ,̂ L •• L#. (iii) We check the properties 
0.2.A and O.2.D. 

Step 1. Every X of H+ is a normal random variable with mean 0. Hence 

Eex * e2Ex* - e ^ x \ (0.9) 

If Yx « exp Xl9 Y? - exp X29 Xl9 X2 G H+ then, by 0.2.C, «CY^Y} * 
exx+x2 e-\(xx,xà-î(x»xà an^ ^y Q̂ 9j 

ETT{YX)*(Y2) * e^x^x^x^x^e-2^x^2^x^ - e
( ^ ^ . (0.10) 

Formula 0.2.B follows from (0.10) and (0.8). 

"Different forms of this theorem have been proved by Kakutani [16], Ito [15] and Segal [26]. 
The idea to use the exponential mapping is due to Neveu [24]. 
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Step 2. Suppose that Y G T# is orthogonal to Q. Then for all X G H+ 

o - (y, exp x) « 2 i/« (r*, *w). 
o 

This implies that y* is orthogonal to all products %tV ' * • V^V Hence 
y - 0 a n d r ^ = g . 

Now let F G L* be orthogonal to L. For every X e //$, the function 
h(t) = 2?JFfe** is analytic in /. If it vanishes for all real t9 it vanishes for all 
complex t as well. In particular, 

EFeiX - 0 for all X e H*. (0.11) 
Put Y G % if Y is bounded and if EFY * 0. By (0.11), % contains the 
family eiX

9 X G //$ which is closed under multiplication. Besides % is a 
linear space; it contains with each function the complex conjugate of this 
function and with each uniformly bounded convergent sequence the limit of 
this sequence. This implies (see [19, Chapter 1, Theorem 2] or [5, Lemma 1.2]) 
that % contains all bounded functions measurable with respect to the 
a-algebra generated by eiX. Hence F is orthogonal to all bounded functionals 
of the field $, and F « 0 a.s. P. This proves the equality L * L. 

Step 3. Fix x G H+ and put Ft = exp tX. It follows from (0.6) that 
Mmt^r\Ft - 1) * X in T. Hence r\ir(Ft) - \)^>ir(X) in L*. By 0.2.C 
ir(Ft) * e*-\*VX)% Hence TT(X) « X. 

The property 0.2.D follows from the fact that T+ is linearly generated by 
exp H* and L^ is hnearly generated by w(exp H^) which is true since the 
reasoning of Step 2 is applicable to ¥ as well as to $. 

0.3. To prove Theorem 8.1, it is sufficient to define, for every k9 a mapping 
yk of Hk onto T% in such a way that 

O.3.A. (ykYv ykYJ * EYXY2 for every Yv Y2 G Hk. 
O.3.B. For every set B9 ykH

k{B) - T^. 
It follows from 0.2.A, B, C, D and 0.3.A and B that the mappings wk * myk 

satisfy conditions 8.1.A, B, G 
0.4. For every [il9..., pk G 911(20, we put 

ft V • • • Vfc - 1/*! 2 M,0) X • • • X /*,(*). (0.12) 
«es 

Let Q be the set of all ç>M corresponding to measures /i of the form (0.12). Put 

Y * U H V - v * - y = - %t V • ' ' V%k (0.13) 

where V is the operation defined by (0.4) and (0.5). By (0.1), 

(%, V • • • V%k, <P„ V • • • W » ) - S £%,<?«.> • • • ^ lu*W 

On the other hand, by (0.12) and (1.5), 

- iA!2<Mi» «vu) •••<«*. "»<*)>• 

It follows from (0.13), (0.14) and (0.15) that 0.3.A holds for all Ylt Y2 of Q. 

(0.14) 

(0.15) 
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We continue the mapping yk to an isomorphic mapping of the space Q 
linearly generated by Q onto the space T% which is linearly generated by 
elements (0.13). It remains to show that g = Hk and then to verify O.3.B. 

0.5. LEMMA 0.1. Let H stand for the subspace of H(Ek) linearly generated by 
%tx ... X,* w*n Mi» • • • > ftk e 91t(£). Under condition 8.3.a, H « H(Ek). 

^ PROOF. Put [i G 911 if <pM G //. According to subsection 3.3, the equality 
911 = 9IL will be proved if we show that, for every finite measure /i G 9IL, 
the set 91L contains the measures /% defined by (3.3). We note that 

M*(*) = f A ( & ) % ( 5 ) (0.16) 

where 

/wÔJC(£) - f pô(x,y)m(ay). (0.17) 

By(1.4),3.1.Band8.3.a, 

<"%*> "*«*> = g(8, x, x) < oo. 
Hence mfijç 6 911. Obviously m6x G 9tt. 

For every y G H(Ek)9 the expectation EYtp,^ is measurable in JC. Hence 
(see e.g. [14, §3.2]), for every e > 0, there exists a partition of Ek into disjoint 
sets Cl9..., Q , . . . , such that 

£(<*W " <P^)2 < «2 if *,>> G C„, * = 1, 2 , . . . . (0.18) 

Choose an arbitrary point c„ of Cn and put m6jc = m^ for x G C„. By (0.18) 
and (1.5) 

IK* - "Wll < e for all x G £*. (0.19) 
By subsection 3.3, the restriction of /i to En = Q U • • • U Cn converges to ji 
in M. Therefore, without loss of generality, we can assume that /i is con­
centrated on En. Put 

&(B) = f M ( ^ ^ ( B ) = £ ti(Ck)mSCk(B). (0.20) 
• ^ * - l 

By (1.4), (0.16) and (0.19), 

< M(£*)V. 
By (0.20), foEiM. Hence /tô G M. 

0.6. It follows from Lemma 0.1 that the elements <pMiV... Vfift, j i | , . . . , ji* G 
9It(2?) linearly generate # * . Hence their orthogonal projections on Hk(B) 
linearly generate Hk(B). It follows from subsections 7.2,7.3, that the orthogo­
nal projection of ^ v . . . Vllk on Hk(B) has a form <p^lV... v ^ , £„ . . . , jik G 
91L(£). Now the property 0.3.B follows from (0.13). 
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