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I. Introduction. Bifurcation theory is the study of branch points in nonlin
ear equations, that is, of singular points of the equations where several 
solutions come together. It is important in applications because bifurcation 
phenomena typically accompany the transition to instability when a char
acteristic parameter passes through a critical value. To state the situation 
more precisely, suppose the states of a physical system are determined as 
solutions of a functional equation 

G(K u) = 0 (1) 
where X G A is a parameter, u is an element of a Banach space S, and G is a 
mapping from A X S to another Banach space <5. Let S be the zero set of G 
in A X S and suppose y is a smooth curve in S. Then a branch point (Xc, uc) 
is a point of y such that for any neighborhood of U of (Xc, « c ) i n A x S , 
(U \ y) n S ¥* 0 . Some typical "bifurcation diagrams" are pictured sche
matically in Figure 1. 
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FIGURE 1. 
(b) 

Schematic diagram of bifurcation at (Xc, 0); one nontrivial 
branch. The vertical axis represents a Banach space &. 

Closely tied to the phenomenon of bifurcation is the property of stability. 
Suppose the solutions of (1) represent equilibrium solutions for a dynamical 
system which evolves according to the time dependent equations ut = (7(X, u). 
An equilibrium solution u0 is stable if small perturbations from it remain 
close to u0 as / -> oo; u0 is asymptotically stable if small perturbations decay 
to zero in time. When the parameter X is varied one solution may persist but 
become unstable as X crosses a critical value Xc, and it is at such a transition 
point that new solutions may bifurcate from the known solution. In Figure 1 
unstable solutions are represented by dashed Unes. 

A very simple nonlinear partial differential equation which exhibits the 
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transition phenomena depicted in Figure 1(a) is 

— = Aw + Aw + w3, u\dD « 0 
ot 

where D is a smoothly bounded domain in R". The equilibrium states are 
given by solutions of the time independent equations (set du/dt * 0). One 
solution valid for all A is clearly u * 0; this solution becomes unstable at 
A » A„ the first eigenvalue of the Laplacian on D: A<p, + A^i * 0, <p,|az> * 
0. For A > A, there are (at least) three solutions of the nonlinear equilibrium 
equation. The structure of the solution set in the vicinity of (A„ 0) is given in 
Figure 1(a); the new bifurcating solutions are stable. 

The Laplacian has a series of eigenvalues \x < A2 < . . . tending to infin
ity, and all of these eigenvalues are potential bifurcation points. The investi
gation of the branch points (A,, 0) for j > 1 is, however, largely academic, 
since all of these later solutions must be unstable. 

The area of fluid mechanics is a rich source of instability and bifurcation 
phenomena and the subject has always stimulated the development of 
mathematical analysis. It has the advantage that accurate, tractable mathe
matical models are known (for example, the Navier-Stokes equations), for 
which many careful experimental studies have been made. 

One problem in fluid mechanics which has attracted much interest in 
recent years is the so-called Benard problem, named after H. Benard who 
first performed his series of experiments at the turn of the century. In these 
experiments a layer of fluid is heated from below, causing an instability to 
develop in the fluid layer when the temperature drop across the layer exceeds 
a certain critical value. The resulting instability takes the form of convective 
motions in the fluid. One of the most striking features of the experiment is the 
regular cellular, in fact crystallographic structure exhibited by these fluid 
motions. _ _ _ _ 

FIGURE 2 

Hexagonal Cells in the Benard problem; E. L. Koschmieder [49] 
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The formation of convection cells in the Benard problem furnishes an 
excellent example of what is called a "symmetry breaking instability". Prior 
to the onset of instability the solution is invariant under the entire group of 
rigid motions (in the idealized infinite plane layer model; see §111.4) whereas 
the bifurcating convective motions are invariant only under a crystallographic 
subgroup. Symmetry is broken "spontaneously", because the symmetry group 
of the equations is unchanged, while the bifurcating solutions have a smaller 
symmetry group. 

The appearance of the Benard cells is not an isolated example, but rather 
typifies a broad range of phenomena in nature. Bifurcation, and symmetry 
breaking instabilities in particular, plays an important role in a diversity of 
physical disciplines, including buckling problems in elasticity, pattern forma
tion in reaction-diffusion problems, convective flows in geophysical phenom
ena, neurobiology, physical chemistry, and statistical physics, to name a few. 
The formation of order in dissipative structures is a subject currently of 
interest not only to physicists, but also to biologists endeavoring to explain 
the mechanisms of morphogenesis and pattern formation in evolving biologi
cal organisms. The thesis that order-disorder transitions in biological struc
tures can be modeled by systems of partial differential equations describing 
the processes of reaction and diffusion was advanced by A. M. Turing in 
1952 [96] and is today the basis of much of the work in theoretical biology 
and morphogenesis. (See Fife [19].) 

I should like to present, in this article, a summary of the principal 
mathematical techniques of bifurcation theory, an account of some of the 
physical problems in which bifurcation and symmetry breaking play an 
important role, and some open mathematical problems whose resolution I 
believe is germane to future significant progress. The principal tool for 
dealing with symmetry breaking bifurcations is group representation theory; 
this aspect of the subject will be discussed in detail in Chapter III. 

II. Basic techniques of bifurcation theory. 
1. Nonlinear functional calculus. A nonlinear mapping F from a Banach 

space S to ^ is said to be Fréchet differentiable at a point u provided there 
is a bounded linear operator A from S to f such that the quantity 
R(u; h) = F(u + h) - F(u) - Ah is o(h) as h -* 0; that is 

ihn H*(»;»)l l ,a 
ll*ll-o PU 

We denote the Fréchet derivative of F at u by F'{u) or by Fu; when it exists it 
may be computed by the usual formula 

n*)h - iim F ( " + th) - F(M). 
*-*o t 

The functional calculus familiar in the theory of finite-dimensional mappings 
from Rn to Rm carries over directly to the infinite-dimensional case with no 
difficulty. The chain rule, Taylor's theorem, and the implicit function theorem 
in a Banach space are all valid, and are extremely useful in nonlinear 
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analysis. The following version of the implicit function theorem is adequate 
for most applications: 

THEOREM 1 : IMPLICIT FUNCTION THEOREM. Let A, S, <$ be Banach spaces 
and let G be a Fréchet differentiable mapping from a domain U c A X S to ty. 
Suppose G(\Q, U0) = 0 and GU(X0, u0) is an isomorphism from & to $\ Then 
locally, for \\ — \ \ sufficiently small, there is a differentiable mapping u(\)from 
A to &, with (X, u(X)) c U, such that G(X, u(X)) = 0. Furthermore, in a 
sufficiently small neighborhood U' c U, (X, u(X)) is the only solution of G = 0. 
If G is Ck then u is Ck. If A, &, and <5 are complex Banach spaces and G is 
Fréchet differentiable, then G is analytic and u is analytic in X. 

This theorem is proved by a contraction mapping argument. See 
Dieudonné [16] and also [82] for some details of the analytic case in infinite 
dimensions. 

From Theorem 1 it follows that if G vanishes at (XQ, u0) and Gu is invertible 
there, then there is locally a smooth curve of solutions u(X) through (XQ, W0). 
Bifurcation may occur, however, when GU(XQ, u0) is not invertible. In this 
article we restrict ourselves to problems in which Gu is a Fredholm operator 
of index zero-that is, Gu has a closed range 91 c ^ and finite-dimensional 
kernel (%, with dim % = codim <3l. The assumption that Gu is a Fredholm 
operator is satisfied in many applied problems where G is typically an elliptic 
system or a completely continuous integral operator. In some cases, for 
example when working on unbounded domains, it is the choice of function 
space which determines whether Gu is Fredholm or not; for example, by 
imposing some kind of periodicity conditions it may be possible to ensure 
that Gu be Fredholm. 

2. Principle of linearized stability. Suppose now that the dynamics of a 
physical system are governed by the evolution equations 

Yt = G(\u). (2) 

Let U(t; f) denote the solution of this equation with initial data U(0; f) = ƒ, 
and suppose that u0 = u0(X) is an equilibrium solution, that is, G(X, w0(\)) = 
0. The equilibrium u0 is stable if given any t > 0 there is a 8 > 0 such that 
II u0> f) — uo\\ <t f°r all / > 0 whenever ||/— «0|| < S. Furthermore, u0 is 
asymptotically stable if in addition u(t) -* w0 as / -» oo. If (2) is a system of 
ordinary differential equations, that is, if the Banach space S is finite 
dimensional, then Lyapounov's first theorem states that u0 is asymptotically 
stable if all eigenvalues of the Gu(\, u0) have negative real parts, and u0 is 
unstable if some eigenvalues of GU(X, u0) have positive real parts. 

Lyapounov's theorem has been extended to dissipative systems of nonlinear 
partial differential equations; for example, to parabolic systems and to the 
Navier-Stokes equations, which govern the dynamics of a viscous incom
pressible fluid [25], [35], [43], [47], [68], [79]. By the principle of linearized 
stability we mean that the stability of an equilibrium solution u0 is determined 
formally by the spectrum of the linearized operator Gu(\, w0). The phrase 
"linearized stability" refers to the fact that the full nonlinear equations for the 
perturbations are replaced by the linearized equations v, = Gu(\, u0)v, and it 
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is assumed that the stability of these linearized equations determines that for 
the full nonlinear equations. This principle is generally accepted as valid in 
the applied literature, and stability is determined formally by solving the 
linear eigenvalue problem GU(X9 u0)<p = a<p. 

Now suppose we have a known solution u(X) of the equilibrium equations 
G(X, u(X)) = 0 and let L(X) = GU(X, u(X)). Suppose that as A crosses XQ one or 
more eigenvalues of L(X) cross the imaginary axis from the left to the 
right-half plane. This is precisely the situation when u(X) becomes unstable. 
Then L(X0) has eigenvalues on the imaginary axis. If some of these eigenval
ues lie on the origin, then (XQ, U(XQ)) is a possible bifurcation point, for in this 
case the implicit function theorem can no longer be invoked to guarantee the 
existence of a unique solution curve through (AQ, U(\)). 

3. Bifurcation at a simple eigenvalue. When u(X) loses stability by virtue of a 
simple eigenvalue crossing the origin a fairly general result is available. 

THEOREM 2. Let G(A, u) be an analytic mapping and suppose there is a known 
solution u(X) of (1) which becomes unstable by virtue of a simple isolated 
eigenvalue a(X) of GU(X, u) crossing the origin as X crosses A0, and let Gu be a 
Fredholm operator. Assume O(XQ) = 0 and O'(XQ) > 0. Then there is a smooth 
solution curve (A(e), u(e)) bifurcating from the given solution u(X) at (AQ, U(XQ)). 

The bifurcating solutions are stable when they appear supercritically (X > XQ) 
and unstable subcritically (X < XQ). 

The three possible situations are depicted below in Figure 3. 

L— - ^ 7 U(A) / uw 
^ ^ \ U(A) / / 

(a) (b) (c) 
FIGURE 3. 

Bifurcation at a simple eigenvalue, dashed lines denote un
stable branches. 

Theorem 2 was first stated for ordinary differential equations by E. Hopf in 
his 1942 article [28], but with certain restrictive assumptions on A(c), namely 
that A'(0) and A"(0) are not both zero. The indicated method was to compute 
the perturbation series for the critical eigenvalue along the bifurcating 
branch. The general infinite-dimensional result, without the restrictive as
sumptions on A(e), was proved using a topological degree argument [80]. (See 
also [14] for a perturbative proof.) H. Weinberger [100] has generalized these 
results to the case where o'(X0) = 0. In that case the bifurcation consists in 
general of several smooth curves intersecting in a point, with the stability of 
each branch alternating as one goes consecutively from branch to branch. 
Stability results based on topological degree arguments have also been 
obtained by T. B. Benjamin [4]. 
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4. Bifurcation of periodic solutions. If w(X) loses stability by virtue of a pair 
of complex conjugate eigenvalues crossing the imaginary axis then, under 
suitable but reasonable technical conditions, one may prove the existence of 
bifurcating time periodic solutions of the evolution equation ut = <7(X, u). Let 
L(X) = GM(X, w(A)) and suppose y(X) is the critical eigenvalue of L(X); thus 
L(X)<p(X) = y(X)<p(X). For real equations (that is, if G preserves the space of & 
of real functions) L(X) computes with complex conjugation, so y(X) is also an 
eigenvalue with eigenvector <p(X). We have 

THEOREM 3. Let G(X, u) be real analytic and suppose that L(X) generates an 
analytic semigroup. Suppose furthermore that y(Xc) = iw0, Re Y(KC) > 0, and 
nicûQ is not in the spectrum of L(XC) for n = 2, 3 , . . . . Then there exists a 
one-parameter analytic family (X(e), <o(e), u(s9 e)) such that 

(i) X(0) = Xc, (0(0) = <*>0, u(s, 0) - i/(Xc), 
(ii) u(s9 e) is Im-periodic in s> 
(iii) X(e), w(<o(e)/, e) is a solution of the time dependent equations. 
This bifurcating time periodic family is unique up to phase shifts and occurs on 

one side of criticality only. If X"(0) ^ 0, the branching solutions are stable if 
they appear supercritically and unstable if they appear subcritically, 

E. Hopf first proved the result in this generality for the finite-dimensional 
case in 1942 [28] and also discussed the possibility of bifurcation of time 
periodic solutions for the Navier-Stokes equations. The first proofs of the 
theorem for the Navier-Stokes equations were given by Iudovic [38], Iooss 
[31], and myself [81], and an improved version was subsequently obtained by 
D. Joseph and myself [42]. A careful treatment of the problem, under fairly 
general hypotheses, has been given in a recent paper by Crandall and 
Rabinowitz [15]. The phenomenon of time periodic oscillations is important 
not only in fluid mechanics, but also in any dynamical system; for example in 
reaction-diffusion problems in chemical kinetics, in biological and ecological 
systems, and lasers [23], [26] to name a few. An alternative proof of the Hopf 
bifurcation theory, based on the center manifold theorem in a Banach space, 
has been developed by Marsden and McCracken [58]. 

The stability statements in Theorem 3 refer to the behavior of the Floquet 
exponents as one continues along the bifurcating solutions. Rigorous proofs 
that the Floquet exponents determine the stability for the nonlinear equations 
have been given by Iooss [31] and Iudovich [37]. 

5. Hysteresis, This section must necessarily take on somewhat of a 
metaphysical flavor, for I want to discuss a phenomenon which is quite 
common in applications, but, because it pertains to the structure of the 
solution set in the large, is often beyond the reach of rigorous mathematical 
treatment. Consider the diagram in Figure 4. Again, stable solutions are 
indicated by solid lines and unstable solutions by dashed lines. According to 
Theorem 2 subcritical solutions bifurcating at a simple eigenvalue are unsta
ble and supercritical solutions are stable. At multiple eigenvalues, however, 
this need no longer be the case, and a transcritical branch may be unstable on 
both sides of criticality. Suppose, however, that the subcritical branch has one 
unstable mode, and that this subcritical branch "bends back" as shown in the 
figure. Precisely at the point (XQ, M0), GU must have a nontrivial null space. 
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For, let (X(e), w(e)) be a regular parametrization of the solution curve. Then at 
(\Q, W0), d\/de = 0 and du/de ^ 0, and differentiating G(X(e), w(e)) along the 
curve one obtains that Guu' = 0. If dim ker Gu = 1 then it can be shown that 
an eigenvalue of GM(X(c), u(e)) crosses the origin as we pass through (XQ, U0). If 
the eigenvalue which crosses is the unstable one associated with the lower 
branch, then the solution will regain stability as we move to the upper branch. 
If the solution structure is as in Figure 4 then the following effects would be 
observed. As X is increased past Xc the basic solution becomes unstable and 
the system makes a rapid transition to the new, nontrivial solution, as 
indicated by the vertical line (a); as X is decreased the system moves along (b) 
until the point XQ is reached, when it drops back to the basic state (c). This 
behavior is detected in many physical systems, and in fact the nontrivial 
branch sometimes extends very deeply into the subcritical region. The effect 
associated with Figure 4 may be called hysteresis in analogy with similar 
effects observed in ferromagnets, namely the transition path from state A to B 
is different than that from Bio A. 

FIGURE 4 
6. Lyapounov-Schmidt procedure. We now discuss a general method for 

reducing an infinite-dimensional bifurcation problem to a finite-dimensional, 
algebraic one. We assume that L(X) = Gtt(X, u(X)) has, at X = Xc, an w-fold 
eigenvalue at the origin, that is, that dim ker L(XC) = n. For simplicity, let us 
assume the origin transformed so that Xc = 0 and w(Xc) = 0, and write 
L0 = Gu(0, 0). It is very natural to make the assumption in applications that 
S C <$ (for example if G is a second-order elliptic operator then typically 
S = C2>a and ^ = Ca), and this assumption somewhat simplifies the argu
ments. Let 91 = ker LQ = [<pl9 . . . , <pj and let P be the projection onto this 
linear space which commutes with L0. Then P must take the form 

n 

PU = 2 <",9/H 

where the ( p / 6 ? * c 6 * are null functions of the adjoint operator LJ and 
<<Pi? <P*y = 8y ^ is a linear operator from ®i to <&, hence can be regarded as a 
mapping from £ to itself as well, and Q = I — P is a projection onto the 
range of L0 in S7. Using P and Q the equation G(X, u) = 0 can be decom
posed into the system of equations 

QG(X, v + i//)= 0, PG(X, v + yp) = 0 

where v = Pu and ty = Qu. The first equation is solved for \p = t//(X, v) by 
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applying the implicit function theorem, and then this result is substituted into 
the second equation, thus obtaining the bifurcation equations 

F(X, v) = PG(X, v + i//(A, v)) - 0. 

Solutions of the bifurcation equation are in one-to-one correspondence with 
solutions of the original system sufficiently close to the bifurcation point. 

The procedure we have just described is known as the Lyapounov-Schmidt 
method; the solution of the infinite-dimensional problem is reduced to an 
algebraic problem. In addition to finding all solutions of the bifurcation 
equations we shall want to determine their stability properties. A second 
method for reducing an infinite-dimensional problem to a finite one at the 
critical point is by way of the center manifold theorem. This method will be 
described in §8. 

7. Reduced bifurcation equations. Having derived the bifurcation mapping 
F, let us expand this mapping in a power series in v: 

F(X, v) = A(X)v + B2(X; v> *0 + B3(\; © ,©,©)+• • • (3) 

where A(X) is a linear mapping from 91 to 91, B2 is a quadratic mapping, and 
so forth. By scaling the variables X and t> as follows 

v * ea£, X = efir 

with an appropriate choice of the exponents a and /? F takes the form 

F(X, v) « F(e^ e*Q - e*£(£, r) + c*+1Ci(£ r, e). 

Dividing by ey and letting y ->0we arrive at the reduced bifurcation equations 
ö(£, T) = 0. The choice of the exponents a and /? can be determined from a 
Newton diagram analysis of F [77], [83], [98]. One would like to obtain as 
much information as possible from an analysis of the reduced bifurcation 
equations (3). If (|0, T0) is a solution of the reduced bifurcation equations and 
ö$(£o> To) is invertible, then a solution to the full equations can be obtained by 
an application of the implicit function theorem. In fact, this solution takes the 
form 

v - ea((o + £,£, + • • • )> T - e \ . (4) 

On the other hand, in applications where the problem is invariant under the 
action of a continuous symmetry group, Q^ will in general be singular, and 
the standard form of the implicit function theorem can no longer be applied. 
In particular cases (e.g. the Benard problem [83]) solutions of the reduced 
bifurcation equations can be extended to solutions of the full equations, even 
in the presence of a continuous transformation group, but the general case is 
an open problem. 

8. Stability of bifurcating solutions. The stability of the bifurcating solutions 
can sometimes be determined, in the neighborhood of the branch point, by 
computing the eigenvalues of the Jacobian Q^(rQ9 £0). If (A(e), u(e)) is the 
bifurcating branch let L(e) = Gu(X(e), u(e)). L(0) has an «-fold eigenvalue at 
the origin, and, according to standard perturbation theory for an eigenvalue 
of finite multiplicity, the spectrum of L(e) in the neigborhood of the origin is 
given by the eigenvalues of an n X n matrix B(e). 


