
SOME CLASSES OF FUNCTIONS DEFINED BY DIFFERENCE 
OR DIFFERENTIAL INEQUALITIES1 

CHARLES LOEWNER 

1. Introduction. In the year 19342 I introduced classes of func­
tions which I called monotonie of order n. The class corresponding to 
n = l represents the functions which are monotonie in the ordinary-
sense. The monotonie functions of higher order are closely connected 
with some distinguished functions of matrices whose independent 
and dependent variables are real symmetric matrices of the same 
order. 

In a recent investigation I found that the study of monotonie func­
tions can be subordinated to the consideration of more general classes 
of functions which have distinguished group theoretical properties. I 
wish to give an account of this study. 

All functions considered are supposed to be real functions of a real 
variable. To avoid unessential complications, I shall consider them 
defined in open intervals and continuous and strictly monotonically in­
creasing there. A class S of such functions will be called a transforma­
tion semigroup if it has the following properties : 

(a) If f(x)E:S and is defined in an interval (a, b), then ƒ(#), con­
sidered only in a subinterval (a', b') C(#, b)y should also belong to S. 

(b) If f{x)(~S and g(tf)£S and the composition #[ƒ(#)] can be 
performed, that is, if the range of f(x) falls into the domain of g(x)> 
then g[f(x)]eS* 

(c) If f(x) is a limit of functions ƒn(x) £ S (w = l, 2, 3, • • • ), all 
functions of the sequence being defined in the same interval (a, b) 
and the convergence being uniform in any closed bounded subinter­
val of (a j ô), then ƒ (x) £ S. Condition (c) represents a closure condi­
tion on S. 

In the following the expression transformation group shall mean a 
class of functions which in addition to (a), (b), (c) satisfy condition 

(b') If f(x)<ES, then the inverse f-*(x) G S. 

An address delivered before the New York meeting of the Society on April 17, 
1948, by invitation of the Committee to Select Hour Speakers for Eastern Sectional 
Meetings; received by the editors June 6, 1949. 

1 The results of §§3 and 4 were obtained while the author was under contract 
with the Office of Naval Research N60NR248. 

2 Löwner, Karl, Über monotone Matrixfunctionen, Math. Zeit. vol. 38 (1934). 
3 Because we do not assume that any two functions of S may be composed, we 

might speak also of a semigroupoid. We prefer the simpler expression semigroup. 
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Several semigroups have been studied in the past that have their 
origin in important problems of analysis. For example, the class of 
absolutely monotonie functions from which only the constant functions 
have been excluded form a transformation semigroup. A function is 
called absolutely monotonie if all its difference quotients and the 
function itself are non-negative. This class remains a transformation 
semigroup if the condition of non-negativity of the function itself is 
dropped. After this modification the semigroup contains the whole 
group of linear functions ax+b (a>0). More extensive semigroups 
are obtained if the condition of non-negativity is restricted to the 
first m difference quotients. These semigroups also contain all linear 
functions mentioned above. 

I t seems to be of great interest to study the transformation semi­
groups which contain completely the group of all proper projective 
transformations 

t b ax + b 
(1) — — , 

ex + d d 
> 0. 

(A function of (1) may be considered in any open interval not con­
taining its pole.) 

The interest in these transformation semigroups stems from the 
well known fact that this group cannot be extended to a Lie group of 
higher dimension. We shall, therefore, restrict ourselves to the 
study of those transformation semigroups which satisfy, besides con­
ditions (a), (b), (c), the further condition 

(d) S contains the whole group of proper projective transforma­
tions. 

The strictly monotonically increasing functions of a given order n 
form a semigroup satisfying condition (d). I t turns out that these 
semigroups have a distinguished place among the extensions of the 
projective group to a transformation semigroup. We shall consider 
them more in detail in the following section. 

2. Functions monotonie of order n. I would like to start with a 
rather general generating principle of transformation semigroups: 
Suppose we operate in a set 2 of elements in which a partial order is 
defined. Tha t is, it can be said that of two elements A and B of 2 
the element A is before B, in symbols A C.B. We assume that the 
order relation is transitive and reflexive. That is, from AC.B and 
BC.C it follows that AQC and A C.A is true for any element A of S. 
Consider now a mapping 

(2) X' - F{X), 
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where the independent and dependent variables range over some sets 
of 2 . A mapping (2) will be called monotonie if AQB has F(A) 
C.F(B) as consequence for any two elements A and B of the domain 
of (2) which may be compared in the sense of the given order relation. 

Suppose now that there is given a homomorphism of the group of 
all continuous monotonically increasing functions and a group of 
mappings in 2 . By this the following is meant: 

(a) To every interval I=(a, b) there corresponds a set <r(I) in 
2 such that 

I' CI implies <r(J') C <r(I). 

(j3) To a function f(x) defined in I there corresponds a mapping 
X' ~Ff(X) with the domain a(I) and the range cr(J) where / is the 
interval which is the image of I by the function ƒ(x). 

(y) If two functions f(x) and g(x) can be composed then 

(3) FaUM]=F0[Ff(X)}. 

Consider now only those functions f(x) which lead to monotonie 
mappings Ff(X). Conditions (a), (j3), (7) imposed on the homo­
morphism insure that these functions form a class satisfying condi­
tions (a) and (b) for transformation semigroups. By adding concepts 
and conditions of topological nature we could insure also that condi­
tion (c) is satisfied, but we shall omit these considerations since we 
shall now restrict ourselves to the special case leading to monotonie 
functions of higher order where (c) is almost obvious. 

Take as 2 the set of all real quadratic forms A in n variables Xi, 
%2i ' ' ' Xny 

n 

(4) 4 = J ] dpaXpXt (ap, = affp). 
p , < r = l 

We may also identify A with with the symmetric matrix (ap<r) of the 
coefficients. The following natural partial order may be introduced 
in 2 : We say that A C-B if 

n n 

W/ f, / QpoXpXo ~ j / j OpffXpXff 
p , < r = l p , < r = l 

for all values of the variables X{. One may also say that the form 
B—A is non-negative definite. Consider now a function ƒ(x) defined 
in an open interval (a, b) and a quadratic form X whose character­
istic values Xi all fall into (a, b). As usual we mean by f(X) that quad­
ratic form which has the same characteristic vectors as X but the new 
characteristic values ƒ(Xt). If, for example, ƒ(x) is a polynomial ƒ(x) 
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= 23P*«O<VKP> then f(X) = ^^QapX
p, The domain of the matrix 

function f(X) consists of all the symmetric matrices whose char­
acteristic values fall into (a, b). If we now set 

(6) F,(X) = f(X), 

a correspondence f—>F is obtained satisfying all the conditions de­
fining a homomorphism. We obtain a definite semigroup Sn if we se­
lect those functions f(x) which lead to a monotonie matrix function 
in the space of symmetric matrices of degree n. The functions of Sn 

are called montonic of order n. 
Monotonicity of order 1 means evidently monotonicity in the 

ordinary sense. Further it is easily seen by considering reduced 
matrices 

A-(B-° ) , 

where Bm and Cn-m are symmetric matrices of degrees m and n—m 
respectively, that 

(7) Sn CSm (m<n). 

In other words, the monotonicity of order n implies monotonicity 
of any lower order. 

The fundamental properties of monotonie functions of higher order 
will now be formulated in several theorems.4 

THEOREM 1. In order that a function f(x) be monotonie of order n 
in the interval (a, b) it is necessary and sufficient that for any 2m values 

(8) a < £i < rn < £2 < rj2 < • • • < £m < Vm < b (m £ n) 

the inequality 

(9) det | Kfa, Vk) £*-i è 0 

holds, where i£(£, rj) = (ƒ(£)—ƒ0;))/((•—• Î?) represents the difference quo­
tient off(x). 

For n = 2 these conditions have a simple meaning. They say that if 
f(x) is not constant it is strictly monotonically increasing and that 
for any four values x i < x 2 < x 3 < x 4 from (a, b) and the corresponding 
values f(x{) <f(xz) </(x3) </(x4) the inequality 

(10) ( / (* i ) , / (*2) , ƒ(**), /(a*)) è (#i, %2, x*9 #4) 

4 See paper [l ] and the doctoral thesis of 0 . Dobsch, Matrixfunctionen beschrankter 
Schwankung, Math. Zeit., vol. 43 (1937). 
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holds. The expression («1,^2,^3,^4) = (UI — UZ)(U2 — UA)/(UI--UA)(UÎ'-"UZ) 
designates as usual the cross-ratio of the four values U\% m, Uz, u\. 

A simple consequence of this inequality is the fact that a function 
which, along with its inverse, is monotonie of order 2 must be a 
projective one. 

From the fundamental Theorem 1, differential properties of the 
monotonie functions can be derived. They are expressed in the fol­
lowing four theorems. 

THEOREM 2. A monotonie function j\x) of order n>l is of class 
Cin-% (that isf (2n — 3) times continuously differentiable) and its 
(2n — 3)rd derivative is a convex function. The derivatives /(2n~2)(#) 
and f®n-v (x) existf thereforet almost everywhere. For nonconstant f{x) 
the first derivative f (x) > 0. 

In the following, by convergence of a sequence of functions it is 
understood that the functions are defined in the same interval (a, b) 
and that the convergence is uniform in any closed bounded part of 
(a, b).5 With this in mind we formulate the following theorems. 

THEOREM 3. A monotonie function of order n>l is the limit of a 
sequence of monotonie functions of order n all belonging to class C^n-i-

THEOREM 4. A function f(x) of class C%n-i in (#, b) is monotonie of 
order n there if and only if the quadratic form 

(ID 2: ,:. - 'tte»fco 
<fjb-i (1 + k - 1)1 

for all x in (a, b). 
THEOREM 5. If ai (i = l, • • • , 2« —1) are values such that the quad­

ratic form 
n 

(12) E «U+fc-ifcÉ* > 0, 
itkm.l 

then there exists a monotonie function f(x) of order n and of class Czn-i 
such that at some preassigned point xe 

— / ( i )(*o) » a, (i = lf • • • , 2» - 1). 

I t is of great interest to give a characterization of the functions 
which are monotonie of arbitrarily high order. They also form a semi­
group, say See, which is contained in every Sn. A complete answer to 
this problem can be given by combining the preceding theorems with 

6 This convergence is sometimes called "normal" convergence. 
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some results of the theory of moments. From Theorem 2 we conclude 
that a function belonging to 5» is differentiate of arbitrarily high 
order and (11) holds, therefore, for any n. From this we can derive by 
using results from the theory of moments the following theorem. 

THEOREM 6. A (nonconstant) function f(x) defined in (a, b) belongs 
to Soo if and only if it is analytic in (a, b)} can analytically be continued 
into the whole upper half plane, and represents there an analytic func­
tion f (z) of z~x+iy whose imaginary part is positive. (Examples are 
given by the functions x» (0 <\x ^ 1 ) and log x for x > 0.) 

I t is natural to ask whether a still more restricted class of functions 
forming a semigroup may be obtained by considering, instead of 
quadratic forms in finite dimensions, bounded self-adjoint operators in 
Hilbert space. The order definition can evidently be taken over from 
the definition in finite dimensions. I t is also well known how to define 
f(X) if the spectrum of X falls into the domain where ƒ(x) is defined. 
But it turns out that the functions f(x) leading to monotonie functions 
in the operator space form the full semigroup S^. 

3. Transformation semigroups containing the proper projective 
group which may be defined by differential inequalities. The con­
tents of Theorems 3, 4, and 5 suggest a new description of the semi­
group of nonconstant monotonie functions of order n which brings 
it into closer connection with a Lie group. 

If two f unctions ƒ (#) and g(x) both belonging to Cm are combined, 
f[g(x)] = h(x), then the derivatives of h(x) up to order m can be 
computed from the derivatives of the composing functions f(x) and 
g(x), up to the same order. If, for u = g(x), 

= bi, and — ; = d (i = 1, 2, • • • , m) 
PKu) 

i\ 

then 

C\ = 

Cz = 

aiy 

aibi 

aj>2 

il 

1 

2 

(13) 

Cr, 

Lai-fas*3**» J L ai-fas-fa»*3 7» -» <xi+a2==*m -J L. ai-fa2-f«8«= 

+ • • • +ambT. 

Equations (13) can be interpreted as a composition rule for ordered 



314 CHARLES LOEWNER [July 

pairs of points (ah #2, • • • , am) and (61, ô2, • • • , bm) of the m-dimen-
sional Euclidean space Em. As is well known, this composition rule 
defines a Lie group lm if only points whose first coordinate is positive 
are admitted. 

By Theorems 4 and 5 a subset of hn-i is distinguished ; namely, the 
set of points (#i, a2, • • - , #2n-i) of Z2n_i for which (12) is satisfied. 
Call its closure s2n-i- From the named theorems we immediately 
derive the fact that the composition rule (13) applied to any pair of 
points of s2n-i leads again to a point of s2n-i. To facilitate the descrip­
tion of s2n~i we introduce the definition: A subset of a topological 
group will be called a subsemigroup of it if it represents a closed set 
and if it is closed under the composition rule of the group. 

We now can say that s2n-i represents a subsemigroup of l2n-i. 
The transformation semigroup of monotonie functions of order n 

can be derived from s2w_i by the following procedure: Consider all 
functions ƒ(x) of class C2n-i such that the point 

/ƒ'(*) ^ / ( 2 )(*) _ /<2"~*>(*)\ 

\ 1! ' 2! ' " ' ' (In- 1)!/ 

falls into s2n-i for all x where f(x) is defined. The transformation 
semigroup Sn consists now of all functions thus defined and their 
limits. 

This characterization of Sn leads to a more general principle of 
construction of transformation semigroups. Take an arbitrary sub-
semigroup s of lm. In the same way as from s2n~i a class of functions 
can be derived from 5 by considering those ƒ(x) of class Cm such that 

//(1)(*) / ( 2 ) « f'm)(x)\ 
( 1 4 ) ( j > ' ' • 9 ) 

\ 1! 2! m\ ) 
always belongs to 5, and adding to these functions their limits. I t is 
easily seen that they form a transformation semigroup. We thus 
arrive at a method of constructing a transformation semigroup from 
an arbitrary subsemigroup of lm. If, furthermore, all elements (14) 
derived from a transformation of this semigroup of class Cm belong to 
s, we shall say that the semigroup is characterized by or belongs to s. 

We are particularly interested in transformation semigroups which 
contain the proper projective group. In order that the transformation 
semigroup characterized by a subsemigroup 5 of lm have this property, 
it is easily seen that s must contain the elements 

(15) d = pa*"1 (i = 1, • • • , m) (p > 0, a arbitrary). 

We shall call the elements (14) the projective elements oflm. We require 
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therefore that s contain all projective elements of lm. 
The investigation of subgroups of a Lie group is essentially facili­

tated by the introduction of the infinitesimal viewpoint. I t is a well 
known fact that a closed connected subgroup of a Lie group g is 
completely determined by its infinitesimal elements. I t is, therefore, 
appropriate to ask whether a subsemigroup s of g can be connected 
in a similar way with a system of infinitesimal elements and also how 
far the subsemigroup is determined by them. 

The definition of an infinitesimal element of 5 if the unit element e 
of g is an accumulation point of s can be introduced exactly in the 
same way as in the case of a subgroup: Take an arbitrary sequence 
of elements an of 5 different from the unit element e of g but con­
verging to e. Any vector a at e whose direction is a limiting direction 
of the segments ean will be called an infinitesimal element of s. 

According to this definition the following lemma holds. 

LEMMA 1. Any multiple ca (c ^ 0) of an infinitesimal element a of s is 
also an infinitesimal element of s. 

The next two lemmas on infinitesimal elements of a subsemigroup 
can be proved in the same manner as in the case of a subgroup. 

LEMMA 2. The sum of two infinitesimal elements of s is also an in­
finitesimal element of s. 

LEMMA 3. The infinitesimal elements of s form a closed set. 

For a subgroup multiplication of infinitesimal elements with arbi­
trary real factors is allowed. The infinitesimal elements of a subgroup 
form therefore a vector space. (Its dimension coincides with the di­
mension of the group.) This is not the case for a semigroup. But, as a 
result of our lemmas the following theorem holds. 

THEOREM 7. The infinitesimal elements of s form a closed convex set of 
vectors invariant under multiplication with an arbitrary positive factor. 

We shall call the totality of the infinitesimal elements of 5 the in­
finitesimal cone of s and designate it with a8. 

A fundamental means of investigation of Lie groups is the genera­
tion of elements from infinitesimal elements. As was stated before, 
each connected subgroup of a Lie group can be completely generated 
from its infinitesimal elements. By the same methods used in Lie 
group theory the following theorem regarding suhsemigroups can be 
proved. 

THEOREM 8. Each element of a Lie group I generated from infinitesimal 
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elements of a subsemigroup s of I also belongs to s. The elements obtained 
in this way together with their limiting elements form again a sub-
semigroup S of I. 

In general s will not coincide with s as will soon be shown by 
examples. 

The following further slight generalization of a well known theorem 
of Lie groups will shortly be used. 

THEOREM 9. Let I be a Lie group, s a subsemigroup of /, and a an 
element of I which with its inverse belongs to s. Then the transform aaa~l 

of any infinitesimal element a of s also represents an infinitesimal ele­
ment of s. 

After stating these general theorems we return to the special group 
Zw. We are interested in finding all subsemigroups s of lm satisfying 
condition (a) : 5 shall contain all projective elements of lm. 

The cases m = 1 and m = 2 are of no interest since there evidently 
do not exist proper subsemigroups of this kind. We assume therefore 
from now on that m ^ 3 . 

A slight restriction will further be added resulting from the fact 
that we are interested only in semigroups leading to transforma­
tion semigroups which are proper extensions of the proper projective 
group. This has as consequence that there must exist an element 
a = ( a i , #2, • • • , am) of s such that (ai, #2, #3) is not a projective 
element of Z3. Otherwise each function f(x) of class C3 belonging to 
the corresponding transformation semigroup would satisfy the dif­
ferential equation f'f'"/3\ = (f"/2l)2 whose solutions are the projec­
tive transformations. In order to obtain proper extensions of the 
projective group we have therefore to introduce the condition (b): 
s shall contain elements such that 

2 
(16) Ö103 — #2 9* 0. 

A first remark about the structure of 5 is contained in the following 
easily proved theorem. 

THEOREM 10. A subsemigroup s of lm satisfying conditions (a) and 
(b) represents a connected subset of lm. 

Let us now consider the infinitesimal cone a8 of s. 
An infinitesimal element of lm is represented by a vector a 

= («i, a2, • • • , dm) in m dimensions. In particular the infinitesimal 
elements of the group of the projective elements of lm have the form 

(17) T = («i, «2, 0, 0, • • • , 0) («i, «2 arbitrary). 
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The following important theorem can now be derived. 

THEOREM 11. At least one of the elements 

(18) co = (0, 0, 1, 0, • • • ), - co = (0, 0, - 1 , 0, . . . ) 

belongs to the infinitesimal cone <x8 of s. 

The proof is obtained by use of suitable transforms of an element 
satisfying condition (16) with projective elements. 

Assume now, for example, that as contains co. New elements of 
a8 can now be obtained by use of Theorem 9, which implies also that 
any transform p~xœp of co with an arbitrary projective element p must 
belong to ov With the aid of Lemmas 1 and 2 we may say that all 
sums of the form 

N - l 

(19) E PP "Pp, 

where the pp (p = l, 2, • • • , N) represent arbitrary projective ele­
ments, are elements of crs. 

If the computation is performed one finds that the first two com­
ponents of (19) are zero and the following (m — 2) components are 
the first (m — 2) moments of N non-negative masses. According to an 
important result of the moment problem these systems of numbers 
and their limits can be characterized by the non-negativity of the 
quadratic form 

[ ( w - D / 2 ] 

(20) J2 «p-Hr+lÉp&r. 
p,cr=l 

To the elements thus obtained we can add an arbitrary projective 
element (17) without leaving <J8. Call the totality of the elements 
obtained rm. 

If we had started with — co instead of co, we would have obtained 
the result that the set — rm of elements making (20) non positive be­
longs completely to as. We arrive therefore at the following theorem. 

THEOREM 12. The infinitesimal cone cr8 of a subgroup s oflm satisfying 
conditions (a) and (b) must completely contain either rm or — rm. 

We now make the important observation that rm and — rm are 
themselves the infinitesimal cones of subsemigroups of lm satisfying 
conditions (a) and (b). To show this we go back to the inequalities 
(12) characterizing the monotonie functions of order n. I t easily 
leads to: 

THEOREM 13. The infinitesimal cone of the semigroup defining the 
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monotonie functions of order n consists of the infinitesimal elements of 
hn-i that make form (20) non-negative. 

Theorem (13) proves our assertion for odd values of m. For even 
dimension the proof is furnished by the following theorem. 

THEOREM 14. If m is an even number, the elements (ai, a2, • • • , #m) 
which can be extended to elements (#i, a2, • • • , am+i) belonging to 
Sm+i form a semigroup themselves and the corresponding infinitesimal 
cone is rm. 

Theorems 12, 13, and 14 lead now to the fundamental theorem. 

THEOREM IS. The infinitesimal cones rm and —rm play a distin­
guished role among the infinitesimal cones of subsemigroups of lm satis­
fying conditions (a) and (b). This role is expressed by the minimum 
property: Each of these cones contains either rm or — rw. 

Theorem IS can be sharpened by: 

THEOREM 15'. If an infinitesimal cone a satisfying conditions (a) and 
(b) contains both cones rm and —Tm, then it consists of all infinitesimal 
elements of lm. 

The proof follows almost immediately from the fact that rm con­
tains m linearly independent elements. If both rm and — rm belong to 
(7, any linear combination with arbitrary real coefficients of these ele­
ments must belong to a. 

I t is possible to describe a procedure by which all infinitesimal cones 
of subsemigroups of lm satisfying conditions (a) and (b) can be con­
structed: Take an arbitrary infinitesimal element a such that o ^ O 
and form all transforms 

(21) pap"1 

with projective elements p of lm. Next, form the least closed convex set 
containing all elements (21) and all infinitesimal projective elements. 
Call it C(a). Then the following theorem holds. 

THEOREM 16. The sets C(a) are infinitesimal cones of subsemigroups 
oflm satisfying conditions (a) and (b). One obtains the most general such 
cone belonging to a proper subsemigroup oflm by forming the least convex 
closure of any union of cones C(a) belonging to elements a whose third 
components az have the same sign. 

After the possible infinitesimal cones have been described, the 
problem remains to determine the subsemigroups to which they be­
long. 


