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STATISTICS AND PROBABILITY 

248. C. W. Churchman and Benjamin Epstein: Statistics of sensi
tivity data. I I . Preliminary report. 

In this paper a study is made of the distribution of the first two moments of sensi
tivity data as functions of the sample size. The chief results are briefly these: (a) The 
distributions of x and a2 (for definition of these functions, see On the statistics of sensi
tivity data by the authors in the Annals of Mathematical Statistics vol. 15 (1944)) 
approach normality rapidly as functions of the sample size; (b) x and cr% are "almostn 

independent even for small sample sizes, thus justifying the use of Student's ratio in 
tests of significance for differences between two sample means. (Received July 1, 
1944.) 

249. E. J. Gumbel: Ranges and midranges. 

The wth range wm and the wth midrange £TO are defined as the difference and as the 
sum of the wth extreme value taken in descending magnitude ("from aboven) and 
the wth extreme value taken in ascending magnitude ("from below"). The semi-
invariant generating functions Lm(t) and mL(t) of the wth extreme values from above 
and from below are simple generalizations of the semi-invariant generating functions 
of the largest and of the smallest value which have been given by R. A. Fisher and 
L. H. C. Tippett. If the sample size is large enough the two wth extreme values may 
be considered as independent variâtes. Then the semi-invariant generating functions 
Lw(t, w) and Lt(t, w) of the wth range and of the wth midrange are Lw(t, w) =*Lm(t) 
+mL(—t); Lx(t, w) ~Lm(t)+mL(t). If the initial distribution is symmetrical the semi-
invariant generating function of the wth range is twice the semi-invariant generating 
function of the wth extreme value from above. The distribution of the wth range is 
skew, whereas the distribution of the wth midrange is of the generalized, symmetrical, 
logistic type. The even semi-invariants of the wth midrange are equal to the even 
semi-invariants of the wth range. For increasing indices w the distributions of the 
wth extremes, of the wth ranges, and of the wth midranges converge toward normal
ity. (Received July 14, 1944.) 

250. P. L. Hsu : The approximate distribution of the mean and of the 
variance of independent variâtes. 

Let Xk be mutually independent random variables with the same cumulative distri
bution function; let E(Xk) =0, E(X2

k) - 1 and E(X$ « Ô. Finally put S~n~l E L i X * 
and rç— n~l ^"^(Xk—S)2. The author first gives a new derivation of H. Cramer's 
well known asymptotic expansions for Pr (n1,2S£x). The proof is much more elemen
tary and avoids in particular the use of M. Riesz' singular integrals. Instead a con
siderably simpler Cesàro-type kernel is used, which has first been introduced by A. C. 
Berry (Trans. Amer. Math. Soc. vol. 49 (1941) pp. 122-136). The same method is then 
used to derive similar asymptotic expansions for Pr (w1/2(rç —1) ^(ô — l)1/2#). The 
method can be extended to the case of unequal components and also for the study of 
other functions encountered in mathematical statistics. (Received July 3, 1944.) 

251. F. E. Satterthwaite : Error control in matrix calculation. 

The arithmetic evaluation of matrix expressions is often rather complicated. One 
of the causes of this is the fact that relatively minor errors (such as rounding errors) 
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introduced in an early step may be magnified to such an extent in succeeding steps 
that the final result is useless. Iterative methods to meet this difficulty have been 
reviewed very completely by Hotelling. In this paper a different approach is taken. 
Conditions on the norm of a matrix are determined so that a Doolittle process will 
not magnify errors to more than two or three decimal places. It is then pointed out 
that if an approximation to the inverse of the matrix is available, most problems can 
be rearranged so that the required norm conditions are met. A Doolittle process may 
then be used to any number of decimal places with assurance that errors will not ac
cumulate to more than a limited number of decimal places. (Received July 8, 1944.) 

252. Abraham Wald: On cumulative sums of random variables. 
Let {j2»-}(i = l, 2, • • • ad inf.) be a sequence of independent random variables 

each having the same distribution. Denote by Zj the sum of the first j elements of the 
sequence. Let a >0 and b <0 be two constants and denote by n the smallest integer for 
which either Zn^a or Zn£b. Neglecting the quantity by which Zn may differ from a 
or b (this can be done if the mean value of | z»| is small), the probability that Zns£c 
for c—a and c — b is derived, and the characteristic function of n is obtained. The 
probability distribution of n when z* is normally distributed is derived. These results 
have application to various statistical problems and to problems in molecular physics 
dealing with the random walk of particles in the presence of absorbing barriers. (Re
ceived July 8, 1944.) 

253. Abraham Wald and Jacob Wolfowitz: Statistical tests based on 
permutations of the observations. 

It was pointed out by Fisher that statistical tests of exact size, based on permuta
tions of the observations, can be carried out without assuming anything about the 
underlying distributions except their continuity. Scheffé has proved that, for an im
portant class of hypotheses, these tests are the only ones with regions of exact size. 
Tests based on permutations of the observations have been constructed by Fisher, 
Pitman, Welch, and the present authors. In the present paper, the authors prove a 
theorem on the limiting normality of the distribution, in the universe of permutations, 
of a class of linear forms. Application of this theorem gives the limiting normality 
(in the universe of permutations, of course) of the correlation coefficient, and of a 
statistic introduced by Pitman to test the difference between two means. The limiting 
distribution of the analysis of variance statistic in the universe of permutations is also 
obtained. (Received July 8, 1944.) 

TOPOLOGY 

254. Samuel Eilenberg and N. E. Steenrod: Axiomatic approach to 
homology. 

The homology (and cohomology) groups are studied starting from a system of 
axioms, fulfilled by all the homology theories usually considered. It is shown that in 
the case of complexes, more generally, in the case of absolute neighborhood retracts, 
the axioms have a unique interpretation. A similar discussion is carried out for prod
ucts. (Received July 7, 1944.) 

255. Mariano Garcia: Orbit-components and component orbits. 
Letf(X) *=X be a homeomorphism, where X is compact and metric. The orbit-


