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Introduction. The present note gives a certain probabilistic ap­
proach to the problem of diffusion. The main result is that the clas­
sical solution of the differential equation of diffusion is an asymptotic 
formula for the statistical problem under consideration. 

The method which will be used is essentially that of Steinhaus and 
the present author which they applied to a similar but simpler prob­
lem of P. and T. Ehrenfest.2 

1. The problem. Given an infinite sequence of boxes enumerated 
as follows 

. . . , - 3, - 2, - 1, 0, 1, 2, 3, • • • 

and N numbered balls which are distributed in a certain way in the 
boxes, one takes at random one of the numbers — N, * • • , — 1 , 
1, • • • , N which are suppose to be equiprobable and if the number 
k is drawn one moves the ball number | k | from its original box to 
the nearest to the right or to the nearest to the left according as 
sign k was 1 or — 1. One repeats this process n times and one asks 
what is the "probable value" (mathematical expectation) of the "con­
centration" of balls in the box number s, say. By "concentration" one 
simply understands the ratio of the number of balls in a certain box 
and N. I t is, of course, understood that the successive drawings are 
independent in the statistical sense of this word. 

2. Reduction of the problem by means of the ''function of choice." 
We divide the interval (0, 1) into N equal parts and we define a func­
tion on (0, 1) by placing/(x) =s for I — 1/N<x^l/N if the ball num­
ber I is originally in box s. This function represents the initial state 
of the schema. The joint length of those intervals in which ƒ(x) =s is 
obviously the initial "concentration" of balls in the box number s. 

Let now co(x) (the "function of choice") be 1 for 0 < x ^ l / i V 
and 0 for 1/N<x^l and let furthermore œ(x + l) =œ(x). Then 
f(x)±œ(x—(p — l)/N) represents obviously the state of the schema 
after moving the ball number p from its box to the nearest to the 
right ( + ) or to the nearest to the left ( —). 

1 Presented to the Society, December 29, 1939. 
2 H. Steinhaus, La Théorie et les Applications des Fonctions Indépendantes, Actu­

alités Scientifiques et Industrielles, Paris, 1938. 
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Let r be a "random variable" which takes only the values — 1, 
-(N-l)/N, • • • , -1/N, 1/N, • • • , (N-l)/N, 1 and every one of 
them with the probability 1/2N. Then / (# )+s ign r-ù)(x— \r\ +1/N) 
represents the "random state" after the first drawing. If Y\, r2, • * • , rn 

are independent "random variables" having the same distribution 
as r, then 

2n(#, r) = f{x) + sign r lW(* - | f11 + 1/N) + - • 

+ sign r»ö>(a? — | r» | + l / # ) 

represents the "random state" after n independent drawings. Thus 
the problem is reduced to evaluating the "probable value" of the joint 
length of those intervals in which Sn(x, r) =s. 

3. Evaluation by means of a i 'discontinuity factor." The remaining 
part of the solution is now of a purely technical nature. I t is clear that 

1 r2lF 

- exp [i£&n(x,r) - s)]d£ 
IT J o 2TT 

is equal to 1 or to 0 according as 2 =s or 2 T^S, and therefore the joint 
length of those intervals in which 2 = 5 is 

I /• 1 / . 2 T 

i n W = — I I exp [it(2n(x, r) - s)]dÇdx. 
Z7T J 0 " 0 

Thus the "probable value" Pn,N($) of Ln(r) is equal to 

•[ /» 1 / » 2 T 

— I I prob. val. {exp [i£(2n(#, r) — s)]}d£d#. 
27T •/ 0 J 0 

It is easily seen that 

prob. val. {exp [i£(2 — s)]} 

= exp [#•(ƒ(» — s)](prob. val. exp [(i£ sign r)co(> — | r | + 1/N)])n 

( 1 1 \ w 

i - — + — cos n 
and finally 
(1) Pni*(s) = — cos {(/(a?) - s) ( 1 - — + — cos £ ) <*#*. 

4. A particular case. The formula becomes much simpler if one as­
sumes tha t /(a:)s=0, tha t is, all the balls were initially in the box 
number 0. In this case one has 



536 M. KAC [June 

1 f2* / i l y 
PU,N(S) = — I cos s£[ 1 1 cos £ ) d£. 

2TTJO \ N N / 

Suppose that N—> <*> and that n/N—>z ; then 

e-z * 2TT 

Pnjr(s) -> I cos sZe8eo*idt = e~zJs(iz), 
2ir J o 

where /«(s) denotes the 5th Bessel function. 

5. The asymptotic formula. Suppose now that the boxes are situ­
ated on the infinite line ( — <*>, + oo ) and that the distance between 
the consecutive ones is X. Suppose furthermore that one makes a 
drawing every T seconds so that after the time t one has performed 
n = [t/r] drawings. We shall be interested in evaluating the "probable 
value" of the "concentration" of balls on the interval (/i, h) after the 
time t. The answer is given by the probable value of the joint length 
of those intervals in which Zi<X2w(x, r) <h and can be evaluated by 
means of the formula (1). However, it will be more convenient for 
our purpose to evaluate the "probable value" under consideration by 
means of the Dirichlet discontinuity factor. I t is well known that 

1 r +00 sin a% 
• eWdt 

7T J _ , £ 
is equal to 1, \ or 0 according as | y\ <a, \y\ =a or | Y| >a. Thus, if 
neither h nor h is a multiple of X, the probable value one looks for is 
given by the following formula: 

1 /•+• smt(h-h)S 
PNQU h, t) = — f 

T J _ £ 

/ h + h\ / r1 \ 
• exp ( — i% J I I exp (iÇhf{x))dx 1 

/ l l v*/*i 
• (1 1 cosXn d£. 
\ N N / 

If now \2/Nr—>2k as N-+<x>, and X—>0, one has 

/ 1 1 V " T ] 

( 1 h — cos Xn -> exp ( - W) 
\ N N ) 

uniformly in every finite interval and, assuming in addition that the 
distribution function of X/(x) tends to a distribution function <r(u), 
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one readily deduces from the continuity theorem of Fourier-Stieltjes 
transforms3 that 

1 /•+" s in*(fe-* i )« 
PN(h,h,t)-+— f 

•exp f — i% J ( I exp (i£u)d<r(u) j exp (— kt£2)d£. 

The integral on the right side can easily be evaluated and its value is 

l /-fe /•+« e o - iy\ 
I I exp < >d<r(u)dt. 

In the limiting case the concentration is given by the formula 

^ J - M
e x p r - i ^ - r ( M ) ' 2(irJW) 

which is the classical solution of the differential equation of diffusion 
in the case of an infinite cylinder. In our case the classical formula 
turned out to be an asymptotic formula for a simple probabilistic 
process belonging to the category of the so-called "random walks." 
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3 Cf. E. K. Haviland, American Journal of Mathematics, vol. 56 (1934), pp. 625-
658. 


