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Group Representations in Probability and Statistics
by Persi Diaconis

This monograph is an expanded version of lecture notes delivered over the past eight
years at Harvard, Stanford, and Ohio State Universities delving into the uses of group
theory, particularly non-commutative Fourier analysis, in probability and statistics. It
presents useful tools for applied problems and develops familiarity with one of the
most active areas in modermn mathematics.
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An Introduction to Continuity, Extrema, and Related Topics
for General Gaussian Processes
by Robert J. Adler

This monograph provides a general and abstract introduction to the theory of sample
path properties of Gaussian processes based on concepts such as entropy and
majorising measures. A generally accessible introduction to majorising measures, the
general theory of continuity, boundedness, and suprema dlstnbutlons for Gaussian
processes is presented.
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