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Abstract

The purpose of this paper is to derive some subordination and superordination
results for analytic functions involving modified Saigo fractional integral operator in
the open unit disk.
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1 Introduction

Let H(U) denote the class of analytic functions in the unit disk U := {z € C, |z| < 1}. For
n positive integer and a € C, let

Hla,n|:={f cHU): f(z) =a+a,d" +an 12" '+ ...,z €U},

and A, = {f €H{U): f(z) =2+ and" +a, 12" +...,z € U} with A| = A. A function
f € Hla,n] is convex in U if it is univalent and f(U) is convex. It is well known that f is
convex if and only if £(0) # 0 and

2f"(2)

f'(2)
Definition 1.1. [1] Denote by Q the set of all functions f(z) that are analytic and injective
on U — E(f) where

R{1+ }>0,zeU.

E(f) = {C €U : lim,_gf(2) = )
and are such that f'(£) # 0 for { € oU — E(f).
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Let F and G be analytic in the unit disk U. The function F is subordinate to G, written
F < G,if Gisunivalent, F(0) = G(0) and F(U) C G(U). Alternatively, given two functions
F and G, which are analytic in U, the function F is said to be subordination to G in U if
there exists a function 4, analytic in U with

h(0) =0 and |h(z)| <1 forallz €U

such that
F(2) = G(h(z)) forallz €U.

Let ¢ : C> — C and let & be univalent in U. If p is analytic in U and satisfies the differ-
ential subordination ¢(p(z)),zp’(z)) < h(z) then p is called a solution of the differential
subordination. The univalent function ¢ is called a dominant of the solutions of the differ-
ential subordination, if p < ¢. If p and ¢(p(z)),zp’(z)) are univalent in U and satisfy the
differential superordination 4(z) < ¢(p(z)),zp'(z)) then p is called a solution of the differ-
ential superordination. An analytic function g is called subordinant of the solution of the
differential superordination if g < p.

We shall need the following results.

Lemma 1.2. [2] Let q(z) be univalent in the unit disk U and © and ¢ be analytic in a
domain D containing q(U) with o(w) #0whenw € q(U). Set O(z) :=z4'(2)0(q(2)), h(z) :=
0(q(z)) + O(z). Suppose that

1. Q(z) is starlike univalent in U, and

3 922’1( >0forzeU.

If 6(p ( ) +20'(2)0(p(2)) < 6(q(2)) +24'(2)0(q(2)) then p(z) < q(z) and q(z) is the best

dominant.

Lemma 1.3. [3] Let q(z) be convex univalent in the unit disk U and y and y € C with
R{1+ Zq ( ) ‘41} > 0. If p(z) is analytic in U and yp(z) +vzp' (z) < wq(z) +vz4' (z), then
p(z) < q( ) and q is the best dominant.

Lemma 1.4. [4] Let q(z) be convex univalent in the unit disk U and & and @ be analytic in
a domain D containing q(U ). Suppose that
1.7 (z )(p(q(z)) is starlike univalent in U, and

2. %Y (< V> 0forzeU.
If p(z) € H[q(0),11NQ, with p(U) C D and O(p(z)) + zp'(z)9(z) is univalent in U and
¥(q(2)) +24'(2)0(q(2)) < ¥(p(2)) +2p'(2)9(p(2)) then q(z) < p(z) and q(z) is the best

subordinant.

Lemma 1.5. [1] Let q(z) be convex univalent in the unit disk U and Yy € C. Further, assume
that R{Y} > 0. If p(z) € H[g(0),1]NQ, with p(z) +Yzp'(z) is univalent in U then q(z) +
Yzq'(z) < p(z) +vzp'(z) implies q(z) < p(z) and q(2) is the best subordinant.

Let F(a,b;c;z) be the Gauss hypergeometric function (see [5]) defined, for z € U, by

(=)

a),(b), n
F(a,b;c;z2) :ng(cinglin
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where is the Pochhammer symbol defined by

(@)= I['(a+n) _{ 1, (n=0);
D= T Gy T\ ala+1)(@+2).(a+n—1), (neN).

We need the following definitions of fractional operators in the modified Saigo type frac-
tional calculus (see [6],[7]).

Definition 1.6. Let 0 < o< 1 and B,m € R then

m(o—p) z m
DEEE) = gy [ @ =€) (B o il i1 = S

where the function f(z) is analytic in a simply-connected region of the z—plane containing
the origin, with the order

f(2) = 0(|z[)(z = 0), &> max{0,m(Bp—m)} —
and the multiplicity of (z” — {™)~% is removed by requiring log(z" — ™) to be real when
7"—={">0.

The operator Dg’zﬁ_ ,:? include the well-known Riemann-Liouville and Erdély-Kober operators
of fractional calculus. Indeed, we have

Dy2if(z) = DI f(2),

where D? is the Riemann-Liouville fractional derivative operator [8]. Also,

1 —a,— £l-
Dy, 1'2f (2) = Eg . " f(2) + (o0 =M)Ey . * " f(2),
in terms of Erdély-Kober operator (see [9]).

Definition 1.7. For o > 0 and B,m € R, the fractional integral operator Iy, B " is defined by

—m(o+B) : gn
| @ =g P Bomsost - 20 7(©dg”

L@ =g |,

where the function f(z) is analytic in a simply-connected region of the z—plane containing
the origin, with the order

f(z) =0(|z*)(z = 0), &> max{0,m(B—n)} -

and the multiplicity of (z” — {™)*~! is removed by requiring log(z" — {™) to be real when
7"=7">0.

The main object of the present paper is to find the sufficient conditions for certain normal-
ized analytic functions f(z),g(z) to satisfy

a.pB, By a,B,
Ozrr:]gl(>‘u< (()xzn?f(z) Ozn?gz()

Popm(2) Popm (z)] =l Popm(2) ’
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and 8

a’ 7n

Ioom f(2)
@1(2) = [ < (),

poc,ﬁ, ( )
where u # 0,, po,pm(2) # 0 and g1, ¢» are given univalent functions in U. Also, we obtain
the results as special cases. Further, in this paper, we study the existence of univalent
solution for the fractional differential equation
DEPNy(2) = F(z,u(z)), (1.1)

0,z,m

subject to the initial condition #(0) = 0, where u : U — C is an analytic function for all
z€Uand F : U x C — C is a normalized analytic function on U. The existence is obtained
by applying Schauder fixed point theorem. Moreover, we discuss some properties of this
solution involving fractional differential subordination and superordination. The following
results are used in the sequel.

Theorem 1.8. Arzela-Ascoli (see [10]) Let E be a compact metric space and C(E) be the
Banach space of real or complex valued continuous functions normed by

£l == supree|f(2)]-

If A= {f,} is a sequence in C(E) such that f, is uniformly bounded and equi-continuous,
then A is compact.

Let M be a subset of Banach space X and A : M — M an operator. The operator A is called
compact on the set M if it carries every bounded subset of M into a compact set. If A is
continuous on M (that is, it maps bounded sets into bounded sets ) then it is said to be
completely continuous on M. A mapping A : X — X is said to a contraction if there exists
a real number p, 0 < p < 1 such that ||Ax — Ay|| < p|jx—y|| for all x,y € X.

Theorem 1.9. (Schauder) (see [11]) Let X be a Banach space, M C X a nonempty closed
bounded convex subset and P : M — M is compact. Then P has a fixed point.

2 Subordination and superordination results.

In this section, we study the subordination and superordination involving fractional integral.
Assume that f, g are analytic functions in U.

Theorem 2.1. Let the function q(z) be univalent in the unit disk U such that q(z) # 0.
'(2)

Z;](Z)' is starlike univalent in U. Let

b 2 5. 24"(2) 24 (2)
%{aq(z)Jr q-(z2)+ 70 4@ }>0,a,b,c,eC,a#0. 2.1
If the subordination
7B 7B 7B /
m f(Z) 0 m f(Z) ( 0,z,m f(Z)) Zpot.ﬁm(z) aZC]/(Z)
b OZ 12y 2u 12y 2P, b 2
0upn@ Loapa@ ) T eI
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holds. Then 5
b
=<q(z
[ poc,B.,m(Z> F=4)
and q(z) is the best dominant.

Proof. Let the function p(z) be defined by

7%Bn
zm (@)
p(Z) = [ pOOL,B,m(Z) ] ,z€eU, poc,[im(z) 7& 0, u 7é 0.

By setting
0(®) := bw + cw?* and 6(w) = %

it can easily be observed that 8(®) is analytic in C, ¢(w) is analytic in C\{0} and that
(o) #0,m € C\{0}. Also we obtain

h(z) =0(q(2)) + 0(z) = bq(2) + cq*(2) +azq/(z)'
q(z)

By the assumption of the theorem we find Q(z) is starlike univalent in U

2¢ 5. 24"(z) 24 (2)
TN TR

R i)+

0(z)
and that
o.p.n
) 0B 7B ([os mf()u)/
b 2 azp (Z) —b Osz(z) Osz(z) paBm()
p(Z> +Cp (Z) + p(z) [ me? (Z) ] +C[7pu7ﬁ’m(z) ] “+az [ aan(( ))],u
Pa,p.m(Z
(X [5771 O( Bﬂ] OL B n /
nf(2) I f(2) 2oz F(2))" 2Popm(@)
—b Oz 2 2, B,
[ me,m(Z) ] +C[ me’ (Z) ] —|—a‘u[ Igfr’:f(z) p(x,[i,m(z) ]
azq'(z)

< bq(z) +cq’(z) + )
0

The assertion of the theorem follows by an application of Lemma 1.2.

Corollary 2.2. Assume that (2.1) holds and q is convex univalent in U. If f is analytic in U

and
0‘[3’1 a,p.n 0‘[371 / /
b[ Ome(Z)] _'_C[IO,Z,m f(z)]Z/J a [ ( ()sz( )) . Zp(x7|3,m(z)]
poc,B,m(Z) Pa.p,m Z) gZB”?f( ) Pap,m (Z)
1+Az 1+Az, au(A—b)z
<Pl —|—Bz]y+c[1 —|—Bz} ’ (1+Az)(1+Bz)
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then 8
0B
1+A
oz B Ltz g g
poc,[i,m( ) 1+ Bz
and q(z) = [1 i’gi]“ is the best dominant.

Corollary 2.3. Assume that (2.1) holds and q is convex univalent in U. If f € A and

7%Bn a,p.n 7%Bn /
Ozm f( ) IO,z,m f(Z) 2 ( 0,z,m f(Z)) Zpaﬁ’m(z) 1+z 1+z 2 261/.12
s Loupn@) T T P T T )

forz €U, z#0,u#0, and a # 0, then

7%Bn
0sz(Z) 14z
@) 1=

and q(z) = [HZ]“ is the best dominant.

],U

Corollary 2.4. Assume that (2.1) holds and q is convex univalent in U. If f is analytic in U

and
7B Jo-Bn 7B /
m S (2) o2 f(2) 2y f(2)) Zpaﬁm(z)
b Oz \Zs e »Ps b HAZ 2uAz A
[Poc,B, (Z)] e [pocﬁ, ()] au gzﬁn?f(z) pOL,B,m(Z)}< et Fadie
forz €e U, u#0, and a # 0, then
me(z) ,UAZ
[poc,[},m(z)] ~e

and q(z) = "% is the best dominant.

Next, by applying to Lemma 1.3, we prove the following theorem.

19806 (2) I 1(2)

Theorem 2.5. Let f, g be analytic in U, [W]H be convex univalent in U, [m}’“‘ be

analytic in U and

G m 1
SK{l—FZ ) —1—(,11—1)220[2’37’@6(2)—#—} >0,7€C,u#0,G(z) #0,z € U,
G(2) Igg(2) i
o,
where G(z) 1= [%]’ . I f the subordination
[Iéff;;‘ﬂz) L IS @) Biagnld, [Ié’ff,;?g@ " W[zu&ff;?g@) ) Papn
Pap,m (z) gzﬁnzlf(z) Pop,m (z) Pap,m (z) I&fr’nng(z) Pop,m (z)

holds then

5., I5PNe()
[ M2
Papm(2) Popm(2)

B
and [Lg(z)]“ is the best dominant.
pmﬁ,m(z)
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Proof. Denotes

_ b @), 550s(2)
p(z) == [m] and q(z) == [m] .

‘We can observe that

q"(2) | ¥, _ G'(2) | FPapm(2) 1
R{1+ 70 +Y}_SR{1+ G +(u—1) (?f“ (z)G(Z)+V}>O

where y = 1. By the assumption of the theorem we have

It ) Wyim /(@) Pl
P07/ () = [0 Do g Tozn D Pl
ocBm(Z) 0,;7;’1 f(z) pocﬁm(z)
e 2lgine(2) Plugn(@)
< [Ram S gy g (e 8T )
Pa.p,m (z) 10771 m g(2) Pop,m (z)
=q(2) +124 (2)-
Hence in view of Lemma 1.3, we obtain p(z) < ¢(z) and g(z) is the best dominant. O

Theorem 2.6. Let the function q(z) be analytic and convex univalent in the unit disk U such

that q(z) # 0 and Zq(()) be starlike univalent in U. Let

b 2
R{g()d QI+ a2} >0, a.b,c. € C.a 0. 2)
Assume that [ga?’: ((ZZ)) * € H|[q(0),1]NQ and
ot @)y | BN @ g, TN g,
Popm(2) Popm(2) g I5P0(z)  Papm(@)

is univalent in U. If the subordination

azd(z) 1) [1&;?£f<z> 20PN f(2)) zpzx,g,m@]

b 2 b 0,z,m 2u
9(2) +eq @)+ a@) [pa,ﬁ,m(Z)] e Pa,B,m(Z)] ! 5N () Papn(@)
holds. Then B.n
a(z) = me,m(Z) ]

and q(z) is the best subordinant.

Proof. Let the function p(z) be defined by

o0 = (3221

, 2€U, popmlz) #0, 0.
pa,& (Z)] pOLB, ()7é :u#
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a

By setting
o) := b+ co’ and (o) := 5’
it can easily be observed that 3() is analytic in C, @(®) is analytic in C\{0} and that
(w) # 0, ® € C\{0}. By the assumption of the theorem we find
¥ (q(z b 2c
) _ a(ag QL+ q(a))} >0

. ¢(q(z)
and that
o,B a.B.n 7% Bn /
oo ClZC[,<Z) 0,z,m f(Z) u IOzm f(Z) 2wy, ( 0,z,m f(Z)) Zpa,ﬁ,m(z)
bq(z)+cq~(z) + e < b[ pocﬁm(z> ] +c [P(me Z) } + [ gczﬁl;?f(z) pa,[}’m(Z) ]
azp'(z)

=bp(z) +cp*(z) + )
0

The assertion of the theorem follows by an application of Lemma 1.4
Ios() 1§51 (2)
Theorem 2.7. Let f,g € A, [ fos gl B |# be convex univalent in U, [p e |* € H[g(0)N Q]

and
J-Bn 7B /
Ome(),u (Osz(z)) Zpa[},m(z)
I+ = , R 0, 0,
[ Pasm(@ LT+l BN Pupn Ih R >0, u#
is univalent in U. If the subordination
Iihe(2). (UgPne(2)  Plupn@ . I f(2) W F@) Pypnl@)
= 1+ : - ——— {1+ =
D@ 0T 0@ D @ T D@
holds then
BN, @),

Poupm(2) Papm(2)

IgPe(2)
foam M is the best subordinant.

and [
Proof. Denotes
7%Bn a.,p.n
Limf (@), Iozn82),
7) = and q(z) .= |[———".
P =Lt =l T

By the assumption of the theorem we have

0‘[511()

I 8( 2l e (2)) ZP&,B,m(Z)] }

LT 4wl aﬁn g(2) pm&m@)

q(z) +724' (z) = [p(x[im() g
0‘ Bm 06 B /
oz /f(3), o zm S (@) 2Popm(@)
[p(x,ﬁ,m(z) P+l 27 Papm(@) L

=p(z) +12p'(2)-
(z) and ¢(z) is the best subordinant.

Hence in view of Lemma 1.5, we obtain ¢(z)
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Combining Theorem 2.1 and Theorem 2.6 and Theorem 2.5 and Theorem 2.7, we get the
following sandwich theorems.

Theorem 2.8. Let the function q)(z) be analytic and convex univalent in the unit disk U
such that q1(z) # 0 and qu(( )) be starlike univalent in U with

b 2
R () @)+ 0]} >0.a,b,¢, € C.a £0. 23)
Let the function q»(z) be univalent in the unit disk U such that q»(z) Z;Z/Z((ZZ))
is starlike univalent in U such that
b 2c 205(2)  2¢5(2)
R{-q2(2) + —g3(2) + T2 — =221 >0,a,b,c,€C,a#0 2.4
{GQZ( ) a q2( ) 6]/2(2) QZ(Z) } 75 ( )
o f (@)
Assume that [ e J* € H[g1(0),1]NQ and
et @y oG, | e @) Pipn)
Pap,m (z) Pa.p,m (z) (()szn?f(Z) Pa.p m(2)
is univalent in U. If the subordination
b @i (@) o f@) @), R (@)
bqi1(z) +cqi(z) + <b| e Ry Y uﬁn
q1(2) poc,B,m(Z) Pop,m (2) ,z p f(2) Pa.p m(2)
/
<b +cq3 +azq2(z)
q2 (Z) 92 (Z) P (Z)
holds. Then 5
7B
m S (2)
0@ <=y g
pa,ﬁ,m( )

and q1(2),q2(z) are respectively the best subordinant and best dominant.

E8e1(2), AN (2)

Pa. Bm() ] ’ [ poc[i»,m()

Theorem 2.9. Let f, g1, 82 be analyticinU. |
U,

¥ be convex univalent in

2G5 (2) 1) 2P, m(2)

Gz(Z) +(:u_ >106l3n

R{1+
{ ng(Z)

1
Gz(z)+§}>0,y€C,,u7éO,G2(z) #0,z €U,

I f(2)
PaBm (@)

Iiei2),
where G;(z) := [222=22) i = 1,2. Also, assume that [

Popm(2) * € H[q1(0) N Q] and ana-

Iytic in U with

BEVG) BN R Pl
[ p(x,B,m(Z) ] {1 T [ gf;}f(@ poc,[i,m( )

I}, Ry} >0, u#0,
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is univalent in U. If the subordination

D@ A E) P BENE) U Q) P,
Popm(2) I261(z)  Papm(@) Popm(2) P52 Papm(@)
Iy tms2(?) Woin2(@)  Phpnl)
_<[02m 212 ]‘u{l [ 0,z,m 2 o OL,B,m ]}

Pa.p, m(2) gzﬁn?gz (2) Pop,m (z)

holds then
D@ ot @), Do),
poc,B,m( ) poc,B,m(Z) p(x,B,m( )
e @)yy, ene() : . _

and | e 1“0 e " are respectively the best subordinant and best dominant.

3 Existence of univalent solution.

In this section, we establish the existence of univalent solution for equation (1.1). Let
B := C|U,C] be a Banach space of all continuous functions on U endowed with the sup.
norm

ul := supzcu|u(z)].

(H1) Assume the function F : U x B — C — {0} is analytic for z € U and continuous in u
satisfies that there exist a positive function Q : U — R such that

7u)| <Q(z) zeU, ueC.

(H2) Denotes B,, :=

Theorem 3.1. (Existence) Let the assumptions (HI) and (H2) hold. Then (1.1) has at least
one locally univalent solution.

Proof. Operating by Igf ZB ,’;, the initial value problem (1.1) becomes

u(z) = IgPNF

(z,u(z)), >0, <0, €R.

(3.1
Define an operator P : ‘B — B by

e

me(OHB)
I'(o)

m

(Pu)(z) := ~ (B Ml — —nJE (G u(©))dC™.
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We need only to show that P has a fixed point by applying Theorem 1.9.

m

—mloc+p)
[(Pu)(2)| = " /0( "—Cm)“’lF(OH&—n;Oc;l—me)F(Cvu(C))del

(o)
—m(a+P) m
< \Q(zmzrw [ e Fas b mast - 2 g
nd —m(o+B+n)  rz
| Z OC+B )n) Z F(a) /O(Zm_cm)n+(xfldcm|
Z_mB |B | —mf
SHQHZE)'BH Mot 1) £al(a )|_H HZF(oc+1)+nF( )H
S 1] Bx] —
n;)l"(ochI)JrnF(oc) o

Thus P : B, — B, and P maps B, into itself. Now we proceed to prove that P is equicontin-
uous. For z;,z; € U such that z; # zp, we have |z]' —25'| <8, 8> 0. ThenVu € §:= {u €
C,: |ul <rr>0}

—m(o+P) m
[(Pu) (21) = (Pu)(22)]| < 1Q(2) |7 —— (o) /0 (T—Cm)a_lF(OHLB,—ﬂ;Ot;l—ZW)de

1
—m(0+B)

< 2 m m\o.— c Y- " m
_zrm)/o (22— o) 1F(oc+B,—n,oc,l—g)dC |

HZ (a4 B)a(

—m(atpin)
n(l)n) [ F(a) /O (Zrln_cm)rﬁ(xfldcm
((x+[3+n)

Z 2 m m\n—+o— m
—QW)/0 (@ — gyt tag)

|B | —mf —mp
HZ OC—|—1 +nr()z ZZ |
|Bn] B B B
m (. m 2/ —
190 ¥ frai () @) P2 )
- 2HQHIB |

2 — 2|7

nz [(a+1)+nl(o)
- 2[Q[Br]  <p
;)F(OH— 1) Jrnl"(oc)8

n

which is independent on u. Hence P is an equicontinuous mapping on S. In view of the
assumption of the theorem we have P is a univalent function (see [12]). The Arzela-Ascoli
theorem (Theorem 1.8) yields that every sequence of functions from P(S) has got a uni-
formly convergent subsequence, and therefore P(S) is relatively compact. Schauder's fixed
point theorem asserts that P has a fixed point. By construction, a fixed point of P is a
univalent solution of the initial value problem (1.1). ]
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In the following theorem we show the relation of univalent solution for the initial value
problem (1.1).

Theorem 3.2. Let the assumptions of Theorem 2.8 be satisfied. Then every univalent solu-
tion u(z) of the problem (1.1) satisfies the subordination q1(z) < u(z) < q2(z), where q1(z)
and q>(z) are univalent function in U.

Proof. Setting u= 1, F(z,u(z)) := f(z) and pgpgn(z) = 1. O

Theorem 3.3. Let the assumptions of Theorem 2.6 be satisfied. Then univalent solutions
uy,u,uy, of the problem (1.1) are satisfying the subordination u; < u < u.

Proof. Setting u =1 and let F(z,u;(z2)) := g1(2), F(z,u2(2)) := g2(2), F(z,u(2)) := f(2)
and popu(z) = 1. O

Note also, the authors have recently established the existence solutions for different types
of differential equations of fractional order in the complex plane (see [13, 14, 15, 16]).
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