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Abstract

We study germs of real analytic n-dimensional submanifold of
C™ that has a complex tangent space of maximal dimension at a
CR singularity. Under some assumptions, we first classify holo-
morphically the quadrics having this property. We then study
higher order perturbations of these quadrics and their transforma-
tions to a normal form under the action of local (possibly formal)
biholomorphisms at the singularity. We are led to study formal
Poincaré-Dulac normal forms (non-unique) of reversible biholo-
morphisms. We exhibit a reversible map of which the normal
forms are all divergent at the singularity. We then construct a
unique formal normal form of the submanifolds under a non de-
generacy condition.
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1. Introduction and main results

1.1. Introduction. We say that a point x( in a real submanifold M in
C" is a CR singularity, if the complex tangent spaces T, M N J, T, M do
not have a constant dimension in any neighborhood of xy. The study
of real submanifolds with CR singularities was initiated by E. Bishop
in his pioneering work [4], when the complex tangent space of M at a
CR singularity is minimal, that is exactly one-dimensional. The very
elementary models of this kind of manifolds are classified as the Bishop
quadrics in C?, given by

w1 Q: z2 =z’ +9(:f +71), 0< 7y < oo;
. Q:zz:zf%-ff,y:oo,

with Bishop invariant . The origin is a complex tangent which is said
to be elliptic if 0 < ~v < 1/2, parabolic if v = 1/2, or hyperbolic if
v >1/2.

In [19], Moser and Webster studied the normal form problem of a real
analytic surface M in C? which is the higher order perturbation of Q.
They showed that when 0 < v < 1/2, M is holomorphically equivalent
to a normal form which is an algebraic surface that depends only on ~
and two discrete invariants. They also constructed a formal normal form
of M when the origin is a non-exceptional hyperbolic complex tangent
point; although the normal form is still convergent, they showed that
the normalization is divergent in general for the hyperbolic case. In
fact, Moser—Webster dealt with an n-dimensional real submanifold M
in C", of which the complex tangent space has (minimum) dimension 1
at a CR singularity. When n > 2, they also found normal forms under
suitable non-degeneracy condition.

In this paper we continue our previous investigation on an n dimen-
sional real analytic submanifold M in C" of which the complex tangent
space has the largest possible dimension at a given CR singularity [12].
The dimension must be p = n/2. Therefore, n = 2p is even. As shown
in [22] and [12], there is yet another basic quadratic model

Q’ys C C42 23 = (2’1 + 27352)27

(1.2) 2= (20 + 201 = 7,)7)%,

with s an invariant satisfying Revs < 1/2, Im~, > 0, and ~, # 0.
The complex tangent at the origin is said of complex type. In [12], we
obtained convergence of normalization for abelian CR singularity. In
this paper, we study systematically the normal forms of the manifolds
M under the condition that M admit the maximum number of deck
transformations, condition D, introduced in [12].

In suitable holomorphic coordinates, a 2p-dimensional real analytic
submanifold in C?” that has a complex tangent space of maximum di-
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mension at the origin is given by
M:Zp'i‘j:Ej(Z/’E/)v 1<j<p,
Ej(z'7) = hj(.7) + ¢;(z) + O(|(, 2)%),
where 2’ = (z1,...,2p), each h;(2',Z') is a homogeneous quadratic poly-
nomial in 2,7’ without holomorphic or anti-holomorphic terms, and
each ¢;(Z') is a homogeneous quadratic polynomial in Z’. We call M a
quadratic manifold in C?P if E; are homogeneous quadratic polynomi-

als. If M is a product of Bishop quadrics (1.1) and quadrics of the form
(1.2), it is called a product quadric.

1.2. Basic invariants. We first describe some basic invariants of real
analytic submanifolds, which are essential to the normal forms. To
study M, we consider its complexification in C? x C?P defined by

M. 2pri = Ei(Zw'), i=1,...,p,
Wp+i = Ei(wlaz/)7 = 17 -5 D

It is a complex submanifold of complex dimension 2p with coordinates
(2, w') € C?. Let my, T2 be the restrictions of the projections (z,w) —
z and (z,w) — w to M, respectively. Note that mo = Cmipg, where
po is the restriction to M of the anti-holomorphic involution (z,w) —
(w,z) and C is the complex conjugate. It is proved in [12] that when
M satisfies condition B, i.e. ¢~'(0) = 0, the deck transformations of
w1 are involutions that commute pairwise, while the number of deck
transformations can be 2¢ for 1 < ¢ < p. Throughout the paper, we
assume that all manifolds M satisfy the following condition introduced
in [12]:

Condition D. M satisfies condition B, i.e. ¢~ '(0) = 0, and m
admits the mazimum number, 2P, of deck transformations.

Then it is proved in [12] that the group of deck transformations of
m1 is generated uniquely by p involutions 71, ..., 71, such that each 7,
fixes a hypersurface in M. Furthermore,

TLI=T11.--Tlip

is the unique deck transformation of which the set of the fixed-points has
the smallest dimension p. We call {711,...,T1p, po} the set of Moser—
Webster involutions. Let 7o = pgT1p9 and

g =T1T72.

: : : -1 _ -1 -1 _
Then o is reversible by 7; and po, i.e. 07" = 7j07, " and 67" = poopo.

In this paper for classification purposes, we will impose the following
condition:

Condition E. M has distinct eigenvalues, i.e. o has 2p distinct
etgenvalues.
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We now introduce our main results.

Our first step is to normalize {7y, T2, po}. When p = 1, this normal-
ization is the main step in order to obtain the Moser—Webster normal
form; in fact, a simple further normalization allows Moser and Webster
to achieve a convergent normal form under a suitable non-resonance
condition even for the non-exceptional hyperbolic complex tangent.

When p > 1, we need a further normalization for {r11,...,7ip, po};
this is our second step. Here the normalization has a large degree of
freedom as shown by our formal and convergence results.

1.3. A normal form of quadrics. In section 3, we study all quadrics
which admit the maximum number of deck transformations. For such
quadrics, all deck transformations are linear. Under condition E, we
will first normalize o, 71, 72 and pg into S, Ty, Ty and p where

Ti: & = Nl 0= NG,

Ty: & = Ay, n; = )\;151',
S: & = g, my = g,

with
Ae>1, Al =1, [A|>1, Agps, = Xs M= )‘]2
Here 1 < j5 <p.

Notation on indices. Throughout the paper, the indices e, h,s
have the ranges: 1 < e < ey, e, < h < €4+ hy, €4 + hye < s <
p — S«. Thus, ey + hy + 25, = p. We will call ey, hs, s, the numbers
of elliptic, hyperbolic and complexr components of a product quadric,
respectively.

As in the Moser—Webster theory, at the complex tangent (the origin)
an elliptic component of a product quadric corresponds a hyperbolic com-
ponent of S , while a hyperbolic component of the quadric corresponds
an elliptic component of S. On the other hand, a complex component
of the quadric behaves like an elliptic component when the CR singu-
larity is abelian, and it also behaves like a hyperbolic components for
the existence of attached complex manifolds; see [12] for details.

For the above normal form of T1, Tg and S we always normalize the
anti-holomorphic involution py as

& = T e = &
& = &ns Ul = T
(1.3) pr g P _
55 - §s+s*’ UE = Mstser
!/ / —
S+Sx = 587 778-‘1—8* = s

With the above normal forms Tl,Tg, S,p with § = T1T2, we will then
normalize the 711,...,7, under linear transformations that commute
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with 71, T», and p, i.e. the linear transformations belonging to the
centralizer of Tl,Tg and p. This is a subtle step. Instead of normal-
izing the involutions directly, we will use the pairwise commutativity
of 711,...,T1p to associate to these p involutions a non-singular p x p
matrix B. The normalization of {71, ..., 7ip, p} is then identified with
the normalization of the matrices B under a suitable equivalence rela-
tion. The latter is easy to solve. Our normal form of {7i1,...,7ip, p}
is then constructed from the normal forms of 77,75, p, and the matrix
B. Following Moser—Webster [19], we will construct the normal form
of the quadrics from the normal form of involutions. Let us first state
a Bishop type holomorphic classification for quadratic real manifolds.

Theorem 1.1. Let M be a quadratic submanifold defined by
ot = h(2,7) +45(F), 1<j<p
Suppose that M satisfies condition E, i.e. the branched covering of

w1 of complexification M has 2P deck transformations and 2p distinct
etgenvalues. Then M is holomorphically equivalent to

QBq: zprj = L3(2,7), 1<j<p,
where (L1(2',Z'),...,Ly(2,Z"))" = B(z' + 2yZ’), B € GL,(C) and

Y. © 0 0
10 0 0
Y=o o 0 .

0 0 I,—7, O

Here p = e + hy + 254, Ls, denotes the s, X s, identity matriz, and

Ye. = diag(717 s 776*)7 Yh, = diag(rye*-i-lv s 776*+h*)a
75* = diag(’}/e*+h*+1, .. a’yp—s*)a
with Ye, Yn, and s satisfying

0<v.<1/2, 1/2<7,<o0, Reys<1/2, Im~s>0.

Moreover, B is uniquely determined by an equivalence relation B ~
CBR for suitable non-singular matrices C, R which have exactly p non-
zero entries.

When B is the identity matrix, we get a product quadric or its equiv-
alent form. See Theorem 3.7 for detail of the equivalence relation. The
scheme of finding quadratic normal forms turns out to be useful. It will
be applied to the study of normal forms of the general real submanifolds.

1.4. Formal submanifolds, formal involutions, and formal cen-
tralizers. The normal forms of ¢ turn out to be in the centralizer of
S , the normal form of the linear part of ¢. The family is subject to a
second step of normalization under mappings which again turn out to
be in the centralizer of S. Thus, before we introduce normalization, we
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will first study various centralizers. We will discuss the centralizer of S
as well as the centralizer of {T1,T»} in section 4.

1.5. Normalization of 0. As mentioned earlier, we will divide the
normalization for the families of non-linear involutions into two steps.
This division will serve two purposes: first, it helps us to find the for-
mal normal forms of the family of involutions {711,. .., T1p, p}; second,
it helps us understand the convergence of normalization of the original
normal form problem for the real submanifolds. For purpose of normal-
ization, we will assume that M is non-resonant, i.e. o is non-resonant,
that is that its eigenvalues p1, ..., up, ul_l, ey u;l satisfy

(1.4) £, VQeZP, |Q|#0.

Before stating next result, we introduce the following.

Condition L. p = (..., u1,) is a formal map from CP to CP and
satisfies

() = {uj exp (G + O(¢), e
] pjexp(V=1¢ + O(I¢P), j#e.

In section 5, we obtain the normalization of o by proving the follow-
ing.

Theorem 1.2. Let o be a holomorphic map with linear part S. As-
sume that S has eigenvalues (1, . . ., fip, ,ul_l, ey u;l satisfying the non-
resonant condition (1.4). Suppose that o = 7179 where 11 is a holomor-
phic involution, p is an anti-holomorphic involution, and 19 = pT1p.

Then there exists a formal map ¥ such that p == U~ 1pW is given by
(1.3), o* = ¥~ 1oV and 7¥ = V=17, U have the form

(1.5) o*: & =w;(Em&,  nj=n; " Enmy, wi(0) =py, 1<5<p,
T & =Ny, i = AGNEnE, i=1,2 1< <p.

Here, &n = (§1m, -+ &pTp), By = A%j and Ayj = A;jl. Assume further

that w satisfies condition L. By a further holomorphic (resp. formal)

change of coordinates that preserves p, we can transform convergent
(resp. formal) o* and T} into

(1.6) G: & =(Eng, =0 "Enn;, 1<j<p,
1 &= Ay (Emmy, = A (En)g;,

with [\2]‘ = Afjl and f1; = A%j, while

exp(Ci 4+ 04(IC12)), —e
(L.7) %@_{M p(G+0i(C),

pjexp(V=1¢ + 0;([¢))), J#e.
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Here O;(|¢|?) indicates terms of order at least two and independent of
¢j, and i and, hence, 7;, T are uniquely determined with A1;(0) = A;
and pij = )\?.

Remark 1.3. Condition L has to be understood as a non-degeneracy
condition of the simplest form. To avoid confusion in this paper, the
W, [i; in this paper replace Mi,Mj in [12]. We, however, keep other
notation from [12].

We will conclude in section 5 with an example showing that although
o, Ty, Ty are linear, {7y1,...,T1p, p} are not necessarily linearizable, pro-
vided p > 1.

Section 6 is devoted to the proof of the following divergence result.

Theorem 1.4. There exists a non-resonant real analytic submanifold
M with pure elliptic complex tangent in CO such that if its associated o
is transformed into a map o* that commutes with the linear part of o
at the origin, then o* must diverge.

Note that the theorem says that all normal forms of o (by defini-
tion, they belong to the centralizer of its linear part, i.e. they are in
the Poincaré-Dulac normal forms) are divergent. It implies that any
transformation for M that transforms ¢ into a Poincaré—Dulac normal
form must diverge. This is in contrast with the Moser—Webster theory:
For p = 1, a convergent normal form can always be achieved even if the
associated transformation is divergent (in the case of hyperbolic com-
plex tangent), and furthermore, in case of p = 1 and elliptic complex
tangent with a non-varnishing Bishop invariant, the normal form can be
achieved by a convergent transformation. A divergent Birkhoff normal
form for the classical Hamiltonian systems was obtained in [10]. See
Yin [24] for the existence of divergent Birkhoff normal forms for real
analytic area-preserving mappings.

We do not know if there exists a non-resonant real analytic subman-
ifold with pure elliptic eigenvalues in C* of which all Poincaré-Dulac
normal forms are divergent.

1.6. A unique normalization for the family {7;;, p}. In section 7,
we will follow the normalization scheme developed for the quadric nor-
mal forms in order to normalize {7i1,...,71p,p}. Let & be given by
(1.6). We define

fy &G =AMy, i =ALEMEG, =& mh=m k#J,
where Ay;(0) = \; and ;= f\%j We now state the main result of this
paper:

Theorem 1.5. Let M be a real analytic submanifold that is a third
order perturbation of a non-resonant product quadric. Suppose that its
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associated o is formally equivalent to & given by (1.6). Suppose that fi
is given by (1.7). Then the formal normal form M of the submanifold
M is completely determined by

i, o n).

Here the formal mapping ® is in C°(T11,...,71p) NC(71) and tangent to
the identity. Moreover, ® is uniquely determined up to the equivalence
relation ® ~ RPR;' with R.: & = ejﬁ,n} =¢n; (1 <4 <p), e? =1
and €sys, = €s. Furthermore, if the normal form (1.5) of o can be

achieved by a convergent transformation, so does the normal form M
of M.

Here the set C(71) N C(711,...,71p) is defined in Lemma 7.2 for an
invertible matrix Bj, while the B; in the above theorem needs to be
the identity matrix. See also Theorem 7.7 for an expanded form of
Theorem 1.5, including the expression of the normal form M.

We should mention some very recent works related to the study of
CR-singularities [13, 9, 11, 17]. We now mention related normal form
problems. The normal form problem, that is the equivalence to a model
manifold, of analytic real hypersurfaces in C™ with a non-degenerate
Levi-form has a complete theory achieved through the works of E. Car-
tan [5], [6], Tanaka [23], and Chern—Moser [7]. In another direction,
the relations between formal and holomorphic equivalences of real an-
alytic hypersurfaces (thus, there is no CR singularity) have been in-
vestigated by Baouendi-Ebenfelt-Rothschild [1], [2], Baouendi-Mir—
Rothschild [3], and Juhlin-Lamel [14], where positive (i.e. convergent)
results were obtained. In a recent paper, Kossovskiy and Shafikov [16]
showed that there are real analytic real hypersurfaces which are formally
but not holomorphically equivalent. In the presence of CR singularity,
the problems and techniques required are, however, different from those
used in the CR case. See [12] for further references therein. The reader
is also referred to a recent work of Kossovskiy—Lamel [15] for conver-
gence results and a recent survey by Mir [18] on the interplay between
formal and holomorphic equivalence in CR-geometry.

1.7. Notation. We briefly introduce notation used in the paper. The
identity map is denoted by I. The matrix of a linear map y = Ax is
denoted by a bold-faced A. We denote by LF the linear part at the
origin of a mapping F': C™ — C™ with F'(0) = 0. Let F’(0) or DF(0)
denote the Jacobian matrix of the F' at the origin. Then LF(z) =
F’(0)z. We also denote by DF(z) or simply DF', the Jacobian matrix
of F' at z, when there is no ambiguity. If F is a family of mappings
fixing the origin, let LF denote the family of linear parts of mappings
in F. By an analytic (or holomorphic) function, we shall mean a germ
of analytic function at a point (which will be defined by the context)



REAL SUBMANIFOLDS AT A CR SINGULAR POINT, II 129

otherwise stated. We shall denote by O,, (resp. @n, M., ﬁn) the space
of germs of holomorphic functions of C™ at the origin (resp. of formal
power series in C", holomorphic germs, and formal germs vanishing at
the origin).

Acknowledgment. The authors are grateful to the anonymous referee
for helping them improve the exposition of the paper.

2. Moser—Webster involutions and product quadrics

In this section, we will first recall a formal and convergent result
from [12] that will be used to classify real submanifolds admitting the
maximum number of deck transformations. We will then derive the
family of deck transformations for the product quadrics.

We consider a formal real submanifold of dimension 2p in C?? defined

by

(2.1) M: 2y = E;j(,2), 1<j<p.
Here E; are formal power series in z’/,Z’. We assume that
(2.2 Ei(#,7) = hyi(#, #) + 4;(2) + O(I(+, 2"

and hj,q; are homogeneous quadratic polynomials. The formal com-
plexification of M is defined by

M: {Zp+i =E;(Z W), i=1,...,p,

wyyi = Bi(w',2'), i=1,...,p.
We define a formal deck transformation of w1 to be a formal biholomor-
phic map
7 (2, w') — (¢, f(¢,w')), 7(0)=0,

such that m7 = 7, i.e. Eo7 = E. Assume that ¢~'(0) = 0 and that
the formal manifold defined by (2.1)—(2.2) satisfies condition D that
its formal branched covering m; admits 2P formal deck transformations.
Then 7 admits a unique set of p deck transformations {71, ..., 71} such
that each 7y; fixes a hypersurface in M.

As in the Moser—Webster theory, the significance of the two sets of in-
volutions is the following proposition that transforms the normalization
of the real manifolds into that of two families {71,..., 7} (1 = 1,2)
of commuting involutions satisfying 79; = p71jp for an antiholomorphic
involution p. Let us recall the anti-holomorphic involution

(2.3) po: (2, W) — (W, 2).
Proposition 2.1. Let M, M be formal (resp. real analytic) real sub-

manifolds of dimension 2p in C?P of the form (2.1)-(2.2). Suppose that
M, M satisfy condition D. Then the following hold :
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(1) M and M are formally (resp. holomorphically) equivalent if and
only if their associated families of involutions {711, ..., Tip, po} and
{711, ..., Tip, po} are formally (resp. holomorphically) equivalent.

(13) Let Ti = {711,...,Tip} be a family of formal holomorphic (resp.
holomorphic) commuting involutions such that the tangent spaces
of Fix(m11),...,Fix(7ip) are hyperplanes intersecting transversally
0. Let p be an anti-holomorphic formal (resp. holomorphic) invo-
lution and let To = {To1,...,Top} with o5 = pT1jp. Let [zmgp]fﬂ
be the set of linear functions without constant terms that are in-
variant by LT;. Suppose that

(2.4) [Sm%]fﬂ N [im%]fﬁ = {0}.

There exists a formal (resp. real analytic) submanifold defined by
(2.5) 2= (B%,...,Bg)(z’,?),

for some formal (resp. convergent) power series Bi, ..., B, such

that M satisfies condition D. The set {Ti1,...,Tip,po} of invo-
lutions of M is formally (resp. holomorphically) equivalent to

{TH,... ,Tlp,p}.

The above proposition is proved in [12, Propositions 2.8 and 3.2].
Since we need to apply the realization several times, let us recall how
(2.5) is constructed. Using the fact that 711,..., 7y, are commuting in-
volutions of which the sets of fixed points are hypersurfaces intersecting
transversally, we ignore p and linearize them simultaneously as

Zj: Zpyj = —Zpyi, i %, LF
for 1 < j <p. Thus, in z coordinates, invariant functions of 7y1,...,71p
are generated by z1, ..., z, and zg SRR z%p. In the original coordinates,
zj = A;(€,m),1 < j < p, are invariant by the involutions, while z,,; =
B;(&,n) is skew-invariant by 7i;. Then Ajo p(&,n) are invariant by
the second family {79;}. Condition (2.4) ensures that ¢: (2/,w’) =

(A(&,m), Ao p(&,m)) is a germ of formal (biholomorphic) mapping at
the origin. Then

M: zpyj; = BJQ op 1(2,Z), 1<j<p

is a realization for {71, ..., T1p, p} in the sense stated in the above propo-
sition.

Next we recall the deck transformations for a product quadric
from [12].

Let us first recall involutions in [19] where the complex tangents
are elliptic (with non-vanishing Bishop invariant) or hyperbolic. When
~1 # 0, the non-trivial deck transformations of

Q22 = |z + (25 +7),
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for 7y, m are 7 and 7o, respectively. They are

YA /o —-1_ . _
T2 =21, W =—WwW1—7 21, T2=p71p,

with p being defined by (2.3). Here the formula is valid for v; = oo (i.e.
v L 0). Note that 7 and 7o do not commute and o = 7179 satisfies

ot =r0m = pop, 72-2:.7, pr=1.

When the complex tangent is not parabolic, the eigenvalues of o are
p,p~t with g = A2 and yA2 — A\ + v = 0. For the elliptic complex
tangent, we can choose a solution A > 1, and in suitable coordinates we
obtain

m: & =M+ 0((EmP), 7 =2+ 0(En)P),
T2 = PT1P, p(f?ﬁ) = (ﬁv E)a
o & =pe+0(ENP), 7 =un+O0(En), =

When the complex tangent is hyperbolic, i.e. 1/2 < v < oo, 7; and o
still have the above form, while |u| =1 = || and

p(&:m) = (&)
We recall from [19] that
1
T
Note that for a parabolic Bishop surface, the linear part of ¢ is not

diagonalizable.
Consider a quadric of the complex type of CR singularity

4!

(2.6) Q23 = 2122+ ’ysfg +(1- *ys)z%, 24 = Z3.

Here 75 is a complex number.
By condition B, we know that vs # 0,1. Recall from [12] that the
deck transformations for m; are generated by two involutions

r_ r_
Zl —Zl, Zl —21,
) 2y = 2, ) 2y = 2,
T11: f N1 T12: ,
wy = —wy — (1 =7,)" 2, wy = wy,
wh = wo; wh = —wg — ;5 2.

We still have p defined by (2.3). Then 7; = p7ijp, j = 1,2, are given
by

I -1 /I
2= —z1— (1 —s) " w, 21 = 21,
/I _ /I ~—1
X Zo = 22, X 29 = —r2 — s Wi,
721 ’ 722 ;
wy = wy, wy = wq,

— . I
Wy = W2; Wy = W2.
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Thus, 7; = 7172 is the unique deck transformation of 7; that has the
smallest dimension of the fixed-point set among all deck transforma-
tions. They are

;o ;o -1
21 = 21, 2] =—z1— (1 —75) wa,
! _ ! _ =——1
2o = 22, Zg = —&2 — Vs Wi,
T f _ Ty f
wy = —wi — (1 =7,) 2, wy = wy,
/ -1, . I
Wy = —W2 — Vg 21, Wy = W2.

Also 01 := 711722 and g := T1397T01 are given by
/
21 = 21,
! _ =—1
R = —R22 — 7Yg Wi,
_ = \—1 = _ =2\-1
wy = (1=7,) 22+ (s —75) " — Dwy,

wh =5 e+ (1 = 92) 7! = Dwa

And 0 := T1T9 = 04102 18 given by

2 =—z1— (1 =) lwy,

Zh = —zp — Y5 wi,

wi = (1=7,) e + (7, —79) 7" — Dy,
why =75z + (35 —72) 7" = Dw.
Suppose that s # 1/2. The eigenvalues of o are

Og:

(27) :usa :us_lv ﬁs_lv ﬁsa
(2.8) Hs = 73_1 -1

Here if pus = @i, and p; ' = fi; ' then each eigenspace has dimension
2. Under suitable linear coordinates, the involution p, defined by (2.3),
takes the form

(29) P(§17§2a7717772) = (EQ?El?ﬁQ?ﬁl)‘
Moreover, for j = 1,2, we have m; = p7y;p and
T & =N, = A E=6, =i, i # b
~1
M=, A=, ps=AL

By a permutation of coordinates that preserves p, we obtain a unique
holomorphic invariant ps satisfying

(2.10) ls| > 1, Imps >0, 0<arghs <7/2, ps#—1
By condition E, we have |us| # 1.
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Although the case s = 1/2 is not studied in this paper, we remark

that when 5 = 1/2 the only eigenvalue of os; is 1. We can choose

suitable linear coordinates such that p is given by (2.9), while

(2.11)

Os1- gi = 517 77/1 = 771+§17 fé = 627 775 = "2

O0s2: gi = 517 773 =M, gé = 527 775 = _£2+7727
o5t & =&, m=&+m, & =&, np = &+

Note that eigenvalue formulae (2.7) and the Jordan normal form (2.11)
tell us that 71 and ™ do not commute, while o451 and o4 commute and
they are diagonalizable if and only if v5 # 1/2. We further remark that
when pu, satisfies (2.10), we have

(2.12) Revys <1/2, Im~vs >0, if |us] > 1, Imps > 0;
(2.13) Revs =1/2,Imvs > 0,75 # 1/2, if [ps| = 1, Im pus > 0, pus # 1

(2.14) s <1/2, v #0, ifpi>1; 4s=1/2, ifps=1.
We have, therefore, proved the following.

Proposition 2.2. Quadratic surfaces in C* of complex type CR sin-
gularity at the origin are classified by (2.6) with s uniquely determined
by (2.12)—(2.14).

The region of eigenvalue p, restricted to £ := {|u| > 1,Im u > 0}, can
be described as follows: For a Bishop quadric, u is precisely located in
w:={p e C: |u| =1} UL, 00). The value of p of a quadric of complex
type, is precisely located in Q := E \ {—1}, while w = 0F \ (—o0, —1).

In summary, under the condition that no component is a Bishop
parabolic quadric or a complex quadric with v, = 1/2, we have found
linear coordinates for the product quadrics such that the normal forms
of S, Tj;, p of the corresponding o, 0;, 7;;, po are given by

S: & =&, =y g

Ty & = Xgnjs 0 =256, & =& me=m, k#J;
, { (&Ml &) = (Tes Ees € Tin)

. (€ e Mo Mors,) = (Eopsnr Eor Tsrsns Tls)-

Notice that we can always normalize py into the above normal form p.

For various reversible mappings and their relations with general map-
pings, the reader is referred to [20] for recent results and references
therein.

To derive our normal forms, we shall transform {71, 72, p} into a nor-
mal form first. We will further normalize {7;, p} by using the group
of biholomorphic maps that preserve the normal form of {7y, 72, p}, i.e.
the centralizer of the normal form of {7, 72, p}.
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3. Quadrics with the maximum number of deck
transformations

In Proposition 2.1, we describe the basic relation between the classi-
fication of real manifolds and that of two families of involutions inter-
twined by an antiholomorphic involution, which is established in [12].
As an application, we obtain in this section a normal form for two fam-
ilies of linear involutions and use it to construct the normal form for
their associated quadrics. This section also serves as an introduction
to our approach to find the normal forms of the real submanifolds at
least at the formal level. At the end of the section, we will also intro-
duce examples of quadrics of which S is given by Jordan matrices. The
perturbation of such quadrics will not be studied in this paper.

3.1. Normal form of two families of linear involutions. To formu-
late our results, we first discuss the normal forms which we are seeking
for the involutions. We are given two families of commuting linear in-
volutions 71 = {111,...,T1p} and To = {151, ..., To,} with To; = pTijp.
Here p is a linear anti-holomorphic involution. We set

Ty =TTy, Tz=plip.

We also assume that each Fix(77;) is a hyperplane and NFix(77;) has
dimension p. By [12, Lemma 2.4], in suitable linear coordinates, each
T7; has the form

Zj: & =€ nmi=mni (i #£7), nj=-n.

Thus, combining with (2.4) gives us
(3.1) dim[?ﬁ%]z—i =D [937210]? = [Z)n?p]lTiv
(3.2) dim[fm%]r{i =D, pﬁ?p]{l N [9322],]?2 = {0}.

Recall that [92,]1 denotes the linear holomorphic functions without
constant terms. We would like to find a change of coordinates ¢ such
that ¢ ~1T1;¢ and ¢~ !pp have a simpler form. We would like to show
that two such families of involutions {77, p} and {77, 5} are holomorphi-
cally equivalent, if there are normal forms are equivalent under a much
smaller set of changes of coordinates, or if they are identical in the ideal
situation.

Next, we describe our scheme to derive the normal forms for linear
involutions. The scheme to derive the linear normal forms turns out to
be essential to derive normal forms for non-linear involutions and the
perturbed quadrics. We define

S =N1T.

Besides conditions (3.1)—(3.2), we will soon impose condition E that S
has 2p distinct eigenvalues.
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We first use a linear map v to diagonalize S to its normal form

S:&=p& my=pmy, 1<j<p
The choice of % is not unique. We further normalize 17,75, p under
linear transformations commuting with S , i.e. the invertible mappings
in the linear centralizer of S. We use a linear map that commutes with
S to transform p into a normal form too, which is still denoted by p.
We then use a transformation 1y in the linear centralizer of S and p to
normalize the 17,75 into the normal form

Tp: & =gy, 0 = /\Zjlfj, 1<j<p

Here we require Ag; = )\1_]-1. Thus, p; = )\%j for 1 < 5 < p, and
A1, ..., A1p form a complete set of invariants of 74,75, p, provided the
normalization satisfies

Ae>1, ImMAyp >0, arghis € (0,7‘(‘/2), |)\5’ > 1.

This normalization will be verified under condition E.

Next we normalize the family 77 of linear involutions under mappings
in the linear centralizer of T7, p. Let us assume that 77, p are in the
normal forms 7}, p. To further normalize the family {77, p}, we use the
crucial property that T71,...,77, commute pairwise and each T1; fixes
a hyperplane. This allows us to express the family of involutions via a
single linear mapping ¢:

Tij = e101Z;67 o1
Here the linear mapping ¢1 depends only on Aq,...,A,. Expressing
¢1 in a non-singular p X p constant matrix B, the normal form for
{Th1,...,Thp, p} consists of invariants A,..., A, and a normal form of
B. After we obtain the normal form for B, we will construct the nor-
mal form of the quadrics by using the realization procedure in Proposi-
tion 2.1 (see the paragraph after that proposition or the proof in [12]).

We now carry out the details.

Let T1 = T11 < 'Tlpa T2 == pTlp and S = TlTQ. Since T‘Z and p are
involutions, then S is reversible with respect to T; and p, i.e.

STU=T7'ST,, S'=plSp, TP=1, pP=1

Therefore, if k is an eigenvalue of S with a (non-zero) eigenvector u,
then

Su=ru, S(Twu)=r‘Tu, S(pu)=%& lpu, S(pTju)=~RpTu.

Following [19] and [22], we will divide eigenvalues of product quadrics
that satisfy condition E into 3 types: p is elliptic if u # £1 and p is
real, p is hyperbolic if |pu| = 1 and p # 1, and p is complex otherwise.
The classification of ¢ into the types corresponds to the classification
of the types of complex tangents described in section 2; namely, an
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elliptic (resp. hyperbolic) complex tangent is tied to a hyperbolic (resp.
elliptic) mapping o.

We first characterize the linear family {77, 7%, p} that can be realized
by a product quadric with S being diagonal.

Lemma 3.1. Let {T1,T>} be a pair of linear involutions on C? sat-
isfying (3.2). Suppose that Ty = pTip for a linear anti-holomorphic
involution and S = T1Ty is diagonalizable. Then {T1,T1,p} is real-
ized by the product of quadrics of type elliptic, hyperbolic, or complez.
In particular, if S has 2p distinct eigenvalues, then 1 and —1 are not
etgenvalues of S.

Proof. The last assertion follows from the first part of the lemma
immediately. Thus, the following entire proof does not assume that S
has distinct eigenvalues. Let E;(v;) with ¢ = 1,...,2p be eigenspaces of
S = T1T5 with eigenvalues v;. Thus,

2p
C2p = @Ez(l/z)a CQp@Ei(l/Z') = @Ej(l/j).
i=1 j#i
Fix an i and denote the corresponding space by E(v). Since o~ =
TyoTy, then T1E(v) = ToE(v), which is equal to some invariant space
E(v~!). Take an eigenvector e € E(v) and set ¢’ = The.

Let us first show that 1 is not an eigenvalue. Assume for the sake of
contradiction that E(1) is spanned by a (non-zero) eigenvector e. Then
Ty preserves E(1). Otherwise, ¢/ and e are independent. Now The =
Tie =€ and T;(e + €') = € + e, which contradicts Fix(77) N Fix(T3) =
{0}. With E(1) being preserved by T;, we have T;e = ee and € = +1,
since T; are involutions. We have € # 1 since Fix(T1) N Fix(Tz) = {0}.
Thus, The = —e = The. Then Fix(T1) and Fix(T,) are subspaces of
C? 9o FE(1) and both are of dimension p. Hence, Fix(T})NFix(12) # {0},
a contradiction.

Since S~! = p~'Sp and S~' = T, 'ST; then T1 sends E(v) to some
E(v~') as mentioned earlier, while p sends E(v) to some E(7~!). Thus,
each of Tj, p yields an involution on the set {E(v1),..., E(vp)}.

Let Ei(—1),...,Er(—1) be all spaces invariant by 7. Since Th =
115, they are also invariant by T5. Then none of the k spaces is invariant
by p. Indeed, if one of them, say E; generated by e;, is invariant by p,
we have Tie; = eej and pe; = be; with €2 = 1 = |b]. We get The; =
(pT1p)ej = ee; and oe;j = e, which contracts that o has eigenvalue —1
on E;. Furthermore, if F(—1) is invariant by 77, then pE(—1) is also
invariant by Ti as T1 = pT5p. Thus, we may assume that pF; = Ey;
for 1 < j </¢:=k/2. For each j with 1 < j < ¢, either T} =1 = —T5 on
Ejand Ty = pIop=—Ion Eyyj,orTy = —I on Ej and Ty = I on Ej .
Interchanging F;, E¢,; if necessary, we may assume that 77 = I = —15
on Ej and T1 = —I = —T15 on Ey;;. We can restrict the involutions
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Ty, Ty, p on C? := E; ® Eyyj as it is invariant by the three involutions.
By the realization in [19], {11, T, p} is realized by a Bishop quadric; in
fact, it is Qoo. Assume now that F(—1) is not invariant by 77. Thus,
T; sends E(—1) into a different E(—1). Assume first that E(—1) is
invariant by p. Then E(—1) is also invariant by p as p = ThpT}. Thus,
as the previous case {T1,Tb, p}, restricted to E(—1)® E(—1) is realized
by Qoo-

Suppose now that p does not preserve E(—1). Recall that we already
assume that T1(E(—1)) = E(—1) is different from F(—1). Let us show
that E(—1) # pE(—1). Otherwise, we let & = pe with e being an
eigenvector in E(—1). Then Tie = aé. So Tre = pTipe = a 'é and
TiTee = |a|~2e. This contracts Se = —e. We now realize E(—1) @
pE(—1)®& E(-1)® pE(—1) by a product of two copies of Qs as follows.
Take a non-zero vector e € E(—1). Define e; = e + Tie. So Tie; =

e1, Seg = —ey, and They = T1S5e; = —ey. Define €1 = pey; then
Tie; = playpé; = —eé1. Define éa = e; — They; then Tiés = —éy and
Thés = €9. Define eg = péa; then Ties = pTrpes = ea. In coordinates
z1e1 + w1€1 + zoex + waéa, we have Ti(z;) = z; and T (wj) = —wj

and p(zj) = wj. Therefore, {11, T, p} is realized by the product of two
copies of Q.

Consider now the case v, denoting some v;, is positive and v # 1. We
have

(3.3) T;: E(v) » E(v™), i=1,2.
There are two cases: pE(v) = E(v™!) or pE(v) := E(v=') # E(v1).
For the first case, the family {7}, Ty, p}, restricted to E(v) ® E(v~1), is
realized by an elliptic Bishop quadric @, with v # 0. For the second
case, we want to verify that {17, Ts, p}, restricted to E(v) ® pE(v) ®
E(v =Y @ pE(v™1), is realized by a quadric of complex type singularity.
Write v == v = M, \g = X;l, and vy = ﬁl_l. (The redundant
complex conjugate is for the rest of cases.) Let u; be an eigenvector
in E(v). Define v; = \Tiu; € E(v=1). Then Tjuy = )\]._1111. Define
uo = puy and v = pvy. Then Tius = plrpus = plru; = )\glvg. Thus,
ou; = vju; and ov; = I/j_lvj. We now realize the family of involutions
by a quadratic submanifold. For the convenience of the reader, we repeat
part of argument in [12]; see the paragraph after Proposition 2.1. In
coordinates & uy + Eug + mur + nave, we have Tj(€,n) = (\in, \; €)
and p(fﬂ]) = (52761’ﬁ27ﬁ1)‘ Let

zj =&+ Ay, wi=zop, j=12

= —-A6)% = -2 6)%
Expressing &;,n; via (21, 22, w1, wz), we obtain

ZgZL%(Zl,ZQ,ZUh’UJQ), Z4:L%(21,ZQ,ZU1,’U)2).
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Setting wy; = Z; and wy = Z3, we obtain the defining equations of
M C C* that is a realization of {T},T5, p}.

Assume now that v < 0 and v # —1. We still have (3.3). We want
to show that p(E(v)) # E(v~!) where E(v~!) is in (3.3), i.e. the above
second case in which v > 0 occurs and the above argument shows that
{Ty, Ty, p}, restricted to E(v)DpE(v)®E(v=Y)@pE(v1), is realized by
a quadric of complex type singularity. Suppose that pE(v) = E(v1).
Take e € E(v). We can write € = pe € E(v~!). Then Tie = aé. We
have The = T1Se = vaé and The = pTipe = p(a~'e) = a 'é. We obtain
v = |a|=2 > 0, a contradiction.

Analogously, if v has modulus 1 and is different from 41, we have two
cases: pE(v) = E(v=!) or pE(v) :== E(v™') # E(v™1). In the first case,
{T1,T5, p} restricted to the two dimensional subspace is realized by a
hyperbolic quadric @), with v # co. In the second case its restriction
to the 4-dimensional subspace is realized by a quadric of complex CR
singularity with |v| = 1. In fact, the same argument is valid. Namely,
let \2 = v = vy, Let \y = Xl_l and vy = 7!, Take an eigenvector
e1 € E(v). Define é; = A\jThe1,ea = pep and éa = pé;. Then define
zj,wj and L; as above, which gives us a realization. We leave the
details to the reader. Finally, if v,7~!,»~1, 7 are distinct, then we
have a realization proved in Theorem 3.7 for a general case where all
eigenvalues are distinct. q.e.d.

Of course, there are non-product quadrics that realize {17, Ts, p} in
Lemma 3.1 and the main purpose of this section is to classify them
under condition E. We now assume conditions E and (3.1)—(3.2) for the
rest of the section to derive a normal form for 77; and p.

We need to choose the eigenvectors of S and their eigenvalues in such
a way that 77,75 and p are in a normal form. We will first choose
eigenvectors to put p into a normal form. After normalizing p, we will
then choose eigenvectors to normalize 77 and T5.

First, let us consider an elliptic eigenvalue p.. Let u be an eigenvector
of pie. Then u and v = p(u) satisfy

(3.4) S() =pto, Ty(u) = Ao, pe =My
Now Ts(u) = pTip(u) implies that
~1
=% =P

Replacing (u,v) by (cu,cv), we may assume that A\; > 0 and Ay = )\fl.
Replacing (u,v) by (v, u) if necessary, we may further achieve

plu) =v, M =X>1, pe=X\>1.

We still have the freedom to replace (u,v) by (ru,rv) for r € R*, while
preserving the above conditions.
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Next, let pup, be a hyperbolic eigenvalue of S and S(u) = ppu. Then

u and v = Tj(u) satisfy
p(u) = au, p(v)=bv, [a|=[b]=1.
Replacing (7u,v) by (cu,v), we may assume that a = 1. Now Th(v) =
pT1p(v) = bu. To obtain b = 1, we replace (u,v) by (u,b~/?v). This
give us (3.4) with |\j] = 1. Replacing (u,v) by (v,u) if necessary, we
may further achieve
p(u) = u, p(U) =v, M =Ap, pp= )‘}217 arg \p € (0771-/2)

Again, we have the freedom to replace (u,v) by (ru,rv) for r € R*,
while preserving the above conditions.
Finally, we consider a complex eigenvalue ps. Let S(u) = psu. Then
@ = p(u) satisfies S(%) = fi; 4. Let u* = Ty(u) and @* = p(u*). Then
S(u*) = pgtu* and S(a*) = fga*. We change eigenvectors by
(u, a,u*,a"*) — (u,a, cu™,cu”),

so that

Note that S(u) = M\u, S( *) = )\1_2 * S(a) —XIQﬂ and S(u*) —XZ'INL*
Replacing (u, @, u*, ~*) by (u*,a*,u u) changes the argument and the
modulus of A\; as )\1 becomes )\1. Replacing them by (@, u,a*,u*)
changes only the modulus as A\; becomes 5{1 and then replacing them
by (u*,u*, —u, —u) changes the sign of A;. Therefore, we may achieve

s = A2 AN =), argy, € (0,7/2), |\ >1.

We still have the freedom to replace (u,u*,a,a*) by (cu, cu*,cu,ca*).
We summarize the above choice of eigenvectors and their correspond-
ing coordinates. First, S has distinct eigenvalues

N=X A =N AL 0h A
Also, S has linearly independent eigenvectors satisfying
Sue = Nue, Su = \2ul,
Svp, = Navp,  Svj = N, ),
Sws = Nws,  Swk=\?w!, S, = Xfws, Swi = Xiﬁjz.

Furthermore, the p, T7, and the chosen eigenvectors of S satisfy

—2

s

2
5

A

pue =uy, Tiue = )\e_lu
* * —1_ *.
PUR = Vp, pUp =Vp, Tivp = Ay vp;

~ * ~ % -1, = ~ ~
pWs = Ws, pw, =W, Lws=A; w;, Tiws= AW



140 X. GONG & L. STOLOVITCH

For normalization, we collect elliptic eigenvalues p. and p- !, hyper-
bolic eigenvalues pup and ,ugl, and complex eigenvalues in jg, p;t, 715"
and 7z,. We put them in the order

fe =Tlos  Hpte = Hg s
Hhs  Ppthath = B
1 -1 _
Msy  Hsts, = MHs 5 Hpts = Hg 5 Hptsi+s = Mg
Here and throughout the paper the ranges of subscripts e, h, s are re-
stricted to
1<e<e,, ex<h<ei+hs ex+he<s<p—s,.
Thus, e. + hy« + 25« = p. Using the new coordinates

Z (geue +"76Uz ) +Z (ghvh +77h'U;;) +Z (gsws +§s+s* Ws+ns w: +1Ns1s, ’LZJ: ) 5

we have normalized o,T1,T> and p. In summary, we have the following
normal form.

Lemma 3.2. Let T),T be linear holomorphic involutions on C?P
that satisfy (3.2). Suppose that Ty = poTipg for some anti-holomorphic
linear involution py. Assume that S = TiTo has n distinct eigenvalues.
There exists a linear change of holomorphic coordinates that transforms
11,75, S, po simultaneously into the normal forms Tl,Tg, S,p:

(3.5) Ti: & =Nmy, mj=X\"¢ 1<j<p;
(3.6) Ty: & =N my=Ng, 1<) <p;
(3.7) S: & =&y, wy=pitn, 1< <p;
€ = T, e = e,
(3.8) o 4 Sh="En M =TT,
§o=Cotsr  Cota =8
Mo = Totsar  Mats, = Tls:
Moreover, the eigenvalues ji1,. .., p, satisfy
(3.9) pi =25, 1<j<p;
(3.10) N> Dal =10 > 1 e = A
(3.11) arg \p, € (0,7/2), arg)s € (0,7/2);
(3.12) Aet < Aerg1, O <arg\y <argA\piq < 7/2;
(3.13) argAy < argAygyq, or arg Ay = arg Ay y1 and |[Ag| < [Agy1]-

Here 1 <€ < ey, e <h < ex+ hy, and ex +hy < 8’ < p— s4. And
1<e<es, e <h<eithy, ande,+hye < s < p—s,. Ifg is also in the
normal form (3.7) for possible different eigenvalues fiy, . .., fi, satisfying
(3.9)(3.13), then S and S are equivalent if and only if their eigenvalues
are identical.
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The above normal form of p will be fixed for the rest of paper. Note
that in case of non-linear involutions {711, .., 7ip, p} of which the linear
part are given by {111,...,T1p, p} we can always linearize p first under
a holomorphic map of which the linear part at the origin is described in
above normalization for the linear part of {7i1,...,71p, p}. Indeed, we
may assume that the linear part of the latter family is already in the
normal form. Then ¢ = (I + (Lp) o p) is tangent to the identity and
(Lp)otpop =1, ie. ¢ transforms p into Lp while preserving the linear
parts of 711,...,71p. Therefore, in the non-linear case, we can assume
that p is given by the above normal form. The above lemma tells us
the ranges of eigenvalues p., pp, and us that can be realized by quadrics
that satisfy conditions E and (3.1)-(3.2).

Having normalized 77 and p, we want to further normalize the family

{Th1,...,Tp} under linear maps that preserve the normal forms of T
and p. We know that the composition of T7; is in the normal form, i.e.
(3.14) Ty Ty =Ti

is given in Lemma 3.2. We first find an expression for all T7; that com-
mute pairwise and satisfy (3.14), by using invariant and skew-invariant
functions of Ty. Let

(& n) =ei(2",27)
be defined by

(3.15) 75 =Lt Aene, Ze =1 — N
(3.16) zE =&+ A, 2 = — M,
(3.17) 5 =&+ A, 25 =ns — A ',
(3.18) Zhe, = Eoren + Xs_lnerS*a Zors. = Msts — Assts,-

In (2F,27) coordinates, ¢ T1¢;1 becomes
Z:zt =2, 27— -z
We decompose Z = Zy - - - Z}, by using

Zi: (2%,27) = (z+,zf,...,z;_l,—z;,z;rl,...,z;).

To keep simple notation, let us use the same notions x,y for a linear
transformation y = A(x) and its matrix representation:

Az — Azx.

The following lemma, which can be verified immediately, shows the
advantages of coordinates 2T, z7.

Lemma 3.3. The linear centralizer of Z is the set of mappings of
the form

(3.19) é: (21,27) = (AzT,Bz7),
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where A, B are constant and possibly singular matrices. Let v be a
permutation of {1,...,p}. Then Z;j¢ = ¢Z, ;) for all j if and only if ¢
has the above form with B = diag, d. Here

(320) diagy(dl, cee ,dp) = (bij)pxpa bjI/(j) = dj, bjk =0 kai 75 V(])

In particular, the linear centralizer of {Z1, ..., Zp} is the set of mappings
(3.19) in which B are diagonal.

To continue our normalization for the family {77;}, we note that
apl_lTHgol,..., gol_lTlpgol generate an abelian group of 2P involutions
and each of these p generators fixes a hyperplane. By [12, Lemma 2.4],
there is a linear transformation ¢; such that

o1 Ty = 012507, 1<j<p.

Computing two compositions on both sides, we see that ¢; must be in
the linear centralizer of Z. Thus, it is in the form (3.19). Of course,
#1 is not unique; ¢; is another such linear map for the same 7 1; if and
only if ¢1 = ¢aPy with ¢4 € C(Z1,...,2Zy). By (3.19), we may restrict
ourselves to ¢ given by

(3.21) #1: (27, 27) — (27, Bz7).

Then ¢ yields the same family {T;} if and only if its corresponding

matrix B = BD for a diagonal matrix D.

In the above we have expressed all T11, ..., 711, via equivalence classes
of matrices. It will be convenient to restate them via matrices.

For simplicity, 7; and S denote Ti, S', respectively. In matrices, we
write

() m () () (o (5) 5(5)

Recall that the bold faced A represents a linear map A. Then

0 A A2 0
e ), o0,
Al 0 2px2p 0 A1 2px2p

We will abbreviate

Se* = (617 s age*)7 Eh* = (ge*Jrl?' .. a£6*+h*)7 523* = (Ee*-i-h*—i-l? v agp)'

We use the same abbreviation for . Then (&, ,m.,), (§,.,Mp, ), and
(€25, , M2, ) subspaces are invariant under Ti;, T7, and p. We also de-
note by Tf*,Tlh*,Tf* the restrictions of 77 to these subspaces. Define
analogously for the restrictions of p, S to these subspaces. Define di-
agonal matrices Aje,, Aip,, A1s,, of size ex X e, by X hy and s, X Sy
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respectively, by

A, O 0 0 A, O 0 0
0 Ay, O 0 _ 0 A, 0 0
A=l o 0 AL o0 |"MT| o 0 F. o

o 0o o0 A, 0 0 0 Al

154

Thus, we can express T7* and S% in (2s,) X (2s4) matrices

0 0 Ay O Al 0 0 0
_— ——2
| 0 0 0 Ag| g |0 Ay 0 0
! Al 0o 0o o [’ 0 0 A2 O
0 AL, 0 0 o o o0 A

Let I, denote the k x k identity matrix. With the abbreviation, we can

express p as
Pe* <|e (e'*> ) ph* == IQh*v

0 I, 0 O
I, 0 0 O

Sx Sy
P =10 0o o I,
0 0 I o0

*

Note that p is anti-holomorphic linear transformation. If A is a complex
linear transformation, in (§,n) coordinates the matrix of pA is pA, i.e.

() )

with
0 0 0 0 L O 0 O
0 I, 0 0 0 O 0 O
0 0 0 I 0 O 0 O
o o1, o 0 0o o0 o
P=|l1.. o o o 0 0 0 O
0 0 0 0 0 I, 0 O
0 0 0 0 0 0 0 I,
0 0 0 0 0 0 I O

For an invertible p x p matrix A, define an n x n matrix E5 by

171, -A -1 I, A
(322) EA = 5 <A_1 Ip ) 3 EA - <_A_1 Ip .

For a p x p matrix B, we define
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Therefore, we can express
(3.23) Ty; = EA,B.Z;B.'E,, Ty = pTyp,
(3.24) Z; =diag(1,...,1,-1,1,...,1).

Here —1 is at the (p + j)-th place. By Lemma 3.3, B is uniquely deter-
mined up to equivalence relation via diagonal matrices D:

(3.25) B ~ BD.

We have expressed all {T11,...,T1p, p} for which T =Ty Tip and p
are in the normal forms in Lemma 3.2 and we have found an equivalence
relation to classify the involutions. Let us summarize the results in a
lemma.

Lemma 3.4. Let {T11,...,T1p, p} be the involutions of a quadric
manifold M. Assume that S = T1pT1p has distinct eigenvalues. Then
in suitable linear (&,m) coordinates, Thi,...,Ti, are given by (3.23),
while Ty1--- Ty = Ty and p are given by (3.5) and (3.8), respectively.
Moreover, B in (3.23) is uniquely determined by the equivalence relation
(3.25) for diagonal matrices D.

Recall that we divide the classification for {111,...,T1p, p} into two

steps. We have obtained the classification for 771 o --- 0Ty, = T and
p in Lemma 3.2. Having found all {T}1,...,T},, p} and an equivalence
relation, we are ready to reduce their classification to an equivalence
problem that involves two dilatations and a coordinate permutation.

Lemma 3.5. Let {Tll, .., Tip, p} be gwen by (3.23). Suppose that
Ty, = Ty - “Tip, p, T, = pTl,o, and S = T\Ty have the forms mn
Lemma 3.2. Suppose that S has distinct eigenvalues. Let {Tn, ceey
Tlp,p} be given by (3. 23) where \j are unchanged and B is replaced
by B. Suppose that R~ TR = fl,, () for all j and Rp = pR. Then
the matriz of R is R = diag(a,a) with a = (a.,,a,,as,,a}, ), while a
satisfies the reality condition

(326)  a. € (R, ay, € (R)™, a =al e (C)
Moreover, there exists d € (C*)P such that for 1 <i,j <p
(3.27) B= (diaga)_lB(diagy d), i.€., a;lbil,fl(j)dl,fl(j) = Z)”

Conversely, if a,d satisfy (3.26) and (3.27), then R™1T1;R = Tl,,(j) and
Rp = pR.
Proof. Suppose R_lleR = j:ly(j) and Rp = pR. Then R''R="T,

and R"1SR = S. The latter implies that the matrix of R is diagonal.
The former implies that

R: & = a;&, ;= ajmy,
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with a; € C*. Now Rp = pR implies (3.26). We express R~!T,;R =
T1,(j) via matrices:

(3.28) Ea,B.Z,;yB;'Ej! = R7'E4,B.Z;B;'E,'R.

In view of formula (3.22), we see that Ex, commutes with R = diag(a, a).
The above is equivalent to that 1 := B;'RB, satisfies 2, = ¢_1Zj1/).
By Lemma 3.3 we obtain ¢ = diag(A, diag, d). This shows that

A 0 \_ (I 0\ '(diaga 0 (T O
0 diag,d/ \0 B 0 diaga/ \0 B/’

The matrices on diagonal yield A = diaga and (3.27). The lemma is
proved. q.e.d.

Lemma 3.5 does not give us an explicit description of the normal
form for the families of involutions {711, ..., T, p}. Nevertheless, by
the lemma, we can always choose a v and d1agd such that the dlagonal
elements of B, corresponding to {Th, (1) Tl,, ,p}, are 1.

Remark 3.6. In what follows, we will fix a B and its associated
{T1,p} to further study our normal form problems.

3.2. Normal form of the quadrics. We now use the matrices B
to express the normal form for the quadratic submanifolds. Here we
follow the realization procedure in Proposition 2.1. We will use the
coordinates zT, 2~ again to express invariant functions of T7; and use
them to construct the corresponding quadric. We will then pull back
the quadric to the (£,7n) coordinates and then to the z,Z coordinates to
achieve the final normal form of the quadrics.

We return to the construction of invariant and skew-invariant func-
tions 2, 27 in (3.15)—(3.18) when B is the identity matrix. For a general
B, we define ®; and the matrix fIlfl by

1 A
o -1 ._p-lgp-1 _ !
©(ZF,Z27)=(&n), B =B E, = <_B—1A1_1 B—1>'

Note that Z+ = 2 and ®,'Ty;®; = Z;, by (3.23). The Z+,Z; with
i # j are invariant functions of 71, while Z; is a skew-invariant function
of T1;. They can be written as

(3.29) Zt=¢+ AN, Z =B YH-A['¢+7).
Therefore, the invariant functions of 71 are generated by
Zf =&+ Amg (Z7)" = (Bi(-AT € +0)?, 1<j<p.
Here Bj is the jth row of B~1. The invariant (holomorphic) functions

of T2 are generated by

(3.30) Wi =2Zop, (W7 =(Z; 0op)? 1<j<p
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Here W,” = Z; o p. We will soon verify that

m: (&n) = (2, w') = (Z7(&,n), WF ()

is biholomorphic. A straightforward computation shows that mpm™
equals

1

po: (2, W) — (W', 2).
We define

M: zy, ;= (Z; o m~(2,2))%

We want to find a simpler expression for M. We first separate B from
Z~ by writing
(3.31) 77 :=(-A{'I), Z-=B7'Z".

Note that m does not depend on B. To compute Z o m~L, we will use

matrix expressions for (&, ,nc,), (&4, Mp,) and (§aq,,M2,,) subspaces.
Let me,, mp,, ms, be the restrictions m to these subspaces. In the ma-
trix form, we have by (3.30)

Wt=Z%p, W =Zp.
Recall that A; = diag(A.., A, , A1, Ay, ). Thus,

_ [ 1 A, I Agp,
me, = _Ale* I ; my,, = I Al_hl* )
I 0 A, 0
|01 o AL
Tlo I 0 A’
I 0 Ay, ©
m! — I —Age, | [(T— A%e*)‘1 0
Cx _Ale* I 0 (I_A%e*)_l ’
mlo| I A% [@—AL ) 02 X
hx —Ain,  An, 0 I—=Af,) )7
_A;sl 0 0 _Als*
— —1
m—l — 0 A15* _Als* 0 Ls* 9 7
5 -1 0 0 I 0 -—Ls,
| 0 . I 0
(A7) = Ay,)! 0
L, = * — 1.1 -
L 0 (Als* - Als*)

Note that I — A? is diagonal. Using (3.31) and the above formulae, the

matrices of Z;'om™, Z; om™!, and Z; ' om™! are respectively given
* * *
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by
Z ‘m_ s [I —2(Axe, +A1—61*)71],
Le* = (I - A%e*)_l(_Ale* - A1_€1*)7
Z}:*m}:*l = Lh* [I —2A1h* (Alh* —+ Al_hl*)il] ,
Ly, = I = A3,) (A, — A7),

S | -IT—A2 0 0 2I|[L,, O
s, Mg~ = * —2 =
s 0 —I—-Aj, 2I o||0 -Lg
_; (T O 0 —2(I+ A7)
T o 1T 2@+ AT, ) 0 ’
T (I + Afsi)(Als* - Afsi)_l 0
v 0 (1+ A5, )AL, = Ag) 7|

Combining the above identities, we obtain

Z'm' = diag(Le., Ly, Ls.) <Ip, —2diag (Fe*,Alh*Fh*, [I‘O 1‘5} ));

with Ty, = I — T, and

Fe* = (Ale* + Afei)_l’ I‘h* = (Alh* + A;}ll*)—l’

(3:32) Ch =
FS* = (I + A].S*) !

We define Bj to be the j-th row of

(3.33) B := B !diag(L,,,Ly,, Ls,).
With 2z, = (2p—s,+1,---,2p), the defining equations of M are given
by
p+] {B — 2T, z.,,2zn, — 20y, A1, 20,
2
—211* oo Zs, = 2(0-T4)Zs,)} "

Let us replace z; with j # h and z, by iz; and i/, 2, respectively for
1 <j <p. Replace z,y; by —2,¢;. In the new coordinates, M is given
by

= {B; - (2. + 2T¢. 2., zs, + 2T, 7,

_ = 2
ZS* + 2’73*ZS*’ZS* + 2(1 - 75*)Z5*)} N

p+]
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Explicitly, we have

€*+h*
(8:34) QB 2y = (Y bjelze+20%0)
/=1
p=ss R 2
+ Z bjs(zs + 2’7555+s*) + bj(s-‘rs*)(ZSJrS* + 2(1 o 7S>25)> ’
5:€*+h*+1
for 1 < j < p. Here
1 _
Fe=—>5 =T%.
S A3, T

By (3.33), we also obtain the following identity
B = B~ diag(Le,, Ln.Aj)>, Ls.).

The equivalence relation (3.27) on the set of non-singular matrices B
now takes the form

~

(3.35) B = (diag, d) 'Bdiaga,

where a satisfies (3.26) and diag, d is defined in (3.20).
Therefore, by Proposition 2.1 we obtain the following classification
for the quadrics.

Theorem 3.7. Let M be a quadratic submanifold defined by (2.1)-
(2.2) satisfying condition D. Let Ty, Ty = pTip be the pair of Moser—
Webster involutions of M. Suppose that S = Ti1T> has 2p distinct
eigenvalues. Then M is holomorphically equivalent to (3.34) with B ¢
GL(p, C) being uniquely determined by the equivalence relation (3.35).

Note that the holomorphic classification of {77, p} agrees with its
linear classification, while the holomorphic classification of the quadratic
manifolds cannot be restricted to linear transformations.

When B is the identity, we obtain the product of 3 types of quadrics

Qr.t Zpre = (2e + 2%2«:)2;

Q1 Zprh = (2n + 275)%;
(3.36)
Qv 2pts = (25 + 2’)’555—%5*)27 Zptsts. = (Zsts, +2(1 — 79)58)27
with

1 1 1
(3.37) Ve

= =, Ts=——3.
Ae+ 22! Mo+l T 1N

Note that arg As € (0,7/2) and |A\s| > 1. Thus,

(338) 0<ve<1/2, v, >1/2, 7s€{2€C: Rez<1/2,Imz > 0}.
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Remark 3.8. By seeking simple formulae (3.29) for invariant func-
tions Z1 of {T1;} and (3.30) for invariant functions W of {T5;} =
{pT1;p}, we have mismatched the indices so that W, (£, n), instead
of Wi, is invariant by Ths. In (3.36) for p = 2 and h, = e, = 0, by

interchanging (zs, zp+s) With (2sys,, Zp+sts.) We get the quadric (1.2),
an equivalent form of (3.36).

We define the following invariants.

Definition 3.9. We call (y1,...,7p—s.), given by formulae (3.37)—
(3.38), the Bishop invariants of the quadrics. The equivalence classes
B of non-singular matrices B under the equivalence relation (3.27) are
called the extended Bishop invariants for the quadrics.

Note that I'c, has diagonal elements in (0,1/2), and I';, has diagonal
elements in (1/2,00), and T's, has diagonal elements in (—oc,1/2) +
(0, 00).

We remark that Z; is skew-invariant by Th; for ¢ = j and invariant
by 71;. Therefore, the square of a linear combination of Z,..., 2,
might not be invariant by all 77;. This explains the presence of B as
invariants in the normal form.

It is worthy stating the following normal form for two families of linear
holomorphic involutions which may not satisfy the reality condition.

Proposition 3.10. Let 7; = {Ti1,..., Tip}t,i = 1,2 be two fami-
lies of distinct and commuting linear holomorphic involutions on C?P.
Let Ty = Tj1 - - - Ty Suppose that for each i, Fix(T;1), ..., Fix(Ty,) are
hyperplanes intersecting transversally. Suppose that Ty, Ty satisfy (3.2)
and S = T1T5 has 2p distinct eigenvalues. In suitable linear coordinates,
the matrices of T;, S are

0 A A2 0
N I RN

with Ay = Al_1 being diagonal matrixz whose entries do not contain
+1,+i. The A% 1s uniquely determined up to a permutation in diagonal
entries. Moreover, the matrices of T;; are

(3.39) Tij = Ea,(Bi).Z;(Bi), 'Ey

for some non-singular complex matrices B1, Bo uniquely determined by
the equivalence relation

(3.40) (B1,B3) ~ (B, By)
= ((diag a)*lBl diag,, di, (diag a)*lBg diag,, d2),
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where diag,, di,diag,, d2 are defined as in (3.20), and R = diag(a, a)
s a non-singular diagonal complex matrixz representing the linear trans-
formation ¢ such that

0T =Ty, 1=125=1...,p.

Here T; is the family of the involutions associated to the matrices B,,

and Ep, and B, are defined by (3.22)(3.23).

Proof. Let k be an eigenvalue of S with (non-zero) eigenvector wu.
Since T;ST; = S~!. Then S(T;(u)) = x~'T;(u). This shows that x~ ! is
also an eigenvalue of S. By Lemma 3.1, 1 and —1 are not eigenvalues of
S. Thus, we can list the eigenvalues of S as p1, .. ., ip, ufl, e ,,u]jl. Let
u; be an eigenvector of S with eigenvalue ;. Fix \; such that )\? = [j.
Then v; := A\;jT1(u ) is an eigenvector of S with eigenvalue uj_l. The
Y- &uj + njv; defines a coordinate system on C?? such that T}, S have
the above matrices A; and S, respectively. By (3.21) and (3.23), Tj;
can be expressed in (3.39), where each B; is uniquely determined up to
B; diag d;. Suppose that {7 15} {T nj} are another pair of families of lin-
ear involutions of which the corresponding matrices are ]§1, B.. If there
is a linear change of coordinates ¢ such that go_lTijgo = Til,i(j), then in
the matrix R of ¢, we obtain (3.40); see a similar computation for (3.27)
by using (3.28). Conversely, (3.28) implies that the corresponding pairs
of families of involutions are equivalent. q.e.d.

Finally, we conclude the section with examples of quadratic manifolds
of maximum deck transformations for which the corresponding o is not
diagonalizable.

Example 3.11. Let K be a p x p invertible matrix. Let T, p,To =
pT1p, S have matrices

0 K 0 K '
T1:<K1 0>7 T2:<K 0 )7

(0 1, S_KK 0
=\, 0)0 """l o k'K')

One can verify that the sets of fixed points of 717,75 intersect transver-
sally if

(3.41) det(K —K 1) 0.

We can decompose 11 = 11y ---11, where T11,...,T, are commuting
involutions and each of them fixes a hyperplane by using

(& 5)- (6 D)6
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In coordinates, we have Ty : (£,1)" — T1(£,n)!. Thus, the linear invari-
ant functions of {771, ..., T}, } are precisely generated by linear invariant
functions of 77, and they are linear combinations of the entries of the
column vector ¢! + Kn'. On the other hand, the linear invariant func-
tions of {151, ..., Ts,} are linear combinations of the entries of the vector

4 Kﬁlnt. The two sets of entries are linearly independent functions;
indeed, if there are row vectors a, b such that

ae +Kn') + b +K 'n') =0,

then a = b and a(K — K ') = 0. Thus, a = 0 if (3.41) holds. Thus,
condition (3.41) also implies (3.1)—(3.2). By Proposition 2.1, the family
of {T1,...,Tp, p}, in particular, the matrix S, can be realized by a
quadratic manifold.

For a more explicit example, let J, be the p x p Jordan matrix with
entries 1 or 0. Then K = AJ,, satisfies (3.41) if A is positive and X # 1,

—-1 1
as K ' =\ J, L. For another example, set

(0 )\, —— (NI 0
K’\_<)\Jq 0>’ KAKA_(O X2

with ¢ = p/2 and p even. If A € C and X # 0,+1 then K satisfies (3.41)

as
1 0o A1J!
Ky, =|-— 7.
A </\ 31 o0 )
When A =1 and ¢ = 2, we obtain S in (2.11) if the above J3 is replaced
1/2

by J,'°, the Jordan matrix with eigenvalue 1 and off-diagonal entries
1/2.

4. Formal deck transformations and centralizers

In section 2, we describe the equivalence of the classification of real
analytic submanifolds M that admit the maximum number of deck
transformations and the classification of the families {7i1,...,71p, p}
of involutions that satisfy some mild conditions (see Proposition 2.1).
To classify the families of involutions and to find their normal forms,
we will also study the centralizers of various linear maps to deal with
resonance. This is relevant as the normal form of o will belong to the
centralizer of its linear part and any further normalization will also be
performed by transformations that are in the centralizer.

In this subsection, we describe centralizers regarding S , Ty and T:. We
will also describe the complement sets of the centralizers, i.e. the sets of
mappings which satisfy suitable normalizing conditions. Roughly speak-
ing, our normal forms are in the centralizers and coordinate transforma-
tions that achieve the normal forms are normalized, while an arbitrary
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formal transformation admits a unique decomposition of a mapping in
a centralizer and a mapping in the complement of the centralizer.

Recall that

(4.1) S: & =&y, my=n;ny, 1<j<p,
(4.2) Tp: &= Ay, my=X;'¢, 1<j<p,

with p; = A, and Ay = Ay = A

Definition 4.1. Let F be a family of formal mappings on C" fixing
the origin. Let C(F) be the centralizer of F, i.e. the set of formal
holomorphic mappings g that fix the origin and commute with each
element f of F,ie.,, fog=gof.

Note that we do not require that elements in C(F) be invertible or
convergent.
We first compute the centralizers.

Lemma 4.2. Let S be given by (4.1) with [, .5 by being non-

A~

resonant. Then C(S) consists of mappings of the form

(4.3) Ve & =aij(En, ;= bj(Enmny, 1<j <p,

Let 7,10 be formal holomorphic involutions such that S = T172. Then
i & = Aig(Emmy, M = AN (EE, 1<) <p,

with AleQ_jl = pj. The centralizer of {T1, Ty} consists of the above

transformations satisfying

(4.4) bj=aj, 1<j<p.

Proof. Let e; = (0,...,1,...,0) € NP, where 1 is at the jth place.
Let 1 be given by

f} = Z aj,PQ§P77Q7 77;— = Z bj,prPnQ-

By the non-resonance condition, it is straightforward that if @bS’A: S¢,
then ajpg = bjop = 0 if P~ Q # e;. Note that S~! = TpSTy for
To: (&,m) — (,€). Thus, 11Ty commutes with S. So 717p has the form
(4.3) in which we rename a;,b; by Ayj, A1j, respectively. Now 72 = I
implies that

A (A1 A (Q)C -5 (ApAR) (OG)AL(Q) =1, 1< j<p.

Then A;;(0)A1;(0) = 1. Applying induction on d, we verify that for
all 5

A1j(QA;(¢) =1+0(/¢), d>1.
Having found the formula for 7Ty, we obtain the desired formula of 7
via composition (7179)7p. q.e.d.
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Let Dy := diag(p11,-- -, f1n), - - -, Dg := diag(per, - - -, fien) be diago-
nal invertible matrices with complex entries. Set D := {D;z};i=1 /.

Definition 4.3. Let F' be a formal mapping of C” that is tangent
to the identity.

(i) Let n = 2p. F is normalized with respect to S, if F = (f,g) is
tangent to the identity and F' contains no resonant terms, i.e.

fiAvea = 0= gjaate;), |Al>0.

(i4) Let n = 2p. F is normalized with respect to {1}, T}, if F = (f, g)
is tangent to the identity and

fiAtea = —9jA(Ate;)s 1Al >0.

(#i7) F' is normalized with respect to D if it does not have components
along the centralizer of D, i.e. for each @ with |Q| > 2,

fio =0, if uf = p; for alli.

Let CS(S) (resp. C°(Ti,Ty), C5(D)) denote the set of formal mappings
normalized with respect to S (resp. {171, T5}, the family D). For conve-
nience, we let C5(S) (resp. C§(T1,Th), C5(D)) denote the set of formal
mappings F — I with F € C¢(S) (resp. C<(11,T3), C5(D)).

Let F = (Fy,...,F,): C" — C" be a formal mapping. Define a
formal mapping Fyyp,: C* — C" by

(Fsym)i,P = 133'?3565” |{FJ © V}P|>

where S, is the set of permutations v of coordinates z; — z,(;). Let us
recall the following lemma from [12, Lemma 4.3].

Lemma 4.4. Let H be a real subspace of (53}%)” Let - (ﬁ%)” —H
be a R linear projection (i.e. % = ) that preserves the degrees of the
mappings and let G = (I —W)(ﬁ%)" Suppose that there is a positive
constant C' such that m(E) < CEgyy, for any E € (/93}721)” Let F be a
formal map tangent to the identity. There exists a unique decomposition
F=HG ' withG—T€G and H—1¢eH. If F is convergent, then G
and H are also convergent.

Lemma 4.5. Let v be a mapping that is tangent to the identity.
There exist unique g € C(11,T2) and 11 € C(T1,Tz) such that ¢ =
¢1¢51. Moreover, if 1 is convergent, then vy and {1 are convergent.

Proof. Let G = Co(Ty, Ts) and H = C5(T1,T2). We need to find a R-
linear projection such that H = 7(92)", G = (I1—x)(M2)", and w(E) <
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CEgym. Note that g € Cg(Tl, Tg) and h € Cg(f’l, Tg) are determined by
conditions

9ivrey = 9Gtmatrte)  NiGrey = MG atrre), 1 <7 <P,
95,PQ = 9+p)op =0, P —Q Fej.
Thus, if h — g = K, we determine g uniquely by combining the above
identities with

-1
Ii(vteiy = o~ {Kj’(’YJFej)’Y + K(J’+p)ﬁ('v+ej)} ’
1
R (ytes)y = 9 {Kj7(7+€j)7 - K(J'+P),’Y(’Y+€j)} ’
for 1 < j < p. For the remaining coefficients of h, set h; pg = K; pg-
Therefore, 7(K) := h < Ky and the lemma follows form Lemma 4.4.
q.e.d.

Analogously, for any formal mapping 1 that is tangent to the identity,
there is a unique decomposition ¢ = 111y with ¢y € C5(S) and 1y €

C(S). If 4 is convergent, then g, are convergent.
Recall that for j =1,...,p, we define

We have seen in section 3 how invariant functions of Z; play a role in
constructing normal form of quadrics. In section 7, we will also need a
centralizer for non linear maps (see Lemma 7.2) to obtain normal forms
for two families of involutions. Therefore, let us first recall the following

lemma on the centralizer of Z1,..., Z,.
Lemma 4.6. The centralizer, C(Z1,...,Zy), consists of formal map-
pings

(57 77) — (U(f, 77)7 771V1(§a 77)7 cey np%(ﬁ: 77)),
such that U(&,m), V (&, n) are even in each n;. Let C(Z1,...,Z,) denote
the set of mappings I + (U,V') which are tangent to the identity such
that for Q,Q" € 2NP |P| 4+ |Q| > 1, and |P| +|Q’| > 0,

(4.5) Uj,p@ =V} p(e,+q) = 0.
Let 1) be a mapping that is tangent to the identity. There exist unique

Yo € C(Z1,...,Zy) and ¢y € C(Z1,...,Z,) such that o = it
Moreover, if ¥ is convergent, then 1y and 11 are convergent.

Proof. The lemma follows immediately from Lemma 4.4 in which H
is the R linear space of mappings (U,V') without constant or linear
terms, which satisfy (4.5). The projection 7 is the unique projection
onto H (i.e. 72 = 7, and 7 is the identity on ﬁ) such that 7 is linear
and preserves degrees, and 7(E) = 0 if E(¢,n) = O(|(&,71)]?) and E €
CQ(Zl, ey Zp) q.e.d.
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5. Formal normal forms of the reversible map o

Let us first describe our plan to derive the normal forms of M. We
would like to show that two families of involutions {7i;,72;,p} and
{71, T2, p} are holomorphically equivalent, if their corresponding nor-
mal forms are equivalent under a much smaller set of changes of coor-
dinates. Ideally, we would like to conclude that {71;,72;, p} are holo-
morphically equivalent if and only if their corresponding normal forms
are the same, or if they are the same under a change of coordinates
with finitely many parameters. For instance, the Moser—Webster nor-
mal form for real analytic surfaces (p = 1) with non-vanishing elliptic
Bishop invariant falls into the former situation, while the Chern—Moser
theory [7] for real analytic hypersurfaces with non-degenerate Levi-form
is an example for the latter. Such a normal form will tell us if the real
manifolds have infinitely many invariants or not. One of our goals is to
understand if the normal form so achieved can be realized by a conver-
gent normalizing transformation. We will see soon that we can achieve
our last goal under some assumptions on the family of involutions. Al-
ternatively and perhaps for simplicity of the normal form theory, we
would like to seek normal forms which are dynamically or geometrically
significant.

Recall that for each real analytic manifold that has 2P, the maximum
number of, commuting deck transformations {7i;}, we have found a
unique set of generators 71, ..., 7Tip so that each Fix(7;) has codimen-
sion 1. More importantly 71 = 711 - - - 71p is the unique deck transforma-
tion of which the set of fixed points has dimension p. Let 75 = p11p and
o = 1172. To normalize {71}, T2j, p}, we will choose p to be the standard
anti-holomorphic involution determined by the linear parts of o. Then
we normalize ¢ = 772 under formal mapping commuting with p. This
will determine a normal form {r], 75, p} and o* = 7{7*. This part of
normalization is analogous to the Moser—-Webster normalization. When
p = 1, Moser and Webster obtained a unique normal form by a simple
argument. However, this last step of simple normalization is not avail-
able when p > 1. By assuming u associated to o* satisfies condition L,
we will obtain a unique formal normal form &, 7y, 79 for o, 71, 0. Next,
we need to construct the normal form for the families of involutions. We
first ignore the reality condition, by finding ® which transforms {7;}
into a set of involutions {7} which is decomposed canonically accord-
ing to 71. This allows us to express {r11,...,71p, p} via {71, 72, D, p},
as in the classification of the families of linear involutions. Finally, we
further normalize {71, 72, ®, p} to get our normal form.

Definition 5.1. Throughout this section and next, we denote {h}y
the set of coefficients of hp with multiindices P satisfying |P| < d if h(z)
is a map or function in z as power series. We denote by Ap(t), A(y;t),
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etc., a universal polynomial whose coefficients and degree depend on a
multiindex. The variables in these polynomials will involve a collection
of Taylor coefficients of various mappings. The collection will also de-
pend on |P|. As such dependency (or independency to coefficients of
higher degrees) is crucial to our computation, we will remind the reader
the dependency when emphasis is necessary.

For instance, let us take two formal mappings F,G from C" into
itself. Suppose that F = I+f with f(z) = O(|z|?) and G = LG + g
with g(x) = O(|z|?) and LG being linear. For P € N" with |P| > 1, we
can express
(5.1) (FYp=—fp+Fr{f}p-1):

(5.2) (GoF)p=gp+ ((LG)o f)p+Gr(LG;{f, 9} p1-1);
(53)  (F1oGoF)p=gp—(fo(LG)p+(1G)o f)p
+Hp(LGi{f, 9} p|-1)-

5.1. Formal normal forms of pair of involutions {7y, 5 }. We first
find a normal form for o in C(S).

Proposition 5.2. Let 0 be a holomorphic map. Suppose that o has
a non-resonant linear part

S: & =&, mi=p;tn, 1<j<p
Then there exists a unique normalized formal map ¥ € Cc(g) such that
* = UloW € C(S). Moreover, & = by o™y € C(S), if and only if
Yo € C(S) and it is invertible. Let
0" & = (€&, ny = Vi(Enny,
a: & =m(EnE,  m; = Vi(Enny,
Po: & = a;(En)&, 1y = bi(En)n;.

(i) Assume that 71,72 are holomorphic involutions and o = T7s.
Then o* = 1{'15 with
(5.4) =R & = Ay (g, = Ayt (Em)gs

Vi = !J;17 ”‘] - Al]A_
Let the linear part of 7; be given by
Tp: & = Nijnys 5 = A5G

Suppose that )\Q_jl = Ai;. There exists a unique gy € CC(Tl,Tg)
such that

Fo= g o & = Nig(Emng, 0 = A Em)E;
1

(5.5) B =A% =v;' Ay = ]\
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Let Y1 be a formal biholomorphic map. Then {2/)1 T, ¥y Tg¢1}
has the same form as of {71, 72} if and only if 1 € C(T1,T3);
moreover, Aw (&n), w;(§n) are transformed into

(56) A’Lj o 172}17 ﬁ] o 12;17

for $1(¢) = (diag e(¢))*¢, ¥1(&,m) = ((diag c(én))E, (diag e(én))n).
(ii) Assume further that 9 = pT1p, where p is defined by (3.8). Let

pz5Cj_>Zjv 1<j<esthyg CS%ZHS*, ex + he <5 <p— s

Then p¥ = Wp, 75 = prip, and (c*)~' = po*p. The last two
identities are equivalent to

) Ay =Aieops, Beop=p, 1<e<e;

8)  Asw=Ayop., Wop=u,", e <h<hiote

9 Ag(s) = Ai(s.ts) O P2

10)  Ag(es) = Ais 0 pzy B3 002 = My gy haten <s<p—sa.
Let g and 7; = "gbg_lTi*w() be as in (i). Then py = op, and 71,72
satisfy

(5.11) Nje = m, ]\z_hl = Aip 0 ps, Ais+s* = /~\Z_Sl o p,.

Proof. We will use the Taylor formula

Fe+9) = f@) + Y mDefwsy) + Rmia f(:9),
k=1""

with Dy f(a;y) = {0f f(z + ty)}i=o and
1
1
(5:12) R flasy) = (m+1) [((1=0" 30 0% f(a+ o)y
0 |a|=m-+1 o
Set D = D;. Let o be given by
&= (Eme + f(&m), =V (Enn; + g; (&),
with
(513) (fa ) ECQ( )7 Ord(fag) =d2=>2.
We need to find ® € C°(S) such that ¥~1oW¥ = o* is given by
& =w; (g, = viEnn;
By definition, ¥ has the form
§=&6+Ui&mn), m=n0+Vi(&n), Uj(pre)p = Vj,p(Pte;) =0
The components of Wo* are
(5.14) & = m;(En)&; + Us(n(En)€, v(Emn),
(5.15) mj = v (Emm; + Vi(r(Em)&, v(Emn).
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To derive the normal form, we only need Taylor theorem in order one.
This can also demonstrate small divisors in the normalizing transfor-
mation; however, one cannot see the small divisors in the normal forms.
Later we will show the existence of divergent normal forms. This re-
quires us to use Taylor formula whose remainder has order two. By the
Taylor theorem, we write the components of oW as

(5.16) & = (U3 (En) + Duj(Em (U + EV +UV)) (& + Uj)
+ £ (&) + Dfi (& mU, V) + A;(&m),
(5.17) 1y = (Vi(€n) + DV (En)(nU + &V +UV)) (1 + V;)
+gg(§,n) + Dyg; (& n)(U,V) + B;(&,n).
Recall our notation that UV = (U1(&§,n)Vi(€,n), ..., Up(&,n)Vp(&,m)).
The second order remainders are
(5.18) Aj(&,n) = Ron(€n; €U +nV + UV)(&5 + Uj)
+ Rafj(§,m; U, V),
(5.19)  By(En) = RvU(€msel + v + UV)(ny + V;)

+ Rag;(&,m; U, V).

Note that the remainder Rou® is independent of the linear part of u’.
Thus,

Rgu? = Rg(u? - Lp?), szg = RQ(V? - Lv?).

Calculate the largest degrees w, d’ of coefficients of u® — Lu®, (U, V, £, g)
on which A; pg depend: It is easy to see that d>d>2and w > 2.
We have
2w —2)4+2(d+1)+1<|P|+|Q];
3+d+d <|P|+1|Q| or 2d+d —2<|P|+]Q|
where the first two inequalities are obtained from the first term on the

right-hand side of (5.18) and its second term yields the last inequality.
Thus, we have crude bounds

< IPIHQ[+1-2d

= 2 9
Analogously, we can estimate the degrees of coefficients of v?. We obtain
(5.20)  Ajpo = Ajpo{n’ — Lu’} [PLIQL+1-2; LU,V p1+101-d)s
(5:21)  Biqr = Bigr({V" = Lv"}ipisigpi-24; {9, U, VPl igl-a)-

Recall that {f,U,V}q is the set of coefficients of fpg,Upq,Vpg with
|P| +|Q| < d. Here A; pq(t';t"), Bjop(t';t") are polynomials of which
each has coefficients that depend only on j, P,Q) and they vanish at
t" =0.

d <|P|+]Ql -
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To finish the proof of the proposition, we will not need the explicit
expressions involving Du?, DV?, Df;, Dg;. We will use these derivatives
in the proof of Lemma 6.1. So we derive these expression in this proof
too.

We apply the projection (5.14)—(5.15) and (5.16)—(5.17) onto C5(5),
via monomials in each component of both sides of the identities. The
images of the mappings

(&n) = (UEE v(En), V(r(ENE, v(Enn)),
(&m) = (WOENUE, M),V (ENV(En)

under the projection are 0. We obtain from (5.14)—(5.17) and (5.18)—
(5.19) that dy = d. Next, we project (5.14)—(5.15) and (5.16)—(5.17)

~

onto Cy(.5), via monomials in each component of both sides of the iden-
tities. Using (5.13) and (5.20) we obtain

(6522)  wp =+ DLV bpee
+ MP({HO}Wv {f’ Uv V}P(d))v
(5.23) Vip = VE{P + {ng(U, V)}p7p+ej

+ Np({v°} 2IPL+1—2d {9, U, V}p@y),
with
P(d)=2|P| +1—d.

Here M p, N'p are polynomials of which each has coefficients that depend
only on P, and {u°}, stands for the set of coefficients u% with |Q| < a
for a real number a > 0. Note that U; pg = V; op = 0 when |P|+|Q| =
2, or ord(f,g) > |P| +|Q|. And Mp = Np =0 when ord(f,g) > P(d),
by (5.13). We have

{U;(w(EE, v(Emn)pq =
1 OU; po + Ui po ({1 v} pioi-a, {Upiig1-2)-

Comparing coefficients in (5.14), (5.16), and using (5.20), we get for
t= P +Q
(1”9 = u))Ujpq = {f; + Df;(U.V)}pg
Uy pg({n”) terss, {1V} s (£, U, Vo)

2

We have analogous formulae for Vjop. Using (5.22), we obtain with
[Pl +]Q = ¢

(5.24) (1% = uj)Ujpq = {f; + Dfi(U,V)}rq
+ Ui pQ{n’. V'Y ai {£,9,U. Vi),
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(5:25)  (u®7" = u;YWier = {g; + Dg;(U,V)}pg
+Vier({n®, v} i {£,9,U.V}i-),

for =@ £ (i, which are always solvable. Inductively, by using (5.24)—

(5.25) and (5.22)—(5.23), we obtain unique solutions U, V, u,v. More-

over, the solutions and their dependence on the coefficients of f, g and
small divisors have the form

(5.26) ("9 = u)Ujpg = {fi + Dfi(U,V)}pg

+Uj pg(de—2; {HO,VO}%% {f.9}te—2),
(5.27)  (u®" = u;WVier = {g; + Dg;j(U,V)}po

+Viop (02, {1, VO}%; {f 9} e-2),
where £ = |P| + |Q| and pF~@ # u;, and

p
(5.28) Oy = U{uj,,uj_l,Pl:PeZp,P;éej,\P\SE}.
i1 e

This shows that for any u®, v9 there exists a unique mapping ¥ trans-
forms o into o*. Furthermore, U po (t';"), V; o p(t'; ") are polynomials
of which each has coefficients that depend only on j, P, ), and they van-
ish at ¢/ = 0.

For later purpose, let us express u, v in terms of f,g. We substitute
expressions (5.26)—(5.27) for U,V in (5.22)—(5.23) to obtain

(5.29) wip = W p +{Dfi(U,V)}pie,p
+ M p(0p(a), {1’ VO}@; {f.9}pa))
(5:30) Vi =Vip+{Dg;(U.V)}ppie,

—{—,/\/’;:P((SP(d)v {”'07\’0}#; {fag}P(d))’

with f, g satisfying (5.13).

Assume that ¢ = 1), Lo*9pg commutes with S. By Corollary 4.5,
we can decompose ¢y = HG™! with G € C(S) and H € C(S). Fur-
thermore, G~16G commutes with S and H 1o*H. By the uniqueness
conclusion for the above 1y, H must be the identity. This shows that

Yo € C(9).
(7). Assume that we have normalized 0. We now use it to normalize
the pair of involutions. Assume that ¢ = 717 and 7']-2 = J. Then

o* = 115, Let Ty(€,m) = (n,€). We have Tp(o*) 1Ty = Torfo* i To.
By the above normalization, Tp(c*) Ty commutes with S. Therefore,

73Ty belongs to the centralizer of S and it must be of the form (&,7) —
(€A1 (€n),nA}(€n)). Then (7)? = I implies that

A1(En(A1AT)(En)AT(En) = 1.
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The latter implies, by induction on d > 1, that AjA] = 1+ O(d) for all
d>1,1ie. A1A>(1( =1.

Let 7 be given by (5.4). We want to achieve /~X1j1~X2j =1 for 7; =
Yy 1Ti*¢0 by applying a transformation g in CC(Tl, T 5) that commutes
with S. According to Definition 4.3, it has the form

Yo: & = &(L+a;(C),  mj =10;(1 = a;(C)),
with a;(0) = 0. Here fj = gjﬁj and ¢ == ((1,... ,fp). Computing the

products ¢ in ¢ and solving ( in {, we obtain
Yot G =& +b(O)TY iy =m(1—=b(0) 7
Note that (a?)p = Ajp({a}p-1), and

&my =& (1—a3(Q), &y = &my(1—b3(Q)
From zpo‘lwo =1, we get

(5.31) bj(¢) = a;(C), bjp=ajp+Bjp({atp-1)
By a simple computation we see that 7; = 1)y 17'1-*1/)0 is given by
g; = 7;A45(C), ;= gj[\i_jl(g),
with o ~
A1jAzi(0) = (AijAz) () (1 +b;(¢N) 72 (1 = a5(0)*.

Here ¢} = (;(1— a? (¢)). Using (5.31) and the implicit function theorem,
we determine a; uniquely to achieve /Nhjf\gj =1.

To identify the transformations that preserve the form of 71, 7, we

first verify that each element v; € C (T 1,T2) preserves that form. Ac-
cording to (4.4), we have

bz & =&a; (), mj = m;a;(0),
Uit & = 6b;(0), b
b;(¢)a;(¢) = 1.
This shows that ¥ 17 is given by

& = N (Ob;(Qny, 7 = A (OB (O
Then 9 17:2-1#1 is given by
& =M (O, 1 = ASHQE;.

Since (; = fjd?(f), then ¢f1ﬁ¢1 still satisfy (5.5). Conversely, sup-
pose that ¥ preserves the forms of T1,72. We apply CoerllaAury 4.5 to
decompose ¥ = gbl(;ﬁal with ¢g € C(T1,12) and ¢ € C<(T1,T3). Since
we just proved that each element in C (T 1, Tg) preserves the form of 7;,
then ¢1 = ¥1¢9 also preserves the forms of 71,72. On thert}Aler hand,
we have shown that there exists a unique mapping in C¢(7},T5) which
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transforms {7}, 75} into {71,72}. This shows that ¢9 = I. We have
verified all assertions in (7).

(i1). Tt is easy to see that C¢(S) and C¢(T},Ts) are invariant under
conjugacy by p. We have U"lo¥ = ¢* and ¥ € CC(S). Note that
pop = o~ and po*p have the same form as of (0*)71, i.e. they are in
C(S‘) and have the same linear part. We have pWpop¥~1p = p(c*)~!p.
The uniqueness of ¥ implies that p¥Up = ¥ and 75 = p7{p. Thus, we
obtain relations (5.7)-(5.10). Analogously, pthop is still in C<(T1,T3),
and pgop preserves the form of 71, 7o. Thus, pyop = ¥ and T2 = pTip,
which gives us (5.11). q.e.d.

We will also need the following uniqueness result.

Corollary 5.3. Suppose that o has a non-resonant linear part S.
Let U be the unique formal mapping in CC(S’) such that ¥~ loW €
C(S) IfU e CC(S) is a polynomial map of degree at most d such that
T loW(E,n) = 6(&,m) + O((6,n)|4) and & € C(S), then W is unique.
In fact, ¥ — ¥ = O(d+1).

Proof. The proof is contained in the proof of Proposition 5.2. Let us
recap it by using (5.26)—(5.27) and the proposition. We take a unique
normalized mapping ® such that ®'0~16¥® e C(5). By (5.26)-
(5.27), ® = I + O(d + 1). From Proposition 5.2 it follows that g :=
UeU—! € C(S). We obtain W& = ¢W. Thus, ¥ = ¥ + O(d + 1),
Since ¥y € C(S), and ¥, ¥ are in C(5), we conclude that ¥ = ¥ +
O(d+1). q.e.d.

For clarity, we state the following uniqueness results on normalization.

Corollary 5.4. Let 0 have a non-resonant linear part and let o be
given by

& =i + f7Em), = viEnm; + g7 n).
Let @ =1+ (U, V) € CS) and let o* = U~'aW be given by
& =&+ fi(&m), n; = V'(fn)nj +g;(&,m).
Suppose that (f°,¢%) and (f,g) are in CQ(S’)
ord(f°,¢°) > d, ord(f;,9;) >
Then ord(U, V) > d and
(5.32) Wip=Wlp Vip=Vip, 1<2/P|+1<2d-1

Proof. By Corollary 5.3, we know that ord(U,V) > d. Expanding
both sides of ¥ = Wo* for terms of degree less than 2d — 1, we obtain

) (En) (&5 + U;(&m)) + D (En)(V +nU)E; + f7(,m)
=1 (En)&; + fi(&m) + Uj(n(EnE, v(En)n) + O(2d — 1).

d>2.
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Note that &Vi(§,n)&; and n:Ui(§,n)&; and U (u(§n)€, v(€n)n) do not
contain terms of the form §Q7]Q§j. Comparing the coefficients of ££'n? &

for 2|P| +1 < 2d — 1, we obtain the first identity in (5.32). The second
identity can be obtained similarly. q.e.d.

When p = 1, Proposition 5.2 is due to Moser and Webster [19]. In

fact, they achieved

Hi(G) = Mleécf-
Here 6 = 0,41 for the elliptic case and § = 0,+i for the hyperbolic
case when p is not a root of unity, i.e. v is non-exceptional. In partic-
ular, the normal form is always convergent, although the normalizing
transformations are generally divergent for the hyperbolic case.

Let us find out further normalization that can be performed to pre-
serve the form of o*. In Proposition 5.2, we have proved that if o is
tangent to S, there exists a unique ¥ € C¢(S) such that ¥~ oW is an
element o* in the centralizer of S. Suppose now that o = 7179 while 7;
is tangent to T;. Let 7 = U1, W, We have also proved that there is a
unique ¥y € CC(Tl, Tg) such that 7; = ¢61Ti*¢07 1 = 1,2, are of the form
(5.5), i.e.

i & = Mg (Omys = A1 (QE;

6: & =1;(Q0&,  mj =5 (e
Here ¢ = (&imi, ..., &mp), ./Nng = JNXl_jl and p; = A%j. We still have
freedom to further normalize 77, 7o and to preserve their forms. However,
any new coordinate transformation must be in C (Tl, Tg), i.e. it must
have the form

U1t & = a; (€&, m — a;i(En)n;.
When 19; = p71;p, we require that 11 commutes with p, i.e.
Qe = Qe, Qp = Qh, Q5= Agts,-
In ¢ coordinates, the transformation )7 has the form
(5.33) @1 G —=b;(Q)¢, 1<j<p,
with b; = ajz. Therefore, the mapping ¢ needs to satisfy
be > 0, bh > 0, bs = 654,_5*.
Recall from (5.7)-(5.10) the reality conditions on f;

ﬁeopz:ﬁ@ 1§6§6*’
ﬁhopzzﬁ}:l, ex < h < hy + ey
ﬁs*+s :ﬁ;10p27 hs + ey <5< p— ss.

Here
Pz (j — Cja gs — <s+s*a Cs+s* — Csa
for1<j<ei+hyeand e+ he <s<p— s,
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Therefore, our normal form problem leads to another normal form
problem which is interesting in its own right. To formulate a new nor-
malization problem, let us define F' = (F7,..., Fp) by

’ —ilog(n;(¢)/i;(0)), e« <j<p.

Then the reality conditions on g become

(5.35) F=p,Fp,.

The transformations (5.33) will then satisfy

pzppz =@, b;(0) >0, 1<j<es+h

Under condition L on @, we have transformed the reality condition on p
into a linear condition (5.35). This will be useful to further normalize f.
Therefore, when F”(0) is additionally diagonal and invertible and its jth
diagonal entry is positive for j = e, h, we apply a dilation ¢ satisfying the
above condition so that F' is tangent to the identity. Then any further
change of coordinates must be tangent to the identity too. Thus, we

need to normalize the formal holomorphic mapping F' by composition
F o p, for which we study in next subsection.

(5.34)

5.2. A normal form for maps tangent to the identity. Let us
consider a germ of holomorphic mapping F'(¢) in CP with an invertible
linear part A at the origin. According to the inverse function theorem,
there exists a holomorphic mapping ¥ with ¥(0) = 0, ¥/(0) = I such
that F o ¥(¢) = A(. On the other hand, if we impose some restrictions
on ¥, we can no longer linearize F' in general.

To focus on applications to CR singularity and to limit the scope
of our investigation, we now deliberately restrict our analysis to the
simplest case: F'is tangent to the identity. We shall apply our result to
F as defined by (5.34). In what follows, we shall devise a normal form
of such an F' under right composition by W that preserve all coordinate

hyperplanes, i.e. W;(C) = gj\i/j(g), j=1,...,p.
Lemma 5.5. Let F' be a formal holomorphic map of CP that is tan-
gent to the identity at the origin.

(1) There exists a unique formal biholomorphic map ¥ which preserves
all (; = 0 such that ' := F o1 has the form

(5:36) F(Q)=¢+f(Q), FQO=0(cP);: 8,f;i=0, 1<j<p.
(13) If F is convergent, the v in (i) is convergent. If F commutes
with p,, so does the 1.
(7i7) The formal normal form in (i) has the form
(537) fio=fia—{Dfi- fla+Fio{flg2): 4 =0, |Q>1.
Here Fj g are universal polynomials and vanish at 0.
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Proof. (i). Write F\({) = ¢+ f(¢) and
Y: G = (i +Cgi(C), g;(0)=0.
For F' = F o4, we need to solve for f,g from

15(0) = ¢igi(Q) + fi 0 w(Q)-
Fix Q@ = (q1,...,¢p) € NP with |Q| > 1. We obtain unique solutions

(5.38) Gig—e; = — LW}, >0,
(5.39) fio ={fi@)}o, ¢ =0.

We first obtain gj g, = —fiQ + Go({f}1g/-1,{9}0—2)- This deter-
mines

(5.40) 95.0—¢; = —fi@ +9o({f}1g/-1)-

Next, we expand f;(¢(C)) = f;(¢) + Df;(C) - (Cg1(C),- -, Gpgp(C)) +
Raf;i(¢;Cg(C)). The last term, with ord g > 1, has the form

{R2£(¢:¢9(O)}o = Fio({fHoi-2, {9}01-2) = Fio({f}i01-2)-

Combining (5.39), the expansion, and (5.40), we obtain (5.37).

(43). Assume that F is convergent. Define h(¢) = Y |hg|¢?. We
obtain for every multi-index @ = (q1,...,¢qp) and for every j satisfying
g =1

9i0-e; S UG+ QT G+ GTp(0) g -
Set w(¢) = > Ckgr(¢). We obtain
w(C) < Y Fi(C+w((), .., G+ w(Q)).

Note that f;(¢) = O(|¢|*) and w(0) = 0. By the Cauchy majorization
and the implicit function theorem, w and, hence, g, v, f are convergent.

(#i7). Assume that p,Fp, = F. Then p-Fp, is normalized, p,1p,
is tangent to the identity, and the jth component of pzﬁ’pz(g') —( is
independent of ;. Thus, p.¥p. normalizes F' too. By the uniqueness

of v, we obtain p,¥p, = 1.
By rewriting (5.39), we obtain

(541) fio = fio +{fi(¥) = fi}e = fie + Fio{ Ha-1: {9} 01-2)-
From (5.38), it follows that
IkQ—er = — 1@ + Gr@-ee {FHg-1:{9}101-2), 1@ > 1.

Note that {g}o = 0 and {f}; = 0. Using the identity repeatedly, we
obtain gi g—e, = —fr,Q + 97 g—c, ({f}q|-1)- Therefore, we can rewrite
(5.41) as (5.37). q.e.d.
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5.3. A unique formal normal form of a reversible map o. We
now state a normal form for {7y, 72, p} under a condition on the third-
order invariants of o.

Theorem 5.6. Let 11, 75 be a pair of holomorphic involutions with
linear parts T;. Let o0 = 1179. Assume that the linear part of o is

S: & =&, my=p;'n, 1<j<p

and pi,. .., 1y are non-resonant. Let ¥ € Cc(g) be the unique formal
mapping such that

T =V W & = A (Enny, = Ay(En) T
ot = UToW: & = wi(En)éy, = wi(Em)

with p; = Alez_jl. Suppose that w satisfies condition L.

(i) Then there exists an invertible formal map 11 € C(S) such that
Fo=ar i & = A (En)my, ;= Ay (€n) ;5
(5.42) &=y ot & = 0(En)&, = y(En) ;.

Here AQJ' = A;jl, and T; is the linear part of 7;. Moreover, o
satisfies (1.7).

(i) The centralizer of {71, Ta} consists of 2P dilations (&,m) — (a&, an)
with aj = £1. And Aij are unique. If A;; are convergent, then
18 convergent too.

(ii7) Suppose that ¢ is divergent. If o is formally equivalent to a
mapping & € C(S) then & must be divergent too.

(iv) Let p be given by (3.8) and let 7o = pr1p. Then the above ¥ and
11 commute with p. Moreover, 7;, 6 are unique.

Proof. Assertions in (i) are direct consequences of Proposition 5.2 and
Lemma 5.5 in which F is the M in Proposition 5.2. The assertion in (i)
on the centralizer of {71, 72} is obtained from (5.6) of Proposition 5.2
in which ]Xij = f\” Indeed, by (5.6), if @ preserves {71,72}, then
(&) = (c(€m)&, c(€nn) and fi;(3(En)én) = fiy(€n). This shows that
l:lj oy = l:lj for 4(¢) = ¢*(¢)¢. Since llj - l:lj(o) = ;G + o(|¢]?) then
¢ is the identity, i.e. ¢; = 1. Now (iii) follows from (ii) too. Indeed,
suppose o is formally equivalent to some convergent

G: & = (EnE, nf=(En) ;.
By Lemma 5.5, there exists a unique convergent mapping ¢: C]/ =
b;(¢)¢; (1 < j < p) with b;(0) = 1 such that 1 o ¢ is in the normal
form (1.7). Then

(&hnf) = (02 (em)&;, b (Enyny), 1<j<p
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transforms & into a convergent mapping o,. Since the normal form for
u is unique, then 6 = o,. In particular, ¢ is convergent.

(iv). Note that pop = o=, Also p(c*)~!p has the same form as o*.
By (p¥~1p)a(p¥p) = (po*p)~!, we conclude that p¥p = W. The rest
of assertions can be verified easily. q.e.d.

Note that (ul_l, e ,u}jl) is also normalized in the form (1.7). Under
condition L, the above theorem completely settles the formal classifica-
tion of {71,712, p}. It also says that the normal form 7,72 can be
achieved by a convergent transformation, if and only if ¢* can
be achieved by some convergent transformation, i.e. the ¥ in
the theorem is convergent.

5.4. An algebraic manifold with linear o. We conclude the section
showing that when 7, 79 are normalized as in this section, {Tij} might
still be very general; in particular, {71, p} cannot always be simultane-
ously linearized even at the formal level. This is one of main differences
between p =1 and p > 1.

Example 5.7. Let p = 2. Let ¢ be a holomorphic mapping of the
form

Here ¢; is a homogeneous quadratic polynomial map and
Ti(&,m) = (A, Aamz, A 61, Ay ).

Let m; = gZ)legb_l and m; = pr1jp. Then ¢ commutes with 77 and
71 = T1. In particular, 72 = pT1p and ¢ = 117> are in linear normal
forms. However, 717 is given by

& = m — a (M, A7) + qu(Mam, &2, AT, me) + O(3),

& = & — qa(€,m) + (A, €2, AL 1, m0) + O(3),

M= A0 = AT (&) + AT @ (& Aameam, AL ) + O(3),
=12 = Ay a2 (Mg A1) + A5 2 (En, Ao, i, A o) + O(3).

Notice that the common zero set V' of &1 and &a1o is invariant under
71, 72,0 and p. In fact, they are linear on V. However, for (¢',7n) =
T11(§,n), we have

&t = —mai(0,&2,m) +m1q1(0, Aamz, m1, Ay *€a) — AT €1q1 (0, Aama, AEE)
+ )‘1_15qu (Oa 527 )\1_1617 772) mod (51771, 527727 0(4))

For a generic ¢, 71 does not preserve V.

By Proposition 5.2, {711, 712, p} is not linearizable, when the above
linear ¢ is non-resonant. By a simple computation, we can verify that
oj = 172 for j = 1,2 do not commute with each other. In fact,
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we proved in [12] that if the p1,...,p, are nonresonant, o; commute
pairwise, and o is linear as above, then 71; must be linear.

6. Divergence of all normal forms of a reversible map o

Unlike the Birkhoff normal form for Hamiltonian systems, the normal
form of Poincaré—Dulac is not unique for a general o; it just belongs to
the centralizer of the linear part S of . One can obtain a divergent
normal form easily from any non-linear Poincaré—Dulac normal form of
o = 1172 by conjugating with a divergent transformation in the central-
izer of S; see (5.6). We have seen how the small divisors enter in the
computation of the normalizing transformations via (5.26)—(5.27) and
(5.22)—(5.23) in the computation of the normal forms. To see the effect
of small divisors on normal forms, we first assume a condition, to be
achieved later, on the third order invariants of o and then we shall need
to modify the normalization procedure. We will use two sequences of
normalizing mappings to normalize . The composition of normalized
mappings might not be normalized. Therefore, the new normal form
¢ might not be the ¢* in Proposition 5.2. We will show that this &,
after it is transformed into the normal form & in Theorem 5.6 (i), is
divergent. Using the divergence of &, we will then show that any other
normal forms of ¢ that are in the centralizer of S must be divergent too.
This last step requires a convergent solution given by Lemma 5.5.

Our goal is to see a small divisor in a normal form &; however, they
appear as a product. This is more complicated than the situation for
the normalizing transformations, where a small divisor appears in a
much simple way. In essence, a small divisor problem occurs naturally
when one applies a Newton iteration scheme for a convergence proof.
For a small divisor to show up in the normal form, we have to go be-
yond the Newton iteration scheme, measured in the degree or order of
approximation in power series. Therefore, we first refine the formulae
(5.22).

Lemma 6.1. Let o be a holomorphic mapping, given by
& = wj(Em& + fi(&m), 1y =Vi(Enn +g;(€m), 1<5<p.

Here u?(O) = p; = V?(O)_l. Suppose that ord(f,g) > d > 4 and

I+ (f,g) € C(S). There exist unique polynomials U,V of degree at
most 2d — 1 such that ¥ = I + (U, V) € C°(S) transforms o into

0" € = pEnE+ fEm), 0 =v(Enn+ i),
with I+ (f,§) € C5(S) and ord(f,§) > 2d. Moreover,
(6.1) Ujrg = ("% = 1)~ (firq
+U; po(de—2, {HOJ’O}%; {f,9}e-2)),
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(6.2) Viap = (9" = u;H)  gi0p
+ Vi op (02, {n® v} ;s {f. g}e—2)),
for2 < |P|+|Q| = £ < 2d—1 and uF'=@ # ;. In particular, ord(U, V) >
d. Also,
(6.3) wip=muip 2/P[+1<2d-1,
64)  typ=ulp+ DAV hpyepps 2Pl +1=20—1.
Assume further that u° satisfies condition L. Then for 2|P|+1 = 2d+1,
we have
(65)  wip=1lp+ 1 {20V pp + UDPreypep )
+{D (U, V)}(Pre;)p-
We recall that 0; is defined by (5.28).

Remark 6.2. Note that (6.3) follows from (5.32). Formulae (6.3),
(6.4), (6.5) give us an effective way to compute the Poincaré-Dulac
normal form. Although (6.4) contains small divisors, it will be more
convenient to associate small divisors to (6.5) when we have 3 elliptic
components in o.

Proof. Let D; denote 0¢,. Let Du(&,n) and Dv(¢) denote the gradi-
ents of two functions. Let us expand both sides of the {; components
of Wog* = oW for terms of degree 2d + 2. For its left-hand side, Corol-
lary 5.3 implies that ord(U, V) > d and we can use ord DU, - (f,§) >
2d—14d > 2d+2 as d > 3. For its right-hand side, we use (5.16)—(5.19).
We obtain

(6.6) W&+ fi(&m) + Uj(ué,vn) = fi(&,m) + Dfi(&,n) (U, V)
+A; (&) + (MO + DUd(U + €V + UV)) (& + U;) + O(2d + 2),

where u, v, u%,v9 are evaluated at &n and U,V are evaluated at (€, 7).

Since f(u(&n)€, v(En)n) = O(J€,n|*), then (6.1)-(6.2) follow from
(5.26)—(5.27), where by Definition 5.1

Fpg(+50) = Vigp(-;0) = 0.

Next, we refine (5.29) to verify the remaining assertions. We recall from
(5.18) the remainders

Aj(&n) = Ran(€m; €U + 0V + UV)(& + Uj) + Raf(§,m: U, V).
Here by (5.12), we use the Taylor remainder formula

1
Rof(zy) = 2/0 1=t éao‘f(wrty)y“ dt.

|a|=2
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Since ord(U,V) > d, ord(f,g) > d, and d > 4, then Aj;, defined by
(5.18), satisfies

A;j(&m) = O(|(&m)**2).

(€
Recall that f;(&,n) and U;(€,n) do not contain terms of the form &;¢Fn?,
while g;(¢,n) and V;j(€,7) do not contain terms of the form n;éFn?.
Comparing both sides of (6.6) for coefficients of £;¢n? with |P| = d—1,
we get (6.4).

Assume now that condition L holds for u°. Assume that i # j. Then

Dipd(én) = O(Iénl). Thus, Diud(En)nUi(€,m) and Dind(En)&Vi(€,m)
do not contain terms of ¢¥nf, and

Dipd (n)&Ui(E,mVi(€,m) = O(2d + 3).

Since (f,§) € C5(S) and (f,§) = O(2d), then f;(u(En)é, v(En)n) does
not contain terms ¢'nF¢; for 2|P|+ 1 = 2d+ 1. Now (6.5) follows from
a direction computation. q.e.d.

Set [on ()] := max{|v|: v € dn ()} for
P
_ 1
6]\/‘(#) = U {Mjaujla%: P e vap#ej7|P| < N}
=1 K=
Definition 6.3. We say that p/>~@= —pj and p =P —u;l are small
divisors of height N, if there exists a partition

p
U{IMP*Q —pil: P,Q €NP,|P|+]Q| < N,u""=¢ #uz} = S} U Sy,
=1

with |pf*=@ — ;| € S% and S} # 0 such that
max S < Cmin S, max S < (min S5 )EY < 1.
Here C' depends only on an upper bound of |u| and |u|~! and
Ly > N.

If ]up**Q* — pj| is in 5’?\, and if P,, Q. € NP, we calll\P* — Q| the degree

of the small divisors p/*~@ — p; and p@ P -

To avoid confusion, let us call /=@ — p; that appear in S N the
ezxceptional small divisors. These small divisors have been used by Cre-
mer [8] and Siegel [21]. The degree and height play different roles in
computation. The height serves as the maximum degree of all small
divisors that need to be considered in computation.

Roughly speaking, the quantities in S?V are comparable but they are
much smaller than the ones in S}V. We will construct p for any pre-
scribed sequence of positive integers Ly so that

max S < (min S)EY < 1,
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for a subsequence N = N tending to co. Furthermore, to use the
small divisors we will identify all exceptional small divisors of height
2N + 1 and all degrees of the exceptional small divisors with N being
the smallest.

We start with the following lemma which gives us small divisors that
decay as rapidly as we wish.

Lemma 6.4. Let Ly be a strictly increasing sequence of positive inte-
gers. There exist a real number v € (0,1/2) and a sequence (py., qx) € N?
such that e, 1,v are linearly independent over Q, and

(6.7) \qev — pr — €| < A(pr, qr) Fowtar,
ol
(6.8) A(pr, qx) = mm{i, lqv —p—re|: 0 < |r|+ |q| < 3(qr + 1),
(p,q,7) # 0, £(Prs qrs 1), £2(Pk» G 1)}-

Proof. We consider two increasing sequences {my}2, {nr}pe, of

positive integers, which are to be chosen. For £k =1,2,..., we set
k 1 Ny 1
V= —1—1/, Vp = —_— , v, = ,
S SO IS Do
>k
qr = my!.

We choose my, > (my)!(n,!) for k > ¢ and decompose

Qv = Pk, + ek + €},

/ /
pr=mplv_1 EN, e, = Z R e, = mylvy.

=0
We have e <my! 3, ) 757 and
=1
g =pptete,— Y. il
l=ni+1
(6.9) law —pi—el Smili+ D g5 < {1203(qe + DI
l=n;+1

Here (6.9); is achieved by choosing (me,n1), ..., (Mmg1,nk) succes-

sively. Clearly we can get 0 < v < 1/2 if m; is sufficiently large.
Next, we want to show that re+p+ g # 0 for all integers p, ¢, r with
(p,q,7) # (0,0,0). Otherwise, we rewrite —my!p = my!(quv + re) as

o0

Mg
ST Y Sl PO V) RED oE S
=0 7 l=np+1 ism I
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The left-hand side is an integer. On the right-hand side, the first two
terms are integers, qe is a fixed irrational number, and the rest terms
tend to 0 as k — oco. We get a contradiction.

To verify (6.7), we need to show that for each tuple (p, ¢, r) satisfying
(6.8),

1
(6.10) lqv — p —re| > |qpv — pr — e| Prtax .
We first note the following elementary inequality
1 : 1
(6.11) ’p+q€’2(q_1)!mln{3—€;q+1}7 P.q€ZL, q=>1

Indeed, the inequality holds for ¢ = 1. For ¢ > 2 we have gle = m + ¢
with m € N and
oo

k=q+1

_ _ 2 _gq-1
Furthermore, 1 — e > 1 1 = gi1 88

2
q+1+ Z k(k—1) q+1

We may assume that ¢ > 0. If q = 0, then |r| < 3¢x + 3 by condition in
(6.8) and, hence, |p + re| > W by (6.11). Now (6.10) follows from

(6.9). Assume that ¢ > 0. We have

Pkt e e+ pr — qrV
qk qr
ap—ape | rar—q le + pr — V|
= + el —qg——"——"—.
k ' Qe

We first verify that qixp — qpr, and ¢ — rqx do not vanish simultaneously.
Assume that both are zero. Then (p, q,7) = r(pk, g, 1). Thus, |r| # 1,2,
and |r| > 3 by conditions in (6.8); we obtain |r| + |g| > 3(|qx| + 1), a
contradiction. Therefore, either qrp — gpr or rqr — ¢ is not zero. By
(6.11) and (6.12),

1 1 1 le +pr — qrv|
—qut+ptrel > —- - -
| | a 3 (lrqr—ql+1)! qk
1
ZW—ZL‘G‘FM—%V‘-

Using (6.9) twice, we obtain the next two inequalities:

1 _ 1
|—qv+p+rel > {(Bae+9M} T > [pr+ e — quy| et
2
The two ends give us (6.10). q.e.d.

We now reformulate the above lemma as follows.
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Lemma 6.5. Let L be a strictly increasing sequence of positive in-
tegers. Let v € (0,1/2), and let p and qi be positive integers as in
Lemma 6.4. Set (1, u2, p3) == (e71,e”,e®). Then

(6.13) [ — pal < (CA(P)™), Pr= (i, 0),
6.14) AP =min{[p" — pl: R € 2%, |R < 20qs +pi) + 1

R — €; 7é O? :l:(pkH gk, _1)7 iz(pka gk, _1)}

Here C' does not depend on k. Moreover, all exceptional small divisors
of height 2|Py| 4+ 1 have degree at least |Py|. Moreover, u™ — ps is the
only exceptional small divisor of degree |Py| and height 2| Py| + 1.

In the definition of A*(Py), equivalently we require that
R # Py, R}, R}, R},

with R}, := —Pj, + 2e3, Ry := 2P, — e3, and R} := —2P; + 3e3. Note
that |RL| = |Py| + 2, |R;| = 2|P| + 1, and |R}| = 2|P;| + 3 are bigger
than | Py, i.e. the degree of the exceptional small divisor ' — 3. Each
pf — p3 is a small divisor comparable with pf* — p3. Finally, A*(Py)
tends to zero as |Py| — co. Let us set N := 2|P;| + 1, and

1 2 3
Sy = {!uP’“ — pal, | — pal, [ — pg), |t —M3\},

Sk = U{IMR—ujI: R e Z% |R| < 2(qx +pr) + 1,

J
R—e; #0, £(pr, qr, —1), i2(pk,qk,—1)}.

This implies that the last paragraph of Lemma 6.5 holds when the Ly
in Definition 6.3, denoted it by L'y, takes the value L'y = Lon41, while
L is prescribed in Lemma, 6.5.

Proof. By Lemma 6.4, we find a real number v € (0,1/2) and positive
integers pg, qx such that e, 1, v are linearly independent over Q and

(6.15) laky — € — pil < A(pr, qi) 17!,
A(pk, gx) = min{|qv —re —p[: 0 < [r[ + |g| < 3(qx + 1),
(p,q,7) # 0, =(pr, @k, 1), 22(Pks iy 1) } -
Note that p1, pa, us are positive and non-resonant. We have
% = o] = |pg] - e 1],

Let v* := (—1,v,e). If [R-v* — 7| < 2, then by the intermediate value
theorem

2gl|R- v = vl < I = gl < | R v* — v
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ItR-v*—v;>2o0r R-v*—v; < -2, we have

R —2
W = il > eyl
Thus, we can restate the properties of v* as follows:

| PR a0 — i < C'(C"Apr, gi)) 17,

A(pg, qx) = min {\,u,(p’q”") —1:0<|r| + |q| < 3(gr + 1),

(p7q7r) 7é 07 j:(pkv gk, _1)7 i2(pk, gk, _1)} .

Recall that 0 < v < 1/2. By (6.15), we have |qxv — e — pg| < 1. Since
Dk, Qk are positive, then py < vgp < qr/2. Assume that |uf — p;| =
A*(Pg), |R| < 2(pk + qr) + 1, and

R — €; 7é 07 j:(pka 4k, _1)7 :I:2(pk7 gk, _1)

Set R’ := R—ej and (p,q,r) := R'. Then A*(Py) = |u;||u' —1|. Also,
7l + gl < |R'| < [B]+1<2(pp+ ) +2 < qr + 20 +2 < 3(qx + 1).
This shows that \,uQ/ — 1| > A(pg, qx). We obtain A*(P,) > i A(p,qx)-
We have verified (6.13). For the remaining assertions, see the remark

following the lemma. q.e.d.

In the above we have retained p; > 0 which are sufficient to realize
1, 12, 143, ul_l, o L 3 ! as eigenvalues of o for an elliptic complex tan-
gent. Indeed, with 0 < p; < 1, interchanging &; and 7y preserves p and
changes the (£1,7;) components of o into (py &1, pam).

We are ready to prove Theorem 1.4, which is restated here:

Theorem 6.6. There exists a non-resonant elliptic real analytic 3-
submanifold M in CS such that M admits the mazimum number of
deck transformations and all Poincaré—Dulac normal forms of the o
associated to M are divergent.

Proof. We will not construct the real analytic submanifold M directly.
Instead, we will construct a family of involutions {711, ..., Tip, p} so that
all Poincaré-Dulac normal forms of o are divergent. By the realization
in Proposition 2.1, we get the desired submanifold.

We first give an outline of the proof. To prove the theorem, we first
deal with the associated ¢ and its normal form &, which belongs to the
centralizer of S, the linear part of ¢ at the origin. Thus, ¢* has the
form

o & =wi(En, mp=vinmny, J=1,...,p.
We assume that u satisfies condition L. We then normalize ¢* into the
normal form & stated in Theorem 5.6 (7). (In Lemma 6.1 we take F
to be (5.34) and F' to be defined by (5.34) with M; replacing M;.) We
will show that ¢ is divergent if o is well chosen. By Theorem 5.6 (iii),
all normal forms of ¢ in the centralizer of S are divergent. To get o*,
we use the normalization of Proposition 5.2 (7). To get &, we normalize
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further using Lemma 5.5. To find a divergent &, we need to tie the
normalizations of two formal normal forms together, by keeping track
of the small divisors in the two normalizations.

We will start with our initial pair of involutions {70,790} satisfying
79 = pr¥p such that ¢ is a third order perturbation of S. We require
that 710 be the composition of T{)l, . ,Tlop. The latter can be realized
by a real analytic submanifold by using Proposition 2.1. We will then
perform a sequence of holomorphic changes of coordinates ¢y, such that
= gokaflap,;l, ¥ = prfp, and o = 7f7F. By abuse of notation,
Tf,ak, etc. do not stand for iterating the maps k times. Each ¢y is
tangent to the identity to order di. For a suitable choice of ¢g, we
want to show that the coefficients of order dj, of the normal form of o*
increase rapidly to the effect that the coefficients of the normal form
of the limit mapping ¢* increase rapidly too. Here we will use the
exceptional small divisors to achieve the rapid growth of the coefficients
of the normal forms. Roughly speaking, the latter requires us to keep
track the rapid growth for a sequence of coefficients in the normal form
in a sequence of two-step normalizations. Recall from Lemma 6.1 that
if we have

o & = wi(Ené + fi&m), 0 =viEnn; +gi(€m), 1<j<p,

with ord(f,g) > d > 4 and (f,g) € C5(S), then there is a polynomial
mapping U: & =+ U(E,n),7 = n+ V(€,n) in C(S) that has order d
and degree at most 2d — 1 such that for the new mapping

6=V oW & = [y(En)E + fi(Em), 1f = Vi(Enm; + ;& m),
the coefficients of p;(£n)¢; of degree 2d + 1 have the form

(6.16) [ p=1;p +py {2(Uj‘7j)PP + (Uf)<P+ej)(P7ej)}
+{ij(U7 V)}(P+6j)P'

It is crucial that for suitable multi-indices, both Uj, V] contain the ex-
ceptional small divisors of degree d as formulated in Lemma 6.5 (see
also Definition 6.3). Although D fj(f] ,V) contains (exceptional) small
divisors, they can only appear at most once in each term, provided f;
contains no small divisor of degree d. The formula (6.16) appears as
simple as it is, it requires that ¢ has been normalized to degree d. To
achieve such a o, we need to use a preliminary change of coordinates
O: ¢ =¢4+U(En),n” =n+ V(& n) via polynomials of degree less than
d. The ® depends only on small divisors of degree < d, but none of
them are exceptionally small. Therefore, by composing W&, we obtain
(6.16) where small divisors of degree < d are absorbed into terms u; p
and the products of two exceptional small divisors in (6.16), if they ex-
ist, dominate the other terms in ﬂj7 p. Of course, we need to apply a



176 X. GONG & L. STOLOVITCH

sequence of transformations ®, ¥ and we should leave the coefficients
of a certain degree unchanged in the process once they become large,
which are possible by Corollary 5.4.

We now present the proof. Let 0¥ = 770, 79 = pr{p, and

&= A&y, 0= (A O‘(fn))*lﬁj,
o & = (AY;(€m)%¢5, mj = (AY;(Em)) 2

Since we consider the elliptic case, we require that ( ( ))2 = pjesmi,

So ¢ — (A9)2(¢) is biholomorphic. Recall that o can be realized by
{7'?17 e ,T?p,p}. We will take

(6.17) or: & =(E—nM€),n), ordh® =dj >3,
(6.18) d > 2dg_1, Ihﬁf)l <L

We will also choose each hg-k) (£) to have one monomial only. Let A, :=

A? denote the polydisc of radius 7. Let || - || be the sup norm on C3.
Let H®)(¢) = ¢ — h¥)(€) and we first verify that Hy = H® o...0 H1)
converges to a holomorphic function on the polydisc A,, for r1 > 0
sufficiently small; consequently, @p o -+ o 1 converges to a germ of
holomorphic map ™ at the origin. Note that H (%) sends A,, into
Appy, for g =g+ TZ’“. We want to show that when r; is sufficiently

small,
1
(6.19) Tk < Sk = (2 — %)Tl.

It holds for k = 1. Let us show that ri1/ry — 1 < 0 1= sp11/sx — 1,
i.e.

1
di—1 0, —
" P r )2k — 1)
We have (2r1)%~1 < (2r1)* when 0 < r; < 1/2. Fix r; sufficiently small

such that (2r)* < m for all k. By induction, we obtain (6.19)

for all k. In particular, we have |h*)(€)|| < ||€]| + ||H®(€)]] < 2rpq
for ||£]| < rx. To show the convergence of Hy, we write Hy — Hy_1(§) =
—h®) o Hy,_ ;. By the Schwarz lemma, we obtain

2r
1) 0 Hy_1(6)] < ’““usudk el < 7.

Note that the above estimate is uniform under conditions (6.17)—(6.18).

Therefore, Hy, converges to a holomorphic function on ||£]| < 7.
Throughout the proof, we make initial assumptions that d; and (k)

satisfy (6.17)—(6.18), e7! < p; < e°, and u@ # 1 for Q € Z* with Q # 0.

Set o = 1E7¥ 78 = prfp, and

k _ k—1,_—1
T = $kT] P
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We want o not to be holomorphically equivalent to o*~!. Thus, We
have chosen a ¢}, that does not commute with p in general. Note that o*

is still generated by a real analytlc submanifold; indeed, when Tk L=
7'2-’“1 1. Ti’; Land 7' j = pTl i 1y, we still have the same identities if the

superscript k£ — 1 is replaced by k and Tfj equals golekj_lcp,;l. It is clear
that o® = o*~1 4+ O(d},). As power series, we have

(6.20) ol =" 1+ O0(dy), k<l<oo.
Note that as limits in convergence, J = limg_y00 7, .];., 720 = limp 00 Tik
and 0> = limy_, o* satisfy
= priSe, =TT, = pritp, 0% =TSR
Of course, {711,...,Tip, p} satisfies all the conditions that ensure it can

be realized by a real analytic submanifold.

We know that 0 does not have a unique normal form in the central-
izer S. Therefore, we will choose a procedure that arrives at a unique
formal normal form in S. We show that this unique normal form is
divergent; and, hence, by Theorem 5.6 (7i7) any normal form of o that
is in the centralizer of S must diverge.

We now describe the procedure. For a formal mapping F', we have a
unique decomposition

F=NF+ N°F, NFeC(C(S), N°FeccC9).
Set 65° = 0. For k = 0,1,..., we take a normalized polynomial

map P € C5(S) of degree less than dj, such that op° := @;1&,‘;0@k is
normalized up to degree dj — 1. Speciﬁcally, we require that

Take a normalized polynomial map Wy, such that ‘I/k+1 and 6}33_1 =
U, oWy satisfy
deg Wy <2dp —1; Wy €C5(S), N3y = O(2dg).

We can repeat this for £k = 0,1,.... Thus, we apply two sequences of
normalization as follows
G = 0@ U o ® ! 00 0 Bgo Wy - By o Uy

We will show that ¥y = I + O(dg) and @ = I + O(2di—_1). This
shows that the sequence ®gW; --- Py Wy, defines a formal biholomor-
phic mapping ® so that

(6.21) 6% =0 160
is in a normal form. Finally, we need to combine the above normalization

with the normalization for the unique normal form in Lemma 5.5. We
will show that the unique normal form diverges.
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Let us recall previous results to show that ®, ¥y, are uniquely
determined. Set

k) k)
(6.22) 52 &= luj(lc (EmE; + f(k)(&n%
77] - V (577)77] +g] (5777)7
(6.23) (f* ),g( )) € C5(9).

Recall that 69 = 0°°. Assume that we have achieved
(6.24) (f®,9®) = O(2dj-1).

Here we take d_1 = 2 so that (6.22)-(6.24) hold for k¥ = 0. By Propo-
sition 5.2, there is a unique normalized mapping ®; that transforms
0;° into a normal form. We denote by ®; the truncated polynomial

mapping of ®, of degree dj, — 1. We write

Op: & =+ UW ), o =n+VWP(En),
R v®Yy=0(2), deg(U®,v®)<q),—1.

By Corollary 5.3, ®; satisfies
(k)
& =uleng + 1M e
P { eme; + 10 € m),

= v Enm; + g €m),
(6.25) (f®, g™y e cs(S), ord(f¥,g*)) > dj.

In fact, by (5.26)—(5.27) (or (5.24)~(5.25)), we have
626)  Ujg = ("2 )" {Fg

IO (R A PR VAN P
(6.27)  Vigp = 2" =77 a0

+ Vigp(@ar A Yy (F 5900

for |P| +|Q| = d < dy and p=9 # p;. By (5.29)-(5.30) (or (5.22)-
(5.23)), we have

(6.28) u) = 0% + Mp(Sap_1, (17, v} i {F®), 6 by ),
(6.20) v =% + Np(dypir, {1V A<>hm_ﬁ{fw%g®4mm_n,

for 2|P|—1 < dj. Recall that U; pg, V;op, M, p, and N p are universal
polynomials in their variables. In notation defined by Definition 5.1,

Ui pqg(*;0) =Vjqr(*;0) =0, Mp(+;0) = Np(+;0) =0.
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We apply (6.26)—(6.27) for d < 2di_1 < dj and (6.28)—(6.29) for 2|P| —
1 < 2dj_1 < dj to obtain

(6.30) @, — I = (U® VFY) = 02d,_,),
(6.31) ) =), VR =38, Pl <dp.

In fact, by Corollary 5.4, the above holds for |P| < 2dj_1 — 1.
By Lemma 6.1, there is a unique normalized polynomial mapping

Up1(&,m) = €+ TRD(E n),n+ VED (€ p),
(Uk+D plkty e 5(9),
(D yEEDy = 0(2),  deg(UHHD VHEHD) < 94, — 1,

such that &,‘311 = \P,;ilcbgla,‘goq)klllk+1 satisfies the following:
&lcc)il' 5] = ﬁ§k+1 (577)51' + J?J('Hl)v 77] (H (577)773 +Qj(k+1)7
(FO+D D) € 5(5),  ord(f*HD 7g(kﬂ)) > 2,
y (6.1)—(6.2), we know that
(632) 0o = ("2 — ) {10
Uy po(r1 (P vy (19,90 }
(633)  Vign = @ — w7 {gfdp
+ Vigp(e 1, B, v} s {59, g0} 1)}

for dy < |P|+|Q| = ¢ < 2dy — 1 and pF~@ # p;j. Recall that U pg and
V> gp are universal polynomials in their variables. In notation deﬁned

by Definition 5.1, Us po (1 0) = V] op(;0) = 0. Thus,

(6.34) Uiy — I = (UFD V) = O(dy,),
8 (k)
(6.35) okt _ _ Jire Ot 9iQP
3»PQ uf-Q — uj’ 7QP pul-r — Mjfl’

for |P| + |Q| = dy. Here =@ # 1;. By (6.3)~(6.5), we have

(6.36) alm =nlh, 1P <dp—1

(6.37) At = wlh+ { DA (e m @D, i) |
[Py = di, — 1;

)
(P+ej)P
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(6.38) plg.f“;l) _ g,fl)ﬂL " { (U(k+1)v(k+1))PP

+ ((U;Hl))Q)(PJrej)(P_ej)}

(k) F(k+1) Yr(k+1) _
PP Em@En v P =

As stated in Corollary 5.4, the coefficients of u (k+1) ({n)ﬁj of degree

2d;, + 1 do not depend on the coefficients of f*), g(%) of degree > 2dy,
provided (£, g(®)) = O(dy) is in CS5(S) as it is assumed.

Next, we need to estimate the size of coefficients of u*) that appear
n (6.36)—(6.38). Recall that we apply two sequences of normalization.
We have

G =Vl 0@ U od 00® 0o dgo Wy By o Wy
Thus, M®*) N*®) depend only on ¢, &g, Uy, ®1, ..., Uj_1, Py

Recall that if uy, ..., u,, are power series, then {uy,...,un}q denotes
the set of their coefficients of degree at most d, and [{u1,...,um}q|
denotes the sup norm. We need some crude estimates on the growth of
Taylor coefficients. If F' = I+ f and f = O(2) is a map in formal power

series, then (5.1)—(5.3) imply

(6.39) {E ™ Yml < @+ [{f}m])
{G o Flnl < 2+ [{f,GIm])™
(6.40) {F ' oGoF}ul <2+ [{f.Ghml)

In general, if F; are formal mappings of C™ that are tangent to the
identity, then

{E - FUYGF - Fiyml < CH{FL, .. Fi, G)mk, 1<k < .

In particular, if F; = I+ O(j) for j =1,...,m, then for any k > |P| :=
m we have

(F, ' F['GFy - Fy)p = (F,' - F{'GFy - Fy)p,
{F - FTIGFL - Byl <2+ |{F1, - .o B, Gl)f m 1<k < oo

We may take £, by ¢,,, while ¢,, depends only on m. We have similar

estimates for Fy --- FiGF - -~Fk_1. Recall that 1/v/2 < \j < /2 < 4.
Using Tfj = gkafj_lap,;l = gok...cpﬂ?jgol_l. <p,:1 and, hence, 71 =
k.ot and oy = TF(p7Ep), we obtain |[{Tf}m| < (2 +
{2, 01, ..o, @mtm|)m < 6% and [{6},,] < (8%n)%m. Thus, we obtain

(6.41) [{o" bl < 8fm, [{0™ )| < 8P,
Here we have used (6.17)—(6.18).
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For simplicity, let ¢; denote §;(¢). Inductively, let us show that for
k=0,1,...,

6.42)  {a® VOV p| <1641, m=2|P|+1 < 2dj_y — 1,
(6.43) {62 Pl < 102, 1", m=|P|+|Q| > 2dp_1 — 1,
(6.44) S [V < [8ga P, m=2IP] 41,

(6.45) 1150l +199p] < 0a,aPm, m = |P|+ Q| > dy.

Note that the last inequalities are equivalent to [{o5°},| < |64, -1/
Here and in what follows L,,, does not depend on the choices of 1, dj, h(k)
which satisfy the initial conditions, i.e. 1/e < pj < e® and (6.17)-(6.18)
but are arbitrary otherwise. However, it suffices to find constants L, j
replacing L,, and depending on k such that (6.42)—(6.45) hold. Indeed,
by (6.30) and (6.34) we have W11 = I +O(dy) and & = I+ O(2dj—1).
Since 675, = U, 1,05y and 0f° = . '67°®;, then

01 =0 +0Q2dk—1), o5 =0 +0(dy),

as dj > 2dj_1. Since dj increases to oo with k, then (6.42)—(6.45) with
L., i in place of L,, imply that they also hold for

L, = mlgnmax{Lmyl, cois Ly : (070 —63°,00° —63°) = O(m), £ > k}.

Therefore, in the following the dependence of L,,, on k will not be indi-
cated. The estimates (6.42)—(6.43) hold trivially for 65° = ¢, k = 0
and d_; = 2 by (6.20) and (6.41). Assuming (6.42)—(6.43), we want
to verify (6.44)—(6.45). We also want to verify (6.42)—(6.43) when k is
replaced by k + 1.

The &, = I + (U®, V(%) is a polynomial mapping. Its degree is at
most dj, — 1 and its coefficients are polynomials in {64 }4,—1 and dg,—1;
see (6.26)—(6.27). Hence,

k k
6.46)  [URI+ VIRl < 161l m=|P|+]QL.

Applying (6.40) to o° = @;l&go@k, we obtain (6.44)—(6.45) from
(6.42)—(6.43). Here we use that fact that since dy > 2dj_1, the small
divisors in 024, ,—1 appear in 64,1 too. To obtain (6.42)-(6.43) when
k is replaced by k + 1, we note that WUy, is a polynomial map that
has degree at most 2d; — 1 and the coefficients of degree m bounded by
(52%’;_1; see (6.32)—(6.33). This shows that

(k41 (k41 m —
(6.47) U851+ 1V 60| < 1b2a a2, 1P+ Q| = m.

We then obtain (6.42)-(6.43) when k is replaced by k + 1 for 635, by
applying (6.40) to 635, = \I/,;j_la,‘go\llkﬂ and by using (6.44)-(6.45) for
o and (6.47) for .
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Let us summarize the above computation for 6°° defined by (6.21).
We know that 6°° is the unique power series such that 6> —63° = O(dy,)
for all k£, and 6°° is a formal normal form of o°°. Let us write

soc. & = 1 (En)g;,
=V Eng-

Let |P| < di. By (6.31), we get g% ™) = u¥™: 1y (6.36) in which &
~(k42) _ (k+1)

is replaced by k + 1, we get [ip = up as |P| < di < dg41 — 1.
Therefore,

. . (k+1
(6.48) i = al P < dy.

For [P| < di — 1, (6.36) says that fil's " = pil’; by (6.44) that holds
for any P, we obtain
(6.49) || =[5V < [da,-1lPm, m=2[P|+1, |P|<dp—1,
(650) 16| < 64y 1/ (1+ [6g, ), m = 2[P|+1=2dg— 1.
We have verified (6.42)—(6.45). The sequence L,, depend only on
651)  m=d+1, dpde1,...,do, d;j>2d;_1, d;>3.

(k+1)

To obtain rapid increase of coefficients of [t i p » We want to use both
small divisors hidden in U j(,k;Q and f/jglgp in (6.38). Therefore, if ug.fcl)g

is already sufficiently large for |P| = dk that will be specified later, we
k

take @y, to be the identity, i.e. 77 = 7'1 . Otherwise, we need to achieve
it by choosing
=t e

Therefore, we examine the effect of a coordinate change by ¢ on these
coefficients. B

Recall that we are in the elliptic case. We have p(§,n) = (77,€) and
78 = prfp. Recall that

pr: &= (€= 1)), ordh® =dy > 3.

By a simple computation, we obtain
(&) =7 (&) + (P ), AR (€)) + O(1(&, m) ),
(&) =13 (Em) + AR (), =R (AE) + O(I(€, m)| ™).

Then we have

(6.52) oF =" 4 (r P (’“)) +O(dy, +1);
r®)(g,m) = =ArB () — KB (X%),
s®)(€,m) = A2hR) () + Ylh( (A ).
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k

Since ¢" converges to o>, from (6.52) it follows that

(6.53) o® =" 1 4 (r® s 4 O(dy + 1).
For |P| 4 |Q| = dj, we have
k o (k) k
rﬁg={%wﬁua—@Nva}Q,
P

k k — k —
8= {/\ 23 () + A7 B (n 1n)}QP.

We obtain

(654) iy = —aPrenlt, PRt

(655) s, = A2 a-Poep®) - p = g,

(6.56) rj(.f‘;lQ ' p =0, |P|+1Q| = di, Q #0.

The above computation is actually sufficient to construct a divergent
normal form & € C(S). To show that all normal forms of ¢ in C(S) are
divergent, We need to related it to the normal form & in Theorem 5.6,
which is unique. This requires us to keep track of the small divisors in
the normalization procedure in the proof of Lemma 5.5.

Recall that F*+1) is defined by (5.34) in which u; are replaced by

ﬁ§k+1) . Thus,

(6.57) FM@ =g+, 1<j<s.

We also define £ by (5.34) in which p; are replaced by ﬁ;’o Then
F2(¢) = ¢ +a5°(¢). Then by (6.48),

(6.58) a¥p=afp", P <dy.
By (6.57) and log(1 + ) = x + %2 + O(3), we have for |P| > 1
k+1 k+1 k+1)
(659) a3 V(0 = u 0EY + gl + A Y ).
By (6.49)—(6.50), we estimate the last two terms as follows

~(k *
(6.60) | A;p({A" ™Y p1_a)l < [8ap—r[FEm, | P = dy, m = 2|P| + 1,
6.61) g < 18ga[Pm (1 + (04, ), m=2|Q| + 1 =2d) — 1.

Here L}, > 1 is independent of k£ and depends only on the degrees of the
polynomials A; p. Recall from the formula (5.37) that F*+1) F> have
the normal forms F*+D = [ 4+ ab+1) and F> = I + >, respectively.
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The coefficients of a(lg ) and 4% 5 are zero, except the ones given by

(K k k
551) a§'51) —{Da; WD o 03, + By o({a®+ D g)_),

a\%) = d\%) —{Dal = a®}o + Bjo({al™}o_a),

for @ = (q1,...,qp),q; = 0, and |Q| > 1. Derived from the same
normalization, the B; g in both formulae stands for the same polynomial
and independent of k. Hence, &Eo;;) = (kH for |P| < dj, by (6.58).

Combining (6.38) and (6.48) yields a5, = (kgl) and

oo ~ (k1) ¢ (k1 (k41
(6.62) 055 = 208" VU ) 00 + (05 (@ieay(@-en)

g DD () (OFHD T EDYY b+ Ag({E* DY o) 0)

k (k
+ug Hg,%g‘*‘ﬂs Uégt;lg {D (1), (k+1)}Q-

The above formula holds for any @ with |Q| = di. To examine the effect
of small divisors, we assume that

Py = (P, qr,0), | Pyl = di

are given by Lemma 6.5, so are u1, 2, and ps. However, P, and p
depend on a sequence L,, (to be renamed as L/,) in Lemma 6.5.
We will determine the sequence L], and, hence, P}, and p; later.

Note that the second term in (6.62) is 0 as the third component of
Py, — e3 is negative. We apply the above computation to the P. Taking
a subsequence of Py if necessary, we may assume that di > 2d;_1 and
dp—1 > 3 for all £ > 1. The 4 exceptional small divisors of height
2|Pg| +11in (6.14) are

2P —e3 —2Pi+es _ ,,—1

p =g, =gt op — s, B 3

The last two cannot show up in dgfpk, since their degree, 2d;+1, is larger
than the degrees of Taylor coefficients in a3 p,. We have 3 products of
the two exceptional small divisors of height 2|P| + 1 and degree |Pg|,
which are

=Py =Py

(% —ps) (" —pg ), (" = ps) (" —ps), (W —ps ) (™ P —pzh).

The (UékH)V;kH)) P, P, contains the first product, but none of the other

two. The third term and fék) in a3°, do not contain exceptional small

divisors of degree |Py| = di > 2dx_1 — 1. Since fék) = O(dy) by (6.25),
the exceptional small divisors of height 2|Py| + 1 can show up at most
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once in the fourth term of dg?Pk' Therefore, we arrive at
oo (k1) (k) | 7 1
a3, = 20550 Vior, + Ab, (Ga-1, m? {r%,9%%a,)
+ AQPk((Sdk 13 {f(k)ag(k)}dk) + g Hg Pk + Ap ({ 1)}|Pk|_2)

—1. (k+1) (k+1
+ MSIHng 1 {Da )k }Pes
; 1 (k+1) ¢r(k+1
Al%;@dk—la Pki_?{ }dk) = ( 3;;@0)"/2’»(70;16))
K M3
: A?ﬁk(fsdk—l; (%, g™ 4).
Note that A}pk and Ap, are polynomials independent of k. Set

In the following we can increase the value of L} in (6.60) or when it
reappears for a finite number of times such that the estimates involv—

ing L}, are valid for all k. By (6.44) and (6.60), we obtain ]ug Pk’ +
|AS ({i k+1)}|pk| 9)| < 6dm_L1m. By (6.59), the smallest |@| for which
a; o contains an exceptional small divisor in ¢4, is 2|Q| + 1 = 2d;, — 1.
Now, {Das (k+1) -a**D}p is a linear combination of products of two

terms and at most one of the two terms contains an exceptional small
divisor; if the both terms contain an exceptional small divisor, one
term is aé’fg,l) with 2|Q'| + 1 > 2d; — 1, while another is al(.fg,,l) with
2|Q"|+1 > 2dy, — 1. (Here Q' — e; + Q" = P, and the ith compo-
nent of @’ is positive.) Then dy = |P| = |Q'| +|1Q"| — 1 > 2d), — 2, a
contradiction. Therefore, by (6.59)—(6.61), we have

k+1 *
{a$ T a® 01 b | < (64, 1 S (1 4+ (64, )

By (6.61), we also have |u P 1\ 16d,—1F™ (1 + |64, ). Omitting the
arguments in the polynomlal functions, we obtain from (6.46)—(6.47),
and (6.48) that

k+1 k+1
WA |+ A2 |+ IS0+ 16l [+ [Ap ] + {Daf™ ) - a5 |

|61 ()P e

1P — s

for m = 2|Pg| + 1 and a possibly larger L,,. We remark that al-
though each term in the inequality depends on the choices of the se-
quences i, d;, h® the L,, does not depend on the choices, provided
that p;, d, h(9) satisfy our initial conditions. Therefore, we have

) k1) ¢ (kb 1 L L P _
lasgp,| = 2|0 P,0 Vé(opk)| — |Gy —1 ()| 2P e g
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Recall that of° = @, ' U, 1 - 510Dy - - - By Set
G0 =0, 0 B R T DTy - By
By (6.53), we get
(6.63) o =67 + (r®) s®)) 1 O(dy, + 1).
Recall that ®; depends only on coefficients of 672 | = \Il,;_lla,‘gizlllk_l of

degree less than dj, while V;,_; depends only on coefficients of 072 | =

@,;_116k,1<13k,1 of degree at most 2d_; — 1 which is less than dj too.
Therefore, @5, Wp_1,..., Py depend only on coefficients of 0°° of degree
less than dj. On the other hand, 0> = o*~1 + O(dy). Therefore, 55°
depends only on ¢*~!, and, hence, it depends only on h® for ¢ < k. By
(6.63), we can express

(k) (k) (k) (k ) (k)
661)  [iPo=Tipotrire %ar =Tior T Sor
where |P| + |Q| = di and fj,PQ,g(%P depend only on h) for ¢ < k.
Collecting (6.35), (6.64), and (6.54)—(6.56), we obtain

Ly, i L
T 5 _ 2d;. +1+2dp+1
oy . A—— L :
’ B — || — pug | | — s
with
es 7 (k (k k
T = (‘APH Shg,) >‘2th3 I)Dk + f?f P;;))
2, (k) | \—Pi—es;(k k-1
(i e moenl, i)
Pr—2e e3— P P
] CE TRV S i)
es— Py (k 2 (k) 2~ (k-1
<>‘ iy I)Dk +hyp, T A39 30Pk)>
Set Tk(hékl)gk) = —A\237257, . We are ready to choose hi(slfI)Dk to get

a divergent normal form. We have |[A\7*=¢ 4+ 1| > 1. Then one of

|T%(0)], | Tk (1)], | Tk (—1)| is at least 1/4; otherwise, we would have
2N 412 = | Ty (1) + Ti(—1) — 2T5(0)] < 1,

which is a contradiction. This shows that by taking hékl)gk to be one of

0,1, —1, we have achieved

1
Ty| > —pees,
Tkl = Jp
Therefore,
plies g1 ()] B

13| | — pa

(665) a3, | >
R P
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Recall that ug = e®. If |uf* — p3| < 1 then 1/2 < pf*=% < 2. The
above inequality implies

~ 00 o
(666) |a37Pk’ > mv

2Py

provided
1 L, L
u* — | < Fl0a—1 ()| AT Py = dy.
For the last inequality to hold, it suffices have
_Lx L -1 _
(6.67) [ — pa| < |Gg—1 ()R (S ()] T < 1/4.
When (6.66), we still have (6.65). Thus, we have derived universal
constants Log, 1, L5, | for any Py = (P, qx, 0) as long as |Py| = di >
3. The sequence L}, , L;, do not depend on the choice of A\ and they
are independent of k; however, it depends on dy, d1, ..., d; as described
in (6.51). Let us denote the constants Log, +1, L34 4, in (6.67) respec-
tively by (Lad,+1(do,- .-, dk), L, 11)(do, ..., dx). We now remove the
dependence of L,, on the partition dg,...,d; and define L,, for m > 7
as follows. For each m > 7, define
Dm:{(doavdk) 3<d0 §d1/2§ Sdk/zka
2d +1<m,k=0,1,...},
/N =N+ 2max{(L2dk+1L§dk+1)(do, e dk) : (do, ce dk) S D2N+1}.
Let us apply Lemma 6.5 to the sequence L'y,. Therefore, there exist u

and a sequence of Py, = (px, qx, 0) satisfying |u* —us| < (C’A*(Pk))L‘Pk‘.
Taking a subsequence if necessary, we may assume that d = |Pg| >
2dj,_1 and dj > 3. Thus,

1% = ps] < (CA™(PY) Il < (A% (P12

—L, /2 ~L!
< (B ()2 < (8, ()| Pn
S lédk_l(M)‘—L;DK+1(d0,...,dk)L2dk+1(do,...,dk)—l

which gives us (6.67). Here the second inequality follows from

C(A (P2 < 1,
when k is sufficiently large. The third inequality is obtained as follows.
The definition of A*(Py) and |Pg| = dj, imply that any small divisor in
84, —1(p) is contained in A*(Py). Also, A*(Py) < ;! for i = 1,2,3 and
k sufficiently large. Hence, A*(Py) < 5;19171(;0, which gives us the third
inequality. We have that Lj > k. From (6.66) and (6.67) it follows that

N di+1 Ppl+1
55, | > 85 () = 6,0H (),

for k sufficiently large. As ég, (11) — +o00, this shows that the divergence
of F3 and the divergence of the normal form &.
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As mentioned earlier, Theorem 5.6 (ii7) implies that any normal form
of ¢ that is in the centralizer of S must diverge. q.e.d.

7. A unique formal normal form of a real submanifold

Recall that we consider submanifolds of which the complexifications
admit the maximum number of deck transformations. The deck trans-
formations of 7, are generated by {7;1,...,71,}. We also set 1o = p7y;p.
Each of 71, ..., 7 fixes a hypersurface and 7; = 711 - - - 71, is the unique
deck transformation of m; whose set of fixed points has the smallest
dimension. We first normalize the composition ¢ = 779. This normal-
ization is reduced to two normal form problems. In Proposition 5.2 we
obtain a transformation ¥ to transform 7,7, and o into

T = N(Emmy, = A (Em)g,
o & =€, mj=wu"(Enm, 1<j<p.

Here Ay; = Al_j1 and p; = A%j are power series in the product { =
(&m, ..., &mnp). We also normalize the map p by a transformation ¢
which preserves all coordinate hyperplanes. This is the second normal
form problem, which is solved formally in Theorem 5.6 under condition
L on p. This gives us a map ¥; which transforms 71,72, and ¢ into
71, T2, 6 of the above form where A;; and p; become f\ij, [

In this section, we derive a unique formal normal form for

{7_117 ceey Tlp>p}7

under the above condition that i is in the norm form (1.7). In this case,
we know from Theorem 5.6 that C(6) consists of only 2P dilatations
(7.1) Re: (§5,m5) = (€&, €5m5), ¢ ==+1, 1<j<p.
We will consider two cases. In the first case, we impose no restriction
on the linear parts of {r;;} but the coordinate changes are restricted to
mappings that are tangent to the identity. The second is for the family
{7i;} that arises from a higher order perturbation of a product quadric,
while no restriction is imposed on the changes of coordinates. We will
show that in both cases, if the normal form of o can be achieved by a
convergent transformation, the normal form of {71,...,71p, p} can be
achieved by a convergent transformation too.

We now restrict our real submanifolds to some classes. First, we
assume that o and 7,70 are already in the normal form 6 and 71, 7y
such that

(7.2) fi0 € =M€, ' = Mi(én)Tre, Ao =AY,
(7.3) G: € =q(En)E, 0 =wEn) Ty, =A%

Let us start with the general situation without imposing condition
L on 1. Assume that & and 7; are in the above forms. We want to
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describe {715, p}. Let us start with the linear normal forms described in
Lemma 3.5 or Proposition 3.10. Recall that Z; = diag(1,...,-1,...,1)
with —1 at the (p + j)-th place, and Z := Zy ---Z,. Let Z; (resp. 2)
be the linear transformation with the matrix Z; (resp. Z). We also use
notation

I 0 I A
o ome (30 ma- (LR,

Here B, as well as A; given by (7.2), is a non-singular complex (p xp)
matrix. Assume that By and By are invertible p X p matrices. Define

75) i (5) = @ (),

E“<$%(J;m>&@v@)

Let us assume that in suitable linear coordinates, the linear parts L7;; =

T;; of two families of involutions {71, ..., T} for i = 1,2 are given by
(7.6) T;j = En., 0 Zjo By .,
(77) EAini = EAi (¢] (BZ)*, Az = AZ(O)

Note that (B;)« commutes with Z. Also, Ej o7; = Z o Ej . We have
the decomposition

(7.8) Ti = Ti1 - Tip,

(7.9) Ei g, = B4, 0 (Bi)x, fij = EAhBionoEXiBi.

i"Bi
As before, we assume that .S is non resonant. For real submanifolds, we
still impose the reality condition 75; = p71;p where p is given by (1.3).
Then we take Th; = pT1;p, B = B in (7.4)—(7.9). The following lemma
describes a way to classify all involutions {711,...,7ip, p} provided that
0 is in a normal form.

Lemma 7.1. Let {71} and {m2;} be two families of formal holomor-
phic commuting involutions. Let 7; = T;1 -+ Typ and 0 = T172. Suppose
that

7 =7 & = Ag(Emmy, = Aij(En) 7'
o=6:&=(En, 0= iy(En) "y,

~

with [; = A%J and p;(0) = pj. Suppose that ul,...,up,ul_l,...,uljl
satisfy the non-resonant condition (1.4). Assume further that the linear
parts T;j of 7 are given by (7.6). Then we have the following :

(1) Fori = 1,2 there exists ®; € C(7;), tangent to the identity, such
that ®; '7;;®; = 75 for 1 < j < p.
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(i7) Let {T1;} and {To;} be two families of formal holomorphic com-
muting involutions. Let 7, = ﬁl “Tip (md 0 = T1Ty. Suppose
that 7, = 7; and 6 = 0 and <I> TZ](I) = TU with ®; € C(7;) being
tangent to the identity and

7ii = Bxp,° 2o By 5

Here for i = 1,2, the matrix B, is non-singular. Then

YilTZjT:%ZVZ(])7 i:1,27 j:]-a"'7p7

if and only if there exist Y € C(71,72) and Y; € C(7;) such that
(7.10) d;=Tlod,0Y;, i=1,2,
T 5T = %yi(j)» 1<7<p.
Here each v; is a permutation of {1,...,p}.
(tii) Assume further that To; = PTIGP with p being defined by (1.3).
Define 71; by (7.8) and let 7o; := pTijp. Then we can choose
Oy = pPyp for (i). Suppose that by = ,0<I>1,0 where ®1 is as in
(17). Then {715, p} is equivalent to {Tij,p} if and only if there

exist Vi, v; with vo = vq, and Y satisfying the conditions in (ii)
and Yo = pT1p. The latter implies that Tp = p7T.

Proof. (i). Note that 7;; is conjugate to Z; via the map Ej g . Fix
i. Each 7;; is an involution and its set of fixed-point is a h};persur—
face. Furthermore, Fix(711),...,Fix(7i,) intersect transversally at the
origin. By [12, Lemma 2.4], there exists a formal mapping v; such
that 1, 1T7;j1/}7; = L7;j. Now L1p; commutes with L7;;, Replacing 1); by
Yi(Lap;) ™1, we may assume that 1; is tangent to the identity. We also
ﬁnd a formal mapping 1[1“ which is tangent to the identity, such that
¢ 7'”2/)1 = L7;; = L7;j. Then ®; = wld) ! fulfills the requirements.

(74). Suppose that

Tij = (I)if'ij(I)i_l, 7~—ij = (i)if'ijq)i_l.
Assume that there is a formal biholomorphic mapping T that transforms
{mij} into {7;;} for i = 1,2. Then

(7.11) Y'Y =%, J=1...,p i=12.
Here v; is a permutation of {1,...,p}. Then

(7.12) 7T =77, oY =76.

Set T; = CI’ZITCi)-. We obtain

(7.13) YT =T, 1<d<p,

(7.14) o, =Y'9, Y, i=1,2.
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Conversely, assume that (7.12)—(7.14) are valid. Then (7.11) holds as

YTl T = Y1070, = 0 e 1d T = 7).

(#4i). Assume that we have the reality assumption m; = pr;p and
Toj = PT1jp- As before, we take ®1, tangent to the identity, such that
Tj = <I>1ﬁj<I> . Let &3 = pPqp. By Toj = pT1jp, We get To; = pTijp =
Do7o; Py ! for V9 = v1. Suppose that <I) associated Wlth 71; and p satisfy
the analogous properties. Suppose that T~ TZ]T vi(j) with vo =1y,

and Tp = pY. Letting T = & IT®; we get Ty = pTl,o Conversely, if
T, and T, satisfy To = pY1p, then

pTIO = p(I)lTl(i)l_lp = ‘PQTQ(i);l =T7.
This shows that T satisfies the reality condition. q.e.d.

Now we assume that [t is in the normal form (1.7). We assume that
the linear part T;; of 7;; are given by (7.6), where the non-singular
matrix B is arbitrary. As mentioned earlier in this section, the group
of formal biholomorphisms that preserve the form of ¢ consists of only
linear involutions R, defined by (7.1). This restricts the holomorphic
equivalence classes of the quadratic parts of M. By Proposition 3.10,
such quadrics are classified by a more restricted equivalence relation,
namely, (B1,By) ~ (By,By), if and only if

B; = (diaga) 'B; diag,. d, i=1,2.

To deal with a general situation, let us assume for the moment that
Bi, B, are arbitrary invertible matrices.

Using the normal form {71,72} and the matrices By, Bg, we first
decompose 7; = 711 - - - T1p. By Lemma 7.1 (¢), we then find ®; such that

Tij = ®7; @7 1< 5 <p.

For each i, ®; commutes with 7;. It is within this family of {B;, ®;;i =
1,2} with ®; € C(7;) for ¢ = 1,2 that we will find a normal form for
{7i;}. When restricted to m; = pri;p, the classification of the real
submanifolds is within the family of {71, p} as described in Lemma 7.1
(iii).

From Lemma 7.1 (i7), the equivalence relation on C(7;) is given by
o, =Y'9, Y, i=1,2
Here T; and Y satisfy
Y =gy, 1<ji<py YT '8YT =4, i=12

1

We now construct a normal form for {7;;} within the above family.
Let us first use the centralizer of C(Z1, ..., Z,), described in Lemma 4.6,
to define the complement of the centralizer of the family of non-linear
commuting involutions {f1,...,71p}. Recall that the mappings Ej_
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and (B;)s are defined by (7.5). According to Lemma 4.6, we have the
following.

Lemma 7.2. Leti =1, 2. Let {71,...,Tip} be given by (7.9). Then
C(Tit,- - ,7A'ip) = {EAZ'7B2' 0 ¢g o EI{;,B«L t oo €C(Zy,. .., Zp)} ,
C(f’z) = {EAi,Bi @) ¢0 (¢] E;L;l,Bi: ¢0 S C(Z)} .
Set

Cc(ﬁ'l, . ,7A'z‘p) = {EAi,Bi o) §Z51 o EA_I

Ai,Bi: ¢1 € Cc(Zl, .. .,Zp)} .

For each i, every formal biholomorphic mapping ¥ admits a unique
decomposition P11, L with

W GCC(ﬂl,...,ﬁp), ’lﬂoEC(’iA'ﬂ,...,’]A'ip).
If 755 and 1) are convergent, then 1o, 1)1 are convergent.

When 19 = prijp, only C(711,...,71p) and its complement will be
used in the normal forms constructed in Propositions 7.4 and 7.6 and
Theorem 7.7.

Proposition 7.3. Let 7;,6 be given by (7.2)—(7.3) in which 1 is in
the formal normal form (1.7). Let {7;;} be given by (7.9). Suppose that

(715) Tij = ‘I’iﬁj‘I’i—l, 7-ij = (i)zﬁ](i)l_l 1 S] S D,
(7.16)  ®; €C(r), P;e€C(r), P(0)=dL(0)=1I, i=1,2.

Then {Y711;; Y} = {7} for i = 1,2 and for some invertible T €
C(71,72), if and only if there exist formal biholomorphisms Y, Y5, T3
such that

(7.17) YT o (Bi)soZjo(Bi) o = (Bi)so Zy, o (Bi): ',
C

(7.18) ;= YIOTIY, TP EC(Fin,. . Tp), i=1,2,
(7.19) Tor ! =5,
where each v; is a permutation of {1,...,p}. Assume further that To; =

pTijp and 3 = pP1p and ®3 = p®1p. We can take Y5 = pYip and
vo = 11, if additionally
Tp=pT.

Proof. Recall that
Tij = @i @7, @, € C(R); Ty = BT 0, @ € C(F).
Suppose that
(7.20) Y'Y =%, J=1...,p, i=12.
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By Lemma 7.1, there are invertible T; such that
(7.21) YT =Ty, 1< <,
(7.22) d;=Y"'od;0Y;, i=12.

Let us simplify the equivalence relation. By Theorem 5.6, C(71,72)
consists of 2P dilations T of the form (&§,n) — (a&,an) with a; = £1.
Since ®;, ®; are tangent to the identity, then DY;(0) is diagonal because

LY, ="7.

Clearly, T commutes with each non-linear transformation F A, Simpli-
fying the linear parts of both sides of (7.21), we get

(723) T o((Bi)soZjo(Bi):')oX = (Bi)eo Z,g) o (Bi): "

From the commutativity of T and Ej again and the above identity, it
follows that

(7.24) T od;oY =70,
Using (7.15) and (7.24), we can rewrite (7.20) as

T 14,0, = =&, Y171
It is equivalent to T;7;; = 7;;T;, where we define

;=& 'To, v

j=1,...,p, i=1,2.

~iVi @)

Therefore, by (7.10), in C(7;), ®; and ®; are equivalent, if and only if
O, =Y IOYIY, TP EeC(Fi,. . Tip), i=1,2.
Conversely, if Y7, Y satisfy (7.17)-(7.19), we take Y; = YT!T to get
(7.22) by (7.18). Note that (7.19) ensures that T commutes with 7; and
Eg,. Then (7.24), or equivalently (7.23) (i.e. (7.17)) as T commutes
with Ej , gives us (7.21). By Lemma 7.1, (7.21)-(7.22) are equivalent
to (7.20). q.e.d.

Proposition 7.4. Let {r;;}, {%i;}, ®;, and ®; be as in Proposi-
tion 7.3. Decompose ®; = Q)ilo@;{)l with ®;; € C(T1, ..., T1p) and Pjp €
C(%i1,---,71p), and decompose ®; analogously. Then {{r1;},{m2;}} and
{71}, {2;}} are equivalent under a mapping that is tangent to the
identity if and only if &5 = D1 for i = 1,2. Assume further that
Toj = pTi;p and To; = pT1jp. Then two families are equivalent under a
mapping that is tangent to the identity and commutes with p if and only
if @11 = ®11.

Proof. When restricting to changes of coordinates that are tangent
to the identity, we have Y = I in (7.20). Also (7.17) holds trivially as v;
is the identity. By the uniqueness of the decomposition ®; = <I>Z~1<I>i_01,
(7.18) becomes ®;; = d;1. q.e.d.
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We consider a general case without restriction on coordinate changes.

Lemma 7.5. Let ¥ = diag(a,a) with a € {—1,1}. Let B be a
nonsingular p X p matriz and let v be a permutation of {1,...,p}. Then
(725) Y 'oB,oZjoB,;'oY=DB,0Z,oB;', 1<j<p,
if and only if
(7.26) B = (diaga) 'B(diag, d).

In particular, if B is an upper or lower triangular matriz, then v = I

and d = a.

Proof. Let Zj = diag(1,...,—1,...,1) be the matrix where —1 at
the j-th place. Set C := B~!diagaB and C = (c¢;;). In 2 x 2 block

matrices, we see that (7.25) is equivalent to Czy(j) =7Z;C, ie.

—Civ(§) = Civ(j)> i F ]
Therefore, C = diag, d with d; = ¢;,(;), by (3.20). q.e.d.
We will assume that M is a higher order perturbation of non-resonant

product quadric. Let us recall 6 be given by (7.3) and define 7;; as
follows:

= 1}1’3‘(577)77]',
.. {5;- =Eng. =850,
=0y Enmg, )& =6
n, =Mk kF# 7,
with AQJ' = Afjl and f1; = /A\%J Let 7; = 7;1---T1p. Recall that EAi in
(7.5).

Proposition 7.6. Let {7i1,...,T1p,p} be the family of involutions
with p be given by (1.3). Suppose that the linear parts of T1; are given
by (7.6) and associated o is non-resonant, while the associated matriz B
for {T;} satisfies the non-degeneracy condition that (7.26) holds only
forv =1. Let & be the formal normal form of the o associated to M that
is given by (7.3) in which [ is in the formal normal form (1.7). Let 74
be given by (7.9) and 725 = p1;p. Then in suitable formal coordinates
the involutions 7;; have the form

T = \I/’IA'lj\Il_l, T25 = PT15P,
U € C(H)NC(F11,. -, 1p), ¥/(0) =1
Assume further that Ti1,...,71p have the form (7.27) in which ¥ is
replaced by W. Then there exists a formal mapping R commuting with

p and transforming the family {711,...,7T1p} into {m1,...,71p} if and
only if R is an R, defined by (7.1) and

(7.28) ¥ =R'WR, R.p=pR..

(7.27)
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In particular, {711, ..., Tip, p} is formally equivalent to {711,...,T1p, p}
if and only if ¥ in (7.27) is the identity map.

Proof. We apply Proposition 7.3. We need to refine the equivalence
relation (7.17)—(7.19). First we know that (7.19) means that Y = R, and
it commutes with p. It remains to refine (7.18). We have &3 = p®;p.
By assumption, we know that v; in (7.17) must be the identity. Then
P, € CC(7A'11, e 77A'1p) implies that T_ltI)lT S Cc(f'll, e, 7A'1p); indeed,
by (7.26) we have
TEA,0(B;)s = Ep,0Y0(B;)s = Ea,0(B;)«0D, D = diag(diag a, diag d).

Note that ¢g = (U, V) is in C2(Z1, . .., Zp) if and only if
UEn) =02, Vi&n) =nV;(&ni,....n2).
Let ¢y = (U, V) be in C$(Z1, ..., Z,), ie.

ZT]Z 57717--~77h'2);
j(fﬂ?) = ‘/j*(f,’l’} +77jz77i‘7i(£777%a"'37712)7

where V*(&, 1) is independent of 7;. Since D is diagonal, then Dy D1
is in C§(Z1, ..., Zp). This shows that conjugation by Y preserves the set
C(T11,...,71p). Also T commutes with each 71;. Hence, it preserves
C(711,...,7T1p). By the uniqueness of decomposition, (7.18) becomes

Oy =T oY, b =T Ie T,

The second equation defines Y7 that is in C(TH, . T1p) as T, ®qg, 1
are in the centralizer. Rename ®q, <I>11 by W, W. This shows that the
equivalence relation is reduced to (7.28). q.e.d.

We now derive the following formal normal form.

Theorem 7.7. Let M be a real analytic submanifold that is a third
order perturbation of a non-resonant product quadric. Assume that the
formal normal form & of the map o associated to u satisfying condition
L and the (v associated with & is in the formal normal form (1.7). Let
Ex, be defined by (7.4). Then M is formally equivalent to a formal

submanifold in the (21, ..., z9p)-space defined by
M: 2= (\7U(6m) = Vi(&m)®, 1<j<p,
where (U, V) = (0) I\IJ L W is tangent to the identity and is in
C(11) NC(T11, - - Tlp) deﬁned in Lemma 7.2, and &,n are solutions to
=Uj(&m) +NVi&m), Zj=Ujop(&n)+AVjop&mn), 1<j<p.

Furthermore, the W is uniquely determined up to conjugacy R:W R by
an involution Re: & — €;&;,n; — €;n; for 1 < j < p that commutes with
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p, i.€. €5y, = €5 and e? = 1. The formal holomorphic automorphism
group of M consists of involutions of the form

Le: zj = €z, 2prj = 2pjs L <7 <p,
with € satisfying RV = VR, and €515, = €5. If the o associated to M is

holomorphically equivalent to a Poincaré-Dulac normal form, then M
can be achieved by a holomorphic transformation too.

Proof. We first choose linear coordinates so that the linear parts of
{711,...,T1p, p} are in the normal form in Lemma 3.2. We apply Propo-
sition 7.6 and assume that 7;; are already in the normal form. The rest
of the proof is essentially in Proposition 2.1 and we will be brief. Write
Tij = EAl(o) oZjo E;xll(o)‘ Let ¢ = (U, V) with U,V being given in the
theorem. We obtain

T = U0 = T, 1< <p.

Let f; = & + A\jn; and hj = (\;&; — n;)?. The invariant functions of
{Tu1,...,Thp} are generated by fi,..., fp,h1,...,hy. This shows that
the invariant functions of {711,...,71,} are generated by fio%,..., fpo
,h1ov, ... hyot. Set g := fo1pop. We can verify that ¢ = (fo1),g)
is biholomorphic. Now ¢pp~t = pg. Let M be defined by
g = Ej(,7), 1<j<p,
where E; = hj o ¢~ L. Then Ejo¢ and z; o ¢ = f; are invariant by
{71} This shows that {¢7;j¢ "'} has the same invariant functions as
deck transformations of m; of the complexification M of M. By Lemma
2.5 in [12], {¢71;¢7'} agrees with the unique set of generators for the
deck transformations of m1. Then M is a realization of {711,...,7ip, p}.
Finally, we identity the formal automorphisms of M, which fix the
origin. For such an automorphism F on C", define

F(Z w') = (F(z, E(,v"), F(w', E (v, 2')))
on M. Then ¢~'F¢ preserves {r1,... ,Tip, p}. By Proposition 7.6,
¢'F¢ = Re, Rep = pRe, and RY = WR,. Given (7.1), we write
Re = (L., L). In view of (U V) = EAl(O)Ejfhl\Il—l, we obtain that
LU = UR. and L.V = VR.. Since z; = U;(&,n) + \;V;(&,n) and
Zptj = ()\j_lUj(f,n) —V;(€,1))?, then 2/ o F = L2’ and 2" o F = 2" as
functions in (2’,w’). This shows that 2’ o F = L.z and 2" o F = 2" as
functions in (2/, 2”). Therefore, F' = L. q.e.d.

Remark 7.8. Let b be on the unit circle with 0 < argb < w. Let
1 b ~ ~
== < )
B (b 1), [b] <1, bb#1

One can check that (7.26) admits a solution v # I if and only if b = —b.
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