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Abstract. In this paper, we shall consider an initial value problem of the differential equation written in the
title where

′ = d/dt , −(2λ+ 1)2/4λ(λ + 1) < α < 0 , λ < −1 .
For every initial condition, we shall obtain analytical expressions of the solution of the initial value problem. These
analytical expressions are valid in neighborhoods of both ends of the domain of the solution, and hence show asymp-
totic behavior of the solution.

1. Introduction

Let us consider a second order nonlinear differential equation

x ′′ = tαλ−2x1+α (′= d/dt) (E)

in a region

0 < t < ∞ , 0 < x < ∞ .

Here α, λ are real parameters with

− (2λ+ 1)2

4λ(λ+ 1)
< α < 0 , λ < −1 or λ > 0 .

(E) relates to various fields – mathematical physics, variational problems, theory of partial
differential equations and so on (cf. [1], [19]). Moreover many authors treated (E) (cf. [3],
[7], [8], [9], [22] etc.). For example, in the recent papers [3], [7], and [9], transformations
of (E) were discussed. However an initial value problem of (E) was not considered in these
papers. So, given an initial condition

x(t0) = A , x ′(t0) = B (I)

(0 ≤ t0 < ∞ , 0 < A < ∞ , −∞ < B < ∞) ,

we shall treat the initial value problem (E) and (I), and show asymptotic behavior of the
solution.
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Since the case α > 0 has been already treated in our previous papers [10], [11], [17], and
[19], we supposed α < 0 as above. For showing the asymptotic behavior, we shall transform
(E) into a 2 dimensional autonomous system for which (1, 0) is a critical point. If α, λ satisfy
the above condition, then the point (1, 0) is a node, but if α, λ do not, then this is another kind
of a critical point, or the transformation becomes meaningless.

In the present paper we shall suppose λ < −1 and treat the case 0 < t0 < ∞. The cases
t0 = 0 and λ > 0 will be discussed in another paper. Our discussion will be carried out as
follows. In Section 2 of this paper, we shall transform (E) into a first order rational differential
equation and rewrite this as the 2 dimensional autonomous system stated above. Moreover we
shall state Theorems 1, 2. For the proof of these theorems, we shall consider the 2 dimensional
autonomous system in Sections 3, 4, 5 and complete the proofs in Section 6. In Section 7 we
shall consider the first order rational differential equation in the neighborhood of infinity. We
shall state Theorem 3 and its proof, Theorems 4, 5 and their proofs, and Theorems 6, 7 and
their proofs in Sections 8, 9, and 10 respectively. These proofs will be done with the aid of
lemmas obtained in Sections 3, 4, 5, and 7.

In the previous papers, we described theorems in the way that we fixed t0, A arbitrarily
and varied B. However in this paper we shall state these in another way for the sake of
preventing us from repeating the same conclusion several times.

2. Reduction of (E) and statements of Theorems 1, 2

First of all, use a transformation

y = ψ(t)−αxα (namely x = ψ(t)y1/α) , z = ty ′ (T)

where

ψ(t) = {λ(λ+ 1)}1/αt−λ

is a particular solution of (E). Then as in the papers [10], [11], this transforms (E) into a first
order rational differential equation

dz

dy
= (α − 1)z2 + α(2λ+ 1)yz+ α2λ(λ+ 1)y2(y − 1)

αyz
. (R)

Using a parameter s, we write this as a 2 dimensional autonomous system

dy

ds
= αyz ,

dz

ds
= (α − 1)z2 + α(2λ+ 1)yz+ α2λ(λ+ 1)y2(y − 1) .

(S)

This has two critical points (0, 0), (1, 0).
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FIGURE 1. The phase portrait of (S)

Hereafter, suppose

λ < −1 .

The phase portrait of (S) depends on whether α is greater than −2 or not. Compare

−(2λ+ 1)2/4λ(λ+ 1) and −2. Then we find that the case −2 < α < 0 occurs if

− 2 < α < 0 , −1 + √
2

2
< λ < −1

or − (2λ+ 1)2

4λ(λ+ 1)
< α < 0 , λ ≤ −1 + √

2

2

(2.1)

and the other case α ≤ −2 does if

− (2λ+ 1)2

4λ(λ+ 1)
< α ≤ −2 , −1 + √

2

2
< λ ≤ −1 . (2.2)

Indeed, an inequality

− (2λ+ 1)2

4λ(λ+ 1)
= −1 − 1

4λ(λ+ 1)
< −2

has a solution

−1 + √
2

2
< λ < −1 .
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As proved below, the phase portrait of (S) is as in Figure 1. Here we judge the direction
of the orbit as s increases from the sign of dy/ds = αyz of (S). Moreover �1, �2, . . . , �6

denote the orbits and cut the phase plane into the regions R1, R2, . . . , R5. We shall define
these orbits and these regions in detail during our discussion.

Now from (T) we have

z = αy

(
λ+ tx ′

x

)
. (2.3)

Here, put t = t0, (y, z) = (y0, z0). Then from (I) we get

y0 = ψ(t0)
−αAα , z0 = αy0

(
λ+ t0B

A

)
. (2.4)

If equations z = zj (y) represent orbits �j (j = 1, 2, . . . , 6), then �1 : z = z1(y) is the
unique orbit defined for 0 < y < 1 such that

lim
y→0

z = 0 , lim
y→0

z

y
= α(λ + 1) . (2.5)

Moreover �1 satisfies

lim
y→1

z = 0 , lim
y→1

z

y − 1
= µ

α
(2.6)

where

µ = α
{

2λ+ 1 +
√
(2λ+ 1)2 + 4αλ(λ+ 1)

}
/2 .

In addition, we define

ν = α
{

2λ+ 1 −
√
(2λ+ 1)2 + 4αλ(λ + 1)

}
/2 .

Notice that 0 < µ < ν.
Here, let x(t) be a solution of the initial value problem (E), (I). Then in both cases (2.1)

and (2.2) we state Theorems 1, 2 as follows:

THEOREM 1. If we take t0, A, B in (I) such that (y0, z0) ∈ �1, then x(t) is defined for
0 < t < ∞ and represented as follows:

In the neighborhood of t = 0, we get

x(t) = Kt

{
1 +

∞∑
n=1

xnt
α(λ+1)n

}
(2.7)

whereK is a positive constant and xn are constants. Moreover in the neighborhood of t = ∞,
we obtain

x(t) = {λ(λ+ 1)}1/αt−λ
{

1 +
∑

m+n>0

xmnt
(µ/α)m+(ν/α)n

}
(2.8)
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if ν/µ /∈ N , and

x(t) = {λ(λ+ 1)}1/αt−λ
{

1 +
∞∑
k=1

t(µ/α)kpk(log t)

}
(2.9)

if ν/µ = N ∈ N , where xmn are constants and pk are polynomials with

degpk ≤
[
k

N

]
,

[ ] denoting Gaussian symbol.

�2 : z = z2(y) is the unique orbit defined for 0 < y < 1 such that

lim
y→1

z = 0 , lim
y→1

z

y − 1
= ν

α
. (2.10)

Furthermore �2 satisfies

lim
y→0

z = 0 , lim
y→0

z

y
= αλ . (2.11)

THEOREM 2. If we take t0, A, B such that (y0, z0) ∈ �2, then x(t) is defined for
0 < t < ∞ and represented as follows:

In the neighborhood of t = 0, we get

x(t) = K

(
1 +

∑
m+n>0

xmnt
αλm+n

)
(2.12)

if 1/αλ /∈ N , and

x(t) = K

{
1 +

∞∑
k=1

tαλkqk(log t)

}
(2.13)

if 1/αλ ∈ N , where K is a positive constant, xmn are constants, and qk are polynomials with

deg qk ≤ [αλk] .
Moreover in the neighborhood of t = ∞, we obtain

x(t) = {λ(λ+ 1)}1/αt−λ
{

1 +
∞∑
n=1

xnt
(ν/α)n

}
(2.14)

where xn are constants.

3. The research of (S) around the critical point (0, 0)

We show the following three lemmas on the orbits tending to (0, 0).
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LEMMA 3.1. Let z = z(y) be an orbit of (S) such that

lim
y→0

z(y) = 0 .

Then we have

lim
y→0

z(y)

y
= αλ, α(λ + 1) .

PROOF. From Lemma 1 of [17], we have

lim
y→0

z(y)

y
= αλ, α(λ + 1), ± ∞ .

However if the orbit z = z(y) satisfies

lim
y→0

z(y)

y
= ±∞ , (3.1)

then we put

w = yz(y)−1

and obtain

w → 0 as y → 0

y
dw

dy
= 1

α
w − (2λ+ 1)w2 − αλ(λ + 1)(y − 1)w3 .

Hence from 1/α < 0 and Lemma 2.5 of [16] we get a contradiction

w ≡ 0 .

Namely (3.1) does not occur and the proof is complete. �

LEMMA 3.2. There exists an orbit z = z(y) such that

lim
y→0

z(y)

y
= αλ . (3.2)

If we apply (T) to this, then we obtain a solution of (E) represented as (2.12), (2.13) in the
neighborhood of t = 0.

PROOF. As done in [15], put

v = y−1z − αλ

in (R). Then we get

y
dv

dy
= (λ+ 1)y + 1

αλ
v + · · · .
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Here let us determine a solution v of this such that

v → 0 as y → 0 .

Then since 1/αλ > 0, v is given as

v =
∑

m+n>0

vmny
m{y1/αλ(h log y + C)}n

where vmn, C, h are constants and if 1/αλ /∈ N , then we obtain h = 0. Therefore we get

z = αλy

[
1 +

∑
m+n>0

ṽmny
m{y1/αλ(h log y + C)}n

]
(3.3)

in the neighborhood of y = 0, where

ṽmn = vmn

αλ
.

This implies the existence of the orbit with (3.2).
Applying (T) to (3.3), we get a differential equation

ty ′ = αλy

[
1 +

∑
m+n>0

ṽmny
m{y1/αλ(h log y + C)}n

]
.

Solving this, we have

y

[
1 +

∑
m+n>0

amny
m{y1/αλ(h log y + C)}n

]
= �tαλ

where amn, � are constants. Using Smith’s lemma (cf. Lemma 1 of [11]) to this and rewriting
αλh, h log� + C as h, C, we obtain

y = �tαλ
[

1 +
∑

m+n>0

bmnt
αλm{t (h log t + C)}n

]

bmn being constants. Hence from (T) we get a solution of (E) represented as

x(t) = K

[
1 +

∑
m+n>0

xmnt
αλm{t (h log t + C)}n

]
(3.4)

(K = {λ(λ+ 1)}1/α�1/α)

in the neighborhood of t = 0. Moreover if 1/αλ /∈ N , then since h = 0 we have (2.12) from
replacing xmnCn with xmn. If 1/αλ ∈ N , then from (3.4) we obtain

x(t) = K

{
1 +

∑
m+n>0

tαλm+nQmn(log t)

}
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where Qmn are polynomials with deg Qmn ≤ n. So if we put

m+ n

αλ
= k , qk = Qmn ,

then qk are polynomials with deg qk ≤ [αλk]. Furthermore we get (2.13), which completes
the proof. �

LEMMA 3.3. There exists the unique orbit z = z(y) of (S) such that

lim
y→0

z(y)

y
= α(λ+ 1) . (3.5)

If we apply (T) to this, then we have a solution of (E) represented as (2.7) in the neighborhood
of t = 0.

PROOF. Put

v = y−1z− α(λ + 1)

in (R). Then we obtain

y
dv

dy
= λy − 1

α(λ+ 1)
v + · · · .

Now let us consider a solution of this such that

v → 0 as y → 0 . (3.6)

Then from −1/α(λ + 1) < 0 and Lemma 2.5 of [16] there exists uniquely the solution such
that (3.6) holds. Moreover this is holomorphic in the neighborhood of y = 0 and represented
as

v =
∞∑
n=1

vny
n (vn : constants) .

Therefore we get the unique orbit of (S) such that (3.5) holds. Furthermore this is represented
as

z = α(λ + 1)y

(
1 +

∞∑
n=1

ṽyn
) (

ṽn = vn

α(λ + 1)

)
(3.7)

in the neighborhood of y = 0. If we apply (T) to this and follow the line of the proof of
Lemma 3.1, then we have (2.7). This completes the proof. �

�1 is the orbit satisfying (3.5) and represented as (3.7).

4. The research of (S) around the critical point (1, 0)

Let us consider orbits of (S) tending to (1, 0).
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LEMMA 4.1. There exist only two orbits (y, z) of (S) tending to (1, 0) as s → −∞
such that

lim
s→−∞

z

y − 1
= ν

α
. (4.1)

If (y, z) is another orbit of (S) tending to (1, 0), then this tends to (1, 0) as s → −∞ and
satisfies

lim
s→−∞

z

y − 1
= µ

α
. (4.2)

PROOF. For the sake of obtaining a solution of (S) tending to (1, 0), we use the discus-
sion done in Section 2 of [16].

Put

y = 1 + η , z = ζ . (4.3)

Then from (S) we get

dη

ds
= αζ + · · · , dζ

ds
= α2λ(λ+ 1)η+ α(2λ+ 1)ζ + · · · (4.4)

where . . . denotes terms whose degrees are greater than the degree of the previous term. In
the righthand sides of this, the coefficient matrix of the linear terms is given as(

0 α

α2λ(λ + 1) α(2λ+ 1)

)

whose eigenvalues are µ, ν. Adopting a transformation(
η

ζ

)
=

(
α α

µ ν

) (
η̃

ζ̃

)
(4.5)

and diagonalizing this matrix, we get

dη̃

ds
= µη̃ + · · · , dζ̃

ds
= νζ̃ + · · · . (4.6)

Hence it follows from Theorem A of [2] and its proof that if we use a transformation

η̃ = w1 + · · · , ζ̃ = w2 + · · · (4.7)

valid in the neighborhood of (w1, w2) = (0, 0), we transform (4.6) into

dw1

ds
= µw1 ,

dw2

ds
= νw2 + gwN1

where g is a constant such that if g �= 0, then we have

ν

µ
= N ∈ N .



204 ICHIRO TSUKAMOTO

Therefore we obtain

w1 = Leµs , w2 = (M + gLNs)eνs (4.8)

where L, M are constants. Notice that (w1, w2) → (0, 0) as s → −∞, since 0 < µ < ν.
Here if we substitute (4.7) into (4.5) and (4.5) into (4.3), then we get

y = 1 + αw1 + αw2 +
∑

m+n≥2

amnw
m
1 w

n
2

z = µw1 + νw2 +
∑

m+n≥2

bmnw
m
1 w

n
2

(4.9)

where amn, bmn are constants. Therefore the orbit (y, z) tends to (1, 0) as s → −∞.
If L = 0 in (4.8), then we have

w1 = 0 , w2 = Meνs

and from (4.9)

y = 1 + αw2 +
∞∑
n=2

a0nw
n
2 , z = νw2 +

∞∑
n=2

b0nw
n
2 .

Eliminating w2, we obtain

z = ν

α
(y − 1)+

∞∑
n=2

cn(y − 1)n (4.10)

in the neighborhood of y = 1 where cn are constants. As easily checked, this satisfies (4.1).
On the other hand, if L �= 0 then we get

w2

w1
= M + gLNs

L
e(ν−µ)s → 0

as s → −∞, and

lim
s→−∞

z

y − 1

= lim
s→−∞

µ+ ν(w2/w1)+ (1/w1)
∑
m+n≥2 bmnw

m
1 w

n
2

α + α(w2/w1)+ (1/w1)
∑
m+n≥2 amnw

m
1 w

n
2

= µ

α
.

Namely we have (4.2).
Since (4.10) represents two orbits lying in the regions y > 1 and y < 1, we conclude

that there exist only two orbits satisfying (4.1) and the other orbits tending to (1, 0) satisfy
(4.2). This completes the proof. �

�2, �4, �6 in Figure 1 are orbits represented as (4.10) and satisfy (4.1). �2 lies in y < 1
and �4, �6 lie in y > 1. �4, �6 appear in the cases (2.1), (2.2) respectively.
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Let (y, z) be an orbit of (S) tending to (1, 0) again. Then applying (T) to (4.9), we obtain
the analytical expressions (2.8), (2.9), (2.14) appearing in Theorems 1, 2 as follows:

LEMMA 4.2. If (y, z) satisfies (4.2), then we get (2.8), (2.9) in the neighborhood of
t = ∞, and if (y, z) satisfies (4.1), then we have (2.14) in the neighborhood of t = ∞.

PROOF. It follows from the proof of Lemma 4.1 that (y, z) is represented as (4.9).
From (4.9) and z = ty ′ in (T), we obtain

µw1 + νw2 + · · · = t{αµw1 + α(νw2 + gwN1 )+ · · · }s′ .
Comparing coefficients of both sides, we get

tαs′ = 1

namely

s = 1

α
log t + C (4.11)

C being a constant.
Now, substituting (4.11) into (4.8) and rewriting LeµC , g/α, (M + gLNC)eνs as L, g ,

M respectively, we have

w1 = Ltµ/α , w2 = (M + gLN log t)tν/α . (4.12)

Therefore from (4.9) we obtain

y = 1 + αLtµ/α + α(M + gLN log t)tν/α

+
∑

m+n≥2

amn(Lt
µ/α)m((M + gLN log t)tν/α)n

where amn are constants and from (T) we obtain a solution of (E) represented as

x(t) = {λ(λ+ 1)}1/αt−λ{1 + Ltµ/α + (M + gLN log t)tν/α

+
∑

m+n≥2

xmn(Lt
µ/α)m((M + gLN log t)tν/α)n} . (4.13)

Recall that (4.9) is valid in the neighborhood of (w1, w2) = (0, 0). As (w1, w2) tends
to (0, 0), we get s → −∞ from (4.8) and 0 < µ < ν. Hence from (4.11) we have t → ∞.
Therefore (4.13) is valid in the neighborhood of t = ∞.

Let us simplify the form of (4.13). Since g = 0 if ν/µ /∈ N , we obtain (2.8) from (4.13).
Here we need to rewrite xmn suitably. If ν/µ = N ∈ N , then from (4.13) we get

x(t) = {λ(λ+ 1)}1/αt−λ
{

1 +
∑

m+n>0

t(µ/α)(m+Nn)Pmn(log t)

}
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where Pmn are polynomials whose degree is not greater than n. Put

m+Nn = k .

Then we have

n = k −m

N
≤

[
k

N

]
.

Moreover, put

pk = Pmn .

Then we obtain (2.9).
Especially if (4.9) satisfies (4.2), then we get (2.8), (2.9).
Finally, suppose that (4.9) satisfies (4.1). Then we have L = 0. Hence substituting this

into (4.13), we obtain (2.14). This completes the proof. �

5. On orbits �1, �2

In this section, we show that �1 satisfies (2.6), namely

lim
y→1

z = 0 , lim
y→1

z

y − 1
= µ

α

and �2 satisfies (2.11), namely

lim
y→0

z = 0 , lim
y→0

z

y
= αλ .

First, we conclude the following:

LEMMA 5.1. �1 satisfies (2.6).

PROOF. Put

f (y) = σ(y − y2)

where σ is a constant. Then on the curve z = f (y), we get from (S)

d

ds
(z− f (y)) = y2(1 − y){(α + 1)σ 2y

− (σ − αλ)(σ − α(λ+ 1))} .
(5.1)

Here, suppose

−1 < α < 0 .

Then if σ = αλ and 0 < y < 1, from (5.1) we have

d

ds
(z− f (y)) = (α + 1)α2λ2y3(1 − y) > 0 . (5.2)
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Moreover on the open segment 0 < y < 1, z = 0, we obtain from (S)

dy

ds
= 0 ,

dz

ds
= α2λ(λ+ 1)y2(y − 1) < 0 . (5.3)

Since

f ′(0) = αλ > α(λ + 1) ,

�1 is contained in the region which the curve z = f (y) and the segment 0 < y < 1, z = 0
surround, and from Poincaré-Bendixon’s theorem �1 tends to (1, 0) as s → −∞.

On the other hand, we get

ν

α
< −αλ < −α(λ + 1) <

µ

α
.

Hence from f ′(1) = −αλ we have

ν

α
< f ′(1) < µ

α

and conclude from Lemma 4.1 that

z

y − 1
→ µ

α
as s → −∞ .

Namely �1 satisfies (2.6).
Next, suppose

− (2λ+ 1)2

4λ(λ+ 1)
< α < −1 .

Then we have

4(α + 1)λ(λ+ 1)+ 1 > 0 .

Furthermore if 0 < y < 1, then in (5.1) we obtain

(α + 1)σ 2y − (σ − αλ)(σ − α(λ+ 1))

≥ α

(
σ + λ+ 1

2

)2

− α{4(α + 1)λ(λ+ 1)+ 1}
4

.

Therefore if we take σ = −λ− 1/2, then we get

(α + 1)σ 2y − (σ − αλ)(σ − α(λ + 1)) > 0

and

d

ds
(z− f (y)) > 0



208 ICHIRO TSUKAMOTO

on z = f (y) and 0 < y < 1. Moreover we have

ν

α
< f ′(1) = λ+ 1

2
<
µ

α
(5.4)

f ′(0) = −λ− 1

2
> α(λ + 1) . (5.5)

Hence �1 is contained in the region which the curve z = f (y) and the segment 0 < y < 1,
z = 0 surround, and from the same reasoning as in the case −1 < α < 0, �1 satisfies (2.6).
This completes the proof. �

Since µ/α > ν/α, it follows from Lemma 5.1 just shown that �2 lies above �1.
Next, let us consider the sign of dz/dy of (S). If we put dz/ds = 0, then we get

(α − 1)z2 + α(2λ+ 1)yz+ α2λ(λ+ 1)y2(y − 1) = 0

and

z = Z±(y)

where

Z±(y) = α

2(α − 1)
y{−(2λ+ 1)±

√
(2λ+ 1)2 − 4λ(λ+ 1)(α − 1)(y − 1)} .

This exists for

y ≥ 4αλ(λ + 1)+ 1

4(α − 1)λ(λ+ 1)

and

Z′±(y) = α

2(α − 1)
× ±3R − 2(2λ+ 1)

√
R ∓ {4αλ(λ+ 1)+ 1}

2
√
R

where

R = (2λ+ 1)2 − 4λ(λ+ 1)(α − 1)(y − 1) .

Hence the sign of dz/ds is as in Figure 2.
If an orbit (y, z) of (S) exists in 0 < y < 1 and tends to (1, 0), then it follows from

Lemma 4.1 that (y, z) satisfies

lim
y→1

z

y − 1
= µ

α
or
ν

α
< 0 .

Therefore in the neighborhood of y = 1, (y, z) exists in the region z > 0 and z can decrease
as y increases. However since dy/ds = αyz < 0 from (S), y decreases as s increases. Hence
in the neighborhood of y = 1, z can increase as s increases and (y, z) is in the region where
dz/ds > 0.
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FIGURE 2. The sing of dz/ds

Moreover, suppose that (y, z) lies above �1. Then as s increases to ∞, (y, z) gets out
of the region where dz/ds > 0 and tends to (0, 0) from Poincaré-Bendixon’s theorem. In
fact, the positive z axis is an orbit. Especially �2 tends to (0, 0) as s → ∞. Furthermore we
conclude the following:

LEMMA 5.2. �2 satisfies (2.11).

PROOF. From the lemmas of Section 3, if (y, z) is the orbit tending to (0, 0) then we
get

lim
y→0

z

y
= αλ

except �1. This completes the proof. �

6. Proofs of Theorems 1, 2

Here we prove Theorems 1, 2. For this we use the following:

LEMMA 6.1. If an interval (ω−, ω+) is a domain of a solution x = x(t) of (E), then
as t → ω+ or ω−, (y, z) defined as (T) does not tend to a regular point of (S) situated in
y > 0.

This is Lemma 2 of [17] and the proof is omitted.
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Now, define (y0, z0) as (2.4) for (t0, A,B) in (I) and let � be an orbit of (S) passing
(y0, z0). Moreover, let x(t) be a solution of (E), (I) and define an orbit (y, z) of (S) from
applying (T) to x(t). Then from Lemma 6.1, (y, z) moves all over � as t increases all over
the domain of x(t).

PROOF OF THEOREM 1. Take (t0, A,B) such that (y0, z0) ∈ �1. Then from the dis-
cussion just above, (y, z) moves all over �1. Since �1 satisfies (3.5), from Lemma 3.3 we get
a representation (2.7) of x(t) in the neighborhood of t = 0. Furthermore due to Lemma 5.1,
�1 satisfies (2.6) and (4.2). Therefore from Lemma 4.2, x(t) is represented as (2.8), (2.9).
Since (2.8), (2.9) are valid in the neighborhood of t = ∞, the domain of x(t) is (0,∞). Now
the proof is complete. �

PROOF OF THEOREM 2. If we take (t0, A,B) such that (y0, z0) ∈ �2, then (y, z)
moves all over �2 as t takes all values of the domain of x(t). Since �2 tends to (1, 0) and
satisfies (4.1), we get (2.14) in the neighborhood of t = ∞ from Lemma 4.2. On the other
hand, �2 has (2.11) (namely (3.2)) from Lemma 5.2. Therefore due to Lemma 3.2 we obtain
(2.12), (2.13) in the neighborhood of t = 0. Thus the domain of x(t) is (0,∞) and the proof
is complete. �

7. The research of (R) around y = ∞
Let us consider (R) in the neighborhood of y = ∞. For this, put y = 1/η. Then we get

dz

dη
= − (α − 1)η3z2 + α(2λ+ 1)η2z + α2λ(λ+ 1)(1 − η)

αη4z
. (7.1)

Moreover, put z = 1/ζ . Then we have

dζ

dη
= (α − 1)η3ζ + α(2λ+ 1)η2ζ 2 + α2λ(λ + 1)(1 − η)ζ 3

αη4
. (7.2)

Put w = η−3/2ζ , ξ = η1/2 here. Then we obtain

ξ
dw

dξ
= −α + 2

α
w + 2(2λ+ 1)ξw2 + 2αλ(λ + 1)(1 − ξ2)w3 . (7.3)

If we get a solution of (7.3) from applying these changes of variables to a solution of (R)
continuable to ∞, then this solution is continuable to ξ = 0.

Now, let γ be a cluster point of a solution w of (7.3) as ξ → 0. Notice that if the
righthand side of (7.3) vanishes, then we get

w = 0 ,±ρ
where

ρ = 1

α

√
α + 2

2λ(λ+ 1)
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which is a positive number only if α > −2. Furthermore, recall that (2.1) implies −2 < α <

0, and (2.2), α ≤ −2. Then we conclude the following:

LEMMA 7.1. In the case (2.1), we have

γ = 0,±ρ .
Moreover in the neighborhood of ξ = 0, the solution w of (7.3) is represented as

w = Cξ−(α+2)/α
{

1 +
∑

m+n>0

wmnξ
m(Cξ−(α+2)/α)n

}
(7.4)

(C, wmn : constants)
if γ = 0, and as

w = γ +
∞∑
n=1

anξ
n (an : constants) (7.5)

if γ = ±ρ.
In the case (2.2), there does not exist γ .

PROOF. If γ �= 0,±ρ,±∞, then from (7.3) we obtain

dξ

dw
= ξ

−((α + 2)/α)w + 2(2λ+ 1)ξw2 + 2αλ(λ+ 1)(1 − ξ2)w3

which implies a contradiction ξ ≡ 0. Hence γ is the limit and

γ = 0,±ρ,±∞ .

Suppose γ = 0. Then if −2 < α < 0, we get −(α + 2)/α > 0 and hence (7.4) from
(7.3). This implies that the case γ = 0 really arises. If α = −2, then (7.3) becomes

ξ
dw

dξ
= 2(2λ+ 1)ξw2 − 4λ(λ+ 1)(1 − ξ2)w3

and from the theories of [5] we have

w ={8λ(λ+ 1)(log ξ + C)}−1/2
[

1 +
∑

2j+k<2(N+1)

pjkξ
j

{8λ(λ+ 1)(log ξ + C)}−k/2 +


]
(pjk : constants)

where
 is a function satisfying

|
| ≤ KN | log ξ |−N (KN : a constant) .
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Therefore w is not a real variable and the case γ = 0 does not occur. If α < −2, then since
−(α + 2)/α < 0 it follows from Lemma 2.5 of [16] that (7.3) has only a unique holomorphic
solution which is w ≡ 0. This implies a contradiction z ≡ ∞. Hence the case γ = 0 does not
also occur.

If γ = ±ρ, then we must have −2 < α < 0. Here, put

u = w − γ .

Then we obtain

ξ
du

dξ
= (α + 2)(2λ+ 1)

α2λ(λ+ 1)
ξ + 2(α + 2)

α
u+ · · · . (7.6)

Since 2(α + 2)/α < 0, we get a unique holomorphic solution

u =
∞∑
n=1

anξ
n (an : constants)

of (7.6) from Lemma 2.5 of [16]. From this we have (7.5).
Finally if γ = ±∞, then we put w = 1/u and obtain

dξ

du
= ξu

((α + 2)/α)u2 − 2(2λ+ 1)ξu− 2αλ(λ + 1)(1 − ξ2)
.

This implies a contradiction

ξ ≡ 0

and the cases γ = ±∞ never occur. Now the proof is complete. �

Now, change ξ , w for η, ζ , and η, ζ for y, z. Then in the neighborhood of y = ∞ we get

z−1 = Cy(1−α)/α
{

1 +
∑

m+n>0

wmny
−m/2(Cy(α+2)/2α)n

}
(7.7)

from (7.4) and

z−1 = y−3/2
(
γ +

∞∑
n=1

any
−n/2

)
(7.8)

from (7.5). These are only orbits continuable to ∞. Since (7.8) was obtained from the unique
solution, (7.8) exists uniquely and we name (7.8) as �3 if γ = ρ and as �5 if γ = −ρ. (7.8)
satisfies

lim
y→∞ z = ∞ , lim

y→∞ y
−3/2z = 1

ρ
(7.9)
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if γ = ρ, and

lim
y→∞ z = −∞ , lim

y→∞ y
−3/2z = − 1

ρ
(7.10)

if γ = −ρ. Since (7.7), (7.8) satisfy

z = O(y(α−1)/α) , z = O(y3/2) as y → ∞
respectively and (α − 1)/α > 3/2 in the case (2.1), (7.7) represents an orbit lying above �3

if γ = ρ, z > 0, and below �5 if γ = −ρ, z < 0. Applying (T) to (7.7), (7.8) or (7.4), (7.5),
we conclude the following:

LEMMA 7.2. From (7.7), we get a solution of (E) represented as

x(t) = L(ω+ − t)

{
1 +

∑
j+k+l>0

djkl(ω+ − t)j (ω+ − t)−(α/2)k(ω+ − t)((α+2)/2)l
}

(7.11)

if z > 0, and as

x(t) = L(t − ω−)
{

1 +
∑

j+k+l>0

djkl(t − ω−)j (t − ω−)−(α/2)k(t − ω−)((α+2)/2)l
}

(7.12)

if z < 0. Here L is a positive constant and djkl are constants. Moreover from (7.8), we have
a solution of (E) expressed as

x(t) =
{

2(α + 2)

α2ωαλ−2+

}1/α

(ω+ − t)−2/α
{

1 +
∞∑
n=1

xn(ω+ − t)n
}

(7.13)

if γ = ρ, and as

x(t) =
{

2(α + 2)

α2ωαλ−2−

}1/α

(t − ω−)−2/α
{

1 +
∞∑
n=1

xn(t − ω−)n
}

(7.14)

if γ = −ρ. Here xn are constants.

PROOF. Reduce (7.7) to (7.4). Then from

w = η−3/2ζ , ζ = 1/z , z = ty ′

we obtain

Cξ−(α+2)/α+3
{

1 +
∑

m+n>0

wmnξ
m(Cξ−(α+2)/α)n

}
ty ′ = 1 .

On the other hand, we get

y = η−1 = ξ−2 , y ′ = −2ξ−3ξ ′ .



214 ICHIRO TSUKAMOTO

Hence we have

ξ−(α+2)/α
{

1 +
∑

m+n>0

wmnξ
m(Cξ−(α+2)/α)n

}
ξ ′ = − 1

2Ct

and integrating both sides

−α
2
ξ−2/α

(
1 +

∑
m+n>0

w̃mnξ
m−((α+2)/α)n

)
= − 1

2C
log t +D

where w̃mn, D are constants. Here, suppose that t → τ as y → ∞. Then if we let ξ tend to
0, we obtain y → ∞ and

D = 1

2C
log τ

from this. Therefore we get |τ | < ∞ and

ξ−2/α
(

1 +
∑

m+n>0

w̃mnξ
m−((α+2)/α)n

)
= 1

αC
log

t

τ
.

Raise both sides to the power −α/2. Then we have

ξ

{
1 +

∑
m+n>0

ŵmnξ
m(ξ−(α+2)/α)n

}
=

(
1

αC
log

t

τ

)−α/2

where ŵmn are constants. Apply Smith’s lemma (cf. Lemma 1 of [11]) to this. Then we
obtain

ξ =
(

1

αC
log

t

τ

)−α/2{
1 +

∑
m+n>0

amn

(
1

αC
log

t

τ

)−(α/2)m(
1

αC
log

t

τ

)((α+2)/2)n}
.

Now, let an interval (ω−, ω+) denote the domain of ξ . Then (ω−, ω+) is the domain of
y and of a solution x(t) obtained from y and (T). If z = ty ′ > 0, then y is an increasing
function of t and τ = ω+. Hence from (T), namely

x(t) = {λ(λ+ 1)}1/αt−λξ−2/α

and expanding t−λ, log t/ω+ around t = ω+, we get (7.11).
Similarly in the case z < 0 we have (7.12).
Moreover from (7.8) we obtain the second conclusion in the same way. Now the proof is

complete. �

LEMMA 7.3. In the case (2.2), every orbit z = z(y) of (S) is not continuable to
y = ∞.

PROOF. It is obvious, since γ does not exist from Lemma 7.1. �
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Finally we show the following:

LEMMA 7.4. Every solution z = z(y) of (R) does not diverge as y → c, if c denotes
a nonnegative finite number in the closure of the domain of z(y).

PROOF. Suppose the contrary. Then there exist a sequence {yn} and some constant c
(0 ≤ c < ∞) such that

yn → c , z(yn) → ±∞ as n → ∞ .

On the other hand, putting z = 1/ζ in (R) we get

dζ

dy
= − (α − 1)ζ + α(2λ+ 1)yζ 2 + α2λ(λ+ 1)y2(y − 1)ζ 3

αy
(7.15)

or

y
dζ

dy
= −α − 1

α
ζ − (2λ+ 1)yζ 2 − αλ(λ + 1)y2(y − 1)ζ 3 . (7.16)

Hence we get a contradiction ζ ≡ 0 from (7.15) if 0 < c < ∞, and from (7.16) if c = 0,
since −(α − 1)/α < 0. This completes the proof. �

8. Obtaining Theorem 3 from �3

Now, suppose −2 < α < 0, namely (2.1). In the last section, we introduced �3 : z =
z3(y). This is represented as (7.8) (γ = ρ) in the neighborhood of y = ∞, and satisfies
(7.9). Moreover in Figure 2 this cannot enter the region “+” as s increases. Indeed if (y, z)
represents �3, then as s increases y decreases and z increases in this region. Therefore (y, z)
is in the region “−” and z decreases. Furthermore �3 lies above �2. Hence from Poincaré-
Bendixon’s theorem, (y, z) tends to (0, 0) as s → ∞. Since only �1 gets (3.5), namely

lim
y→0

z(y)

y
= α(λ + 1) ,

it follows from Lemma 3.1 that �3 satisfies (3.2), namely

lim
y→0

z(y)

y
= αλ .

In the end, �3 is the unique orbit defined for 0 < y < ∞ such that (7.9) holds, and �3 satisfies
(3.2), namely (2.11).

THEOREM 3. If we take t0, A, B such that (y0, z0) ∈ �3, then x(t) is defined for
0 < t < ω+ where 0 < ω+ < ∞. Moreover x(t) is represented as (2.12), (2.13) in the
neighborhood of t = 0, and as (7.13) in the neighborhood of t = ω+.
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PROOF. Take (t0, A,B) such that (y0, z0) ∈ �3. Then as stated just before the proof
of Theorem 1, (y, z) moves all over �3. As stated above, �3 is represented as (7.8) (γ = ρ)

in the neighborhood of y = ∞ and from Lemma 7.2 we get a solution x(t) of (E) represented
as (7.13) in the neighborhood of t = ω+ (0 < ω+ < ∞). Furthermore from the above, �3

satisfies (3.2) and from Lemma 3.2, x(t) is represented as (2.12), (2.13) in the neighborhood
of t = 0. Therefore the domain of x(t) is (0, ω+). Now the proof is complete. �

9. Obtaining Theorems 4, 5 from �4, �5

In this section, let us treat the case (2.1). In Section 4, we showed that �4 was represented
as (4.10):

z = ν

α
(y − 1)+

∞∑
n=2

cn(y − 1)n .

This implies that �4 satisfies (2.10):

lim
y→1

z = 0 , lim
y→1

z

y − 1
= ν

α
.

Moreover in Section 7, we proved that �5 satisfies (7.8). Now we show the following:

LEMMA 9.1. If −1 < α < 0, then �4 satisfies

lim
y→∞ z = −∞ , lim

y→∞ y
−3/2z = −∞ (9.1)

and �5 satisfies (2.6) :

lim
y→1

z = 0 , lim
y→1

z

y − 1
= µ

α
.

PROOF. If we put σ = αλ, α(λ+ 1) in (5.1), then from (S) we get

d

ds
(z− f (y)) = (α + 1)σ 2y3(1 − y) < 0 (9.2)

on z = f (y) = σ(y − y2), y > 1. On the other hand, we have

f ′(1) = −σ = −αλ, − α(λ + 1) ,

ν

α
< −αλ < −α(λ+ 1) <

µ

α
.

Therefore �4 lies below z = f (y) and (y, z) ∈ �4 satisfies

(y, z) → (∞,−∞)

as s → ∞ from Lemma 7.4. Indeed we have dy/ds = αyz > 0 in y > 0, z < 0 from (T).
However as stated in Section 7, (7.7), (7.8) are only orbits continuable to y = ∞. In this
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section, we take γ = −ρ in (7.8). Since (α − 1)/α > 2, (7.7) lies below z = f (y) in the
neighborhood of y = ∞. Moreover (7.8) lies above z = f (y) from 3/2 < 2 and (7.9). Hence
�4 satisfies (7.7) and (9.1).

Here from (S) we have

dy

ds
= 0 ,

dz

ds
= α2λ(λ+ 1)y2(y − 1) > 0

on y > 1, z = 0. Therefore the orbit (7.8) never passes the y axis and tends to (1, 0) as
s → −∞. Since orbits tending to (1, 0) have (2.6) or (2.10) and only �4 satisfies (2.10) in
y > 1, (7.8) admits (2.6). Namely �5 gets (2.6), which completes the proof. �

Next we show the same conclusion in the other case as follows:

LEMMA 9.2. If −2 < α ≤ −1, then �4 satisfies (9.1) and �5, (2.6).

PROOF. First we consider (7.5) from which we obtain (7.8). So, suppose that a solution
w of (7.3) is unbounded as ξ → ξ∗ (0 < |ξ∗| < 1). Then putting w = 1/u, u accumulates to
0 and from (7.3) we get

dξ

du
= ξu

((α + 2)/α)u2 − 2(2λ+ 1)ξu− 2αλ(λ+ 1)(1 − ξ2)

which implies a contradiction ξ ≡ 0, since the righthand side of this is holomorphic at
(u, ξ) = (0, ξ∗). Hence w is bounded as ξ → ξ∗. Therefore (7.5) converges in |ξ | < 1,
since the righthand side of (7.3) is holomorphic.

Next, suppose that a nontrivial solution w of (7.3) accumulates to 0 as ξ → ξ∗. Then
from (7.3) we have a contradiction w ≡ 0. Hence w does not accumulate to 0 and if w
denotes (7.5) in particular, then 1/w is holomorphic at ξ = ξ∗. Therefore z got from (7.8) is
represented as

z = ξ−3

w
= −ρ−1ξ−3

(
1 +

∞∑
n=1

bnξ
n

)
(bn : constants) (9.3)

since w = η−3/2ζ , ξ = η1/2, ζ = 1/z. The power series of the righthand side converges in
|ξ | < 1.

Now, regard equations of orbits of (S) as functions of ξ . Then it follows from Lemma
9.1 that if −1 < α < 0, there exists an orbit z = z(ξ, α, λ) of (S) lying in y > 1, z < 0 and
satisfying (2.6) such that

−ρ−1ξ−3
(

1 +
∞∑
n=1

bnξ
n

)
= z(ξ, α, λ) (9.4)

in 1 − ε < ξ < 1 where ε is some positive constant. On the other hand, if we put ξ = y−1/2
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in (R) then we get

dz

dξ
= −2{(α − 1)ξ6z2 + α(2λ+ 1)ξ4z+ α2λ(λ+ 1)(1 − ξ2)}

αξ7z
.

The righthand side of this is holomorphic in the neighborhood of (ξ, z) = (1, z∗) where z∗
is a nonzero constant. Hence (9.3), z(ξ, α, λ) are holomorphic in a region 1 − ε < ξ < 1,
α < 0. Therefore if we regard (9.3) and z(ξ, α, λ) as functions of α and use the monodromy
theorem, then we have (9.4) even in the case −2 < α ≤ −1. That is, �5 satisfies (2.6).

Consequently �4 lies below �5. Moreover, recall that the orbits continuable to y = ∞
are only (7.7) and (7.8), and only �5 satisfies (7.8). Then we conclude that �4 satisfies (7.7)
and hence (9.1). Now the proof is complete. �

Eventually �4 : z = z4(y) is the unique orbit defined for 1 < y < ∞ such that (2.10)
holds. In addition, this satisfies

lim
y→∞ z = −∞ , lim

y→∞ y
−3/2z = −∞ . (9.5)

THEOREM 4. If we take t0, A, B such that (y0, z0) ∈ �4, then x(t) is defined for
ω− < t < ∞ where 0 < ω− < ∞ and represented as follows:

In the neighborhood of t = ω−, we get (7.12) and in the neighborhood of t = ∞, (2.14).

PROOF. Taking (t0, A,B) such that (y0, z0) ∈ �4, (y, z) moves all over �4. Since �4

satisfies (2.10), namely (4.1), from Lemma 4.2 we have a solution x(t) of (E) represented as
(2.14) in the neighborhood of t = ∞. Moreover from the proofs of Lemmas 9.1, 9.2, �4 is
represented as (7.7) and from Lemma 7.2, x(t) is represented as (7.12) in the neighborhood
of t = ω− (0 < ω− < ∞). Hence the domain of x(t) is (ω−,∞). �

From Lemmas 9.1, 9.2, �5 : z = z5(y) is the unique orbit defined for 1 < y < ∞ such
that

lim
y→∞ z = −∞ , lim

y→∞ y
−3/2z = − 1

ρ

and satisfies (2.6).

THEOREM 5. If we take t0, A, B such that (y0, z0) ∈ �5, then x(t) is defined for
ω− < t < ∞ where 0 < ω− < ∞ and represented as follows:

In the neighborhood of t = ω−, we obtain (7.14) and in the neighborhood of t = ∞,
(2.8), (2.9).

PROOF. If we take (t0, A,B) such that (y0, z0) ∈ �5, (y, z) moves all over �5. From
the proof of Lemmas 9.1, 9.2, �5 satisfies (7.8) (γ = −ρ) and from Lemma 7.2 we get a
solution x(t) of (E) represented as (7.14) in the neighborhood of t = ω− (0 < ω− < ∞).
Furthermore from Lemmas 9.1, 9.2, �5 has (2.6) namely (4.2), and from Lemma 4.2, x(t)
is represented as (2.8), (2.9) in the neighborhood of t = ∞. The domain of x(t) is thus
(ω−,∞). �
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10. The other theorems and their proofs

First, suppose (2.1). Then the regions R1, R2, . . . , R5 of Figure 1 is as follows:
　　 R1: the region lying below �1, �4,
　　 R2: the region which �1, �2 surround,
　　 R3: the region lying above �3,
　　 R4: the region lying between the orbits �2, �5 and the orbit �3,
　　 R5: the region lying between �4 and �5.

THEOREM 6. (i) If we take t0, A, B such that (y0, z0) ∈ R1 ∪R5, then x(t) is defined
for ω− < t < ∞ where 0 < ω− < ∞, and represented as follows:

In the neighborhood of t = ω−, we get (7.12), and in the neighborhood of t = ∞, (2.8),
(2.9).

(ii) If we take t0, A, B such that (y0, z0) ∈ R2 ∪R4, then x(t) is defined for 0 < t < ∞
and represented as follows:

In the neighborhood of t = 0, we get (2.12), (2.13), and in the neighborhood of t = ∞,
(2.8), (2.9).

(iii) If we take t0, A, B such that (y0, z0) ∈ R3, then x(t) is defined for 0 < t < ω+
where 0 < ω+ < ∞ and represented as follows:

In the neighborhood of t = 0, we get (2.12), (2.13), and in the neighborhood of t = ω+,
(7.11).

PROOF. (i). Take (t0, A,B) such that (y0, z0) ∈ R1 ∪ R5. Then (y, z) draws an
orbit starting from (1, 0) and tending to (∞,−∞), and satisfies (2.6) (namely (4.2)), (7.7).
Hence from Lemmas 4.2, 7.2 we obtain a solution of (E) represented as (2.8), (2.9) in the
neighborhood of t = ∞ and as (7.12) in the neighborhood of t = ω− (0 < ω− < ∞). Hence
the domain of x(t) is (ω−,∞).

(ii). Now, take (t0, A,B) such that (y0, z0) ∈ R2 ∪ R4. Then (y, z) draws an or-
bit connecting (0, 0) and (1, 0) such that we get (2.6), (2.11) (namely (4.2), (3.2)) from the
uniqueness of �1, �2. Therefore from Lemmas 4.2, 3.2 we have a solution of (E) represented
as (2.8), (2.9) in the neighborhood of t = ∞ and as (2.12), (2.13) in the neighborhood of
t = 0. Thus the domain of x(t) is (0,∞).

(iii). If we take (t0, A,B) such that (y0, z0) ∈ R3, then (y, z) draws an orbit connecting
(∞,∞) and (0, 0) as in Figure 1. Due to the uniqueness of �1, �3, (y, z) satisfies (2.11), (9.1)
(namely (3.2), (7.7)) and from Lemmas 3.2, 7.2 we obtain a solution x(t) of (E) represented
as (2.12), (2.13) in the neighborhood of t = 0 and as (7.11) in the neighborhood of t = ω+
(0 < ω+ < ∞). Hence the domain of x(t) is (0, ω+). �

Finally, suppose α ≤ −2, namely (2.2). Then as introduced in Section 4, there appears
the orbit �6 : z = z6(y) which satisfies (2.10) for y > 1 uniquely. Owing to Lemmas 7.3,
7.4 and Figure 2, z6(y) is bounded and �6 behaves as in Figure 1. Here, notice that z6(y) is
a multivalued function for 1 ≤ y < y∗ where y∗ is a constant. Moreover �6 satisfies (2.11)
from the uniqueness of �1.
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THEOREM 7. (i) If we take t0, A, B such that (y0, z0) ∈ �6, then the conclusion of
Theorem 2 follows.

(ii) If we take t0,A, B such that (y0, z0) /∈ �1∪�2∪�6, then the conclusion of Theorem
6 (ii) follows.

PROOF. (i). Take (t0, A,B) such that (y0, z0) ∈ �6. Then (y, z) draws �6 itself.
Therefore in the neighborhoods of y = 0, y = 1, (y, z) has the same properties as in the proof
of Theorem 2 and we get the same conclusions.

(ii). If we take (t0, A,B) such that (y0, z0) /∈ �1 ∪ �2 ∪ �6, then from the above
reasoning used for �6, (y, z) draws an orbit leaving (1, 0) and reaching (0, 0). Furthermore
in the neighborhoods of y = 0, y = 1, (y, z) admits the same properties as in the proof of
Theorem 6 (ii). Therefore we have the same conclusions. �

The case (y0, z0) = (1, 0) is lacking in the above theorems. However if we take t0, A, B
such that this case arises, then we get the trivial conclusion

x(t) = ψ(t)

from (T). Therefore we have just shown the asymptotic behavior for all t0, A, B.
If we fix t0, A and vary B, then (y0, z0) draws a line parallel to the z axis from (2.4).

Hence as in the previous papers we can restate the asymptotic behavior for every B.
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