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1. Introduction. This paper is concerned with the differential equations of the form
(1.1) $\quad \ddot{x}+a(t) f(x, \dot{x}) \ddot{x}+b(t) g(x, \dot{x})+c(t) h(x)=p(t)+\tilde{p}(t, x, \dot{x}, \ddot{x})$,
(1.2) $\quad \ddot{x}+a(t) f(x, \dot{x}) \ddot{x}+b(t) g(x, \dot{x})+c(t) h(x)=p(t)$
where $a, b, c, p, \tilde{p}, f, g, h$ are real valued functions.
The asymptotic property of solutions of third order differential equations has received a considerable amount of attention over the past two decades (cf. [1]-[8]). Many of these results are summarized in [9].

In [5], the author considered (1.1) in the case $p(t) \equiv 0$ and eatablished sufficient conditions under which all solutions of (1.1) and their first and second order derivatives are uniformly bounded and tend to zero as $t \rightarrow \infty$.

In Theorem 3.1 of this paper, sufficient conditions are given for uniform boundedness and convergence to zero of all solutions of (1.1) together with their derivatives of the first and second order. Theorem 3.1 generalizes our former result in [5]. In Theorem 3.2, necessary and sufficient conditions are given for uniform boundedness and convergence to zero of all solutions of (1.1) together with their derivatives of the first and second order.
2. Definition and lemma. Let us consider the following system

$$
\begin{equation*}
\dot{x}=F(t, x) \tag{2.1}
\end{equation*}
$$

where $F(t, x)$ is a continuous function from $[0, \infty) \times R^{n}$ to $R^{n}$. We denote the solution of (2.1) through $\left(t_{0}, x_{0}\right)$ by $x\left(t, t_{0}, x_{0}\right)$.

Definition 2.1. The solutions of (2.1) are uniformly bounded, if for any $\alpha>0$, there exists $\beta(\alpha)>0$ such that

$$
\left\|x\left(t, t_{0}, x_{0}\right)\right\|<\beta \quad \text { for }\left\|x_{0}\right\|<\alpha \text { and } t \geqq t_{0} \geqq 0
$$

For the proof of Theorems given below we need the following Lemma ([5, Theorem A]).

Lemma 2.1. Suppose that there exists a Liapunov function $V(t, x)$, continuously differentiable in $[0, \infty) \times R^{n}$, satisfying the following conditions:
(i) $a(\|x\|) \leqq V(t, x) \leqq b(\|x\|)$, where $a(r), b(r)$ are continuous, increasing and positive definite functions and $a(r) \rightarrow \infty$ as $r \rightarrow \infty$.
(ii) $\quad \dot{V}_{(2.1)}(t, x) \equiv \lim _{h \rightarrow 0+} \frac{1}{h}\{V(t+h, x+h F(t, x))-V(t, x)\}$

$$
\leqq-\left\{c-\lambda_{1}(t)\right\} V(t, x)+\lambda_{2}(t)\{1+V(t, x)\}
$$

where $c$ is a positive constant and $\lambda_{i}(t)(i=1,2)$ are non-negative continuous functions satisfying

$$
\begin{gather*}
\limsup _{(t, v) \rightarrow(\infty, \infty)} \frac{1}{v} \int_{t}^{t+v} \lambda_{1}(s) d s<c,  \tag{2.2}\\
\lim _{t \rightarrow \infty} \int_{t}^{t+1} \lambda_{2}(s) d s=0 . \tag{2.3}
\end{gather*}
$$

Then the solutions $x(t)$ of (2.1) are uniformly bounded and satisfy $\lim _{t \rightarrow \infty} x(t)=0$.
3. Assumptions and theorems. We state some assumptions on the functions appeared in (1.1)-(1.2).

Assumptions:
( I ) $a(t), b(t)$ and $c(t)$ are continuously differentiable and $p(t)$ is continuous on $[0, \infty)$. $\tilde{p}(t, x, y, z)$ is continuous on $[0, \infty) \times R^{3}$.
( II ) $f, f_{x}, g, g_{x}$ are continuous for all $(x, y) \in R^{2}$ and $h(x)$ is continuously differentiable for all $x \in R^{1}$.
( III ) $0<a_{0} \leqq a(t) \leqq A, \quad 0<b_{0} \leqq b(t) \leqq B, \quad 0<c_{0} \leqq c(t) \leqq C$ for $t \in[0, \infty)$.
( IV ) $0<\delta \leqq h(x) / x \quad(x \neq 0)$.
( V ) $0<f_{0} \leqq f(x, y) \leqq \bar{f}$ for all $(x, y)$ and $0<g_{0} \leqq \frac{g(x, y)}{y} \leqq \bar{g}$ for all $y \neq 0$ and $x$.
( VI ) $y f_{x}(x, y) \leqq 0, g_{x}(x, y) \leqq 0 \quad$ for all $(x, y) \in R^{2}$.
( VII ) $\quad h^{\prime}(x) \leqq h_{1}<\frac{a_{0} b_{0} f_{0} g_{0}}{C} \quad$ for all $x \in R^{1}$.
(VIII) $\frac{\mu_{2}}{4 c_{0}}\left\{A\left(\bar{f}-f_{0}\right)+\frac{B}{\mu_{1}}\left(\bar{g}-g_{0}\right)\right\}<\delta$
where $\mu_{1}$ and $\mu_{2}$ are arbitrarily fixed constants satisfying

$$
\begin{aligned}
& \frac{C h_{1}}{b_{0} g_{0}}<\mu_{1}<a_{0} f_{0}, \quad 0<\mu_{2}<\frac{a_{0} b_{0} f_{0} g_{0}-C h_{1}}{A f_{0}}, \\
& \text { ( IX ) } \quad \limsup _{(t, v) \rightarrow(\infty, \infty)} \frac{1}{v} \int_{t}^{t+v}\left\{\left|a^{\prime}(s)\right|+b_{+}^{\prime}(s)+\left|c^{\prime}(s)\right|\right\} d s<\gamma
\end{aligned}
$$

where $\gamma$ is a small positive constant whose magnitude depends only on the constants appeared in (III)-(VIII) and $b_{+}^{\prime}(t)=\max \left(b^{\prime}(t), 0\right)$.
( X ) $\lim _{t \rightarrow \infty} e^{-t} \int_{0}^{t} e^{s} p(s) d s=0$.
( XI ) $|\tilde{p}(t, x, y, z)| \leqq p_{1}(t)\left\{1+\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}\right\}+\Delta\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}$.
where $\Delta$ is a positive constant and $p_{1}(t)$ is a non-negative function.
( XII ) $\lim _{t \rightarrow \infty} \int_{t}^{t+1} p_{1}(s) d s=0$.

The following results will be established:
Theorem 3.1. Suppose that the assumptions (I) through (XII) hold. Then there exists a constant $\varepsilon=\varepsilon\left(A, a_{0}, B, b_{0}, C, c_{0}, \delta, \bar{f}, f_{0}, \bar{g}, g_{0}, h_{1}\right)$ $>0$ such that if $\Delta \leqq \varepsilon$ then the solutions $x(t)$ of (1.1) and their derivatives $\dot{x}(t)$ and $\ddot{x}(t)$ are uniformly bounded and satisfy

$$
\lim _{t \rightarrow \infty}(x(t), \dot{x}(t), \ddot{x}(t))=(0,0,0) .
$$

Theorem 3.2. Suppose that the assumptions (I) through (IX) hold. Then the solutions $x(t)$ of (1.2) and their derivatives $\dot{x}(t)$ and $\ddot{x}(t)$ are uniformly bounded and satisfy

$$
\lim _{t \rightarrow \infty}(x(t), \dot{x}(t), \ddot{x}(t))=(0,0,0)
$$

if and only if (X) holds.
4. Proof of theorems. Proof of Theorem 3.1. The equation (1.1) is equivalent to the following system of differential equations:

$$
\left\{\begin{align*}
& \dot{x}=y  \tag{4.1}\\
& \dot{y}=z+P(t) \\
& \dot{z}=-a(t) f(x, y) z-b(t) g(x, y)-c(t) h(x)+P(t)\{1-a(t) f(x, y)\} \\
& \quad+\tilde{p}(t, x, y, z+P(t))
\end{align*}\right.
$$

where $P(t) \equiv e^{-t} \int_{0}^{t} e^{s} p(s) d s$. Note that the assumption (X) implies $P(t)$ $\rightarrow 0$ as $t \rightarrow \infty$.

Consider a Liapunov function defined as follows

$$
\begin{equation*}
V(t, x, y, z)=V_{1}(t, x, y, z)+V_{2}(t, x, y, z)+V_{3}(t, x, y, z) \tag{4.2}
\end{equation*}
$$

where $V_{1}, V_{2}$, and $V_{3}$ are defined by

$$
\begin{align*}
2 V_{1}= & 2 \mu_{1} c(t) \int_{0}^{x} h(\xi) d \xi+2 c(t) h(x) y+2 b(t) \int_{0}^{y} g(x, \eta) d \eta  \tag{4.3}\\
& +2 \mu_{1} a(t) \int_{0}^{x} f(x, \eta) \eta d \eta+2 \mu_{1} y z+z^{2}, \\
2 V_{2}= & \mu_{2} b(t) g_{0} x^{2}+2 a(t) f_{0} c(t) \int_{0}^{x} h(\xi) d \xi+a^{2}(t) f_{0}^{2} y^{2}  \tag{4.4}\\
& -\mu_{2} y^{2}+2 b(t) \int_{0}^{x} g(x, \eta) d \eta+z^{2}+2 \mu_{2} a(t) f_{0} x y \\
& +2 \mu_{2} x z+2 a(t) f_{0} y z+2 c(t) h(x) y
\end{align*}
$$

$$
\begin{equation*}
2 V_{3}=2 a^{2}(t) f_{0} \int_{0}^{y} f(x, \eta) \eta d \eta-a^{2}(t) f_{0}^{2} y^{2}, \tag{4.5}
\end{equation*}
$$

and $\mu_{1}>0, \mu_{2}>0$ are two arbitrarily fixed constants such that

$$
\begin{gathered}
\frac{C h_{1}}{b_{0} g_{0}}<\mu_{1}<a_{0} f_{0}, \quad 0<\mu_{2}<\frac{a_{0} b_{0} f_{0} g_{0}-C h_{1}}{A f_{0}} \\
\delta>\frac{\mu_{2}}{4 c_{0}}\left\{A\left(\bar{f}-f_{0}\right)+\frac{B}{\mu_{1}} \mu_{1}\left(\bar{g}-g_{0}\right)\right\}
\end{gathered}
$$

In [5] we showed the following property of $V(t, x, y, z)$ :

$$
\begin{equation*}
k_{1}\left(x^{2}+y^{2}+z^{2}\right) \leqq V(t, x, y, z) \leqq k_{2}\left(x^{2}+y^{2}+z^{2}\right) \tag{4.6}
\end{equation*}
$$

for all $t \geqq 0$ and $(x, y, z) \in R^{3}$, where $k_{1}$ and $k_{2}$ are certain positive constants.

Along the solution of (4.1), we have
(4.7) $\quad \dot{V}_{(4.1)}=-W(t, x, y, z)+2 b(t) y \int_{0}^{y} g_{x}(x, \eta) d \eta$

$$
+a(t)\left\{\mu_{1}+a(t) f_{0}\right\} y \int_{0}^{y} f_{x}(x, \eta) \eta d \eta
$$

$$
+\left\{\mu_{1} c^{\prime}(t)+\left(\alpha^{\prime}(t) c(t)+a(t) c^{\prime}(t)\right) f_{0}\right\} \int_{0}^{x} h(\xi) d \xi
$$

$$
+2 c^{\prime}(t) h(x) y+2 b^{\prime}(t) \int_{0}^{y} g(x, \eta) d \eta+\mu_{1} a^{\prime}(t) \int_{0}^{y} f(x, \eta) \eta d \eta
$$

$$
+\frac{1}{2} \mu_{2} b^{\prime}(t) g_{0} x^{2}+\mu_{2} a^{\prime}(t) f_{0} x y+a^{\prime}(t) f_{0} y z
$$

$$
+2 a(t) a^{\prime}(t) f_{0} \int_{0}^{y} f(x, \eta) \eta d \eta
$$

$$
+\left\{\mu_{2} x+\left(\mu_{1}+a(t) f_{0}\right) y+2 z\right\} \tilde{p}(t, x, y, z+P(t))
$$

$$
+\left[\mu_{2}\left\{1+a(t)\left(f_{0}-f(x, y)\right)\right\} x+\left(a(t) f_{0}+\mu_{1}-\mu_{2}\right) y\right.
$$

$$
+\left\{a(t)\left(f_{0}-2 f(x, y)\right)+2+\mu_{1}\right\}+2 b(t) g(x, y)
$$

$$
+2 c(t) h(x)] P(t)
$$

where

$$
\begin{aligned}
W= & \mu_{2} c(t) x h(x)+\left\{a(t) f(x, y)-\mu_{1}\right\} z^{2}+a(t)\left\{f(x, y)-f_{0}\right\} z^{2} \\
& +\left[\left\{\mu_{1} b(t) g_{0}-c(t) h^{\prime}(x)\right\}+\left\{a(t) b(t) f_{0} g_{0}-c(t) h^{\prime}(x)-\mu_{2} a(t) f_{0}\right\}\right] y^{2} \\
& +a(t) b(t) f_{0}\left\{\frac{g(x, y)}{y}-g_{0}\right\} y^{2}+\mu_{1} b(t)\left\{\frac{g(x, y)}{y}-g_{0}\right\} y^{2} \\
& +\mu_{2} b(t)\left\{\frac{g(x, y)}{y}-g_{0}\right\} x y+\mu_{2} a(t)\left\{f(x, y)-f_{0}\right\} x z .
\end{aligned}
$$

Using the assumptions (III)-(VIII), we can find positive numbers $k_{3}, k_{4}$ and $k_{5}$ such that

$$
\begin{aligned}
\dot{V}_{(4.1)} \leqq & -2 k_{3}\left(x^{2}+y^{2}+z^{2}\right)+k_{4}\left\{\left|\alpha^{\prime}(t)\right|+b_{+}^{\prime}(t)+\left|c^{\prime}(t)\right|\right\}\left(x^{2}+y^{2}+z^{2}\right) \\
& +k_{5}\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}\{\tilde{p}(t, x, y, z+P(t))|+|P(t)|\} .
\end{aligned}
$$

The assumption (XI) implies that

$$
\begin{aligned}
|\tilde{p}(t, x, y, z+P(t))| \leqq & P_{1}(t)\{1+2|P(t)|\}+\sqrt{2} \Delta|P(t)| \\
& +\sqrt{2} P_{1}(t)\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}+\sqrt{2} \Delta\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}
\end{aligned}
$$

Then we obtain the following estimate with some positive constants $k_{6}$ and $k_{7}$;

$$
\begin{aligned}
\dot{V}_{(4.1)} \leqq & -2 k_{3}\left(x^{2}+y^{2}+z^{2}\right)+k_{4}\left\{\left|\alpha^{\prime}(t)\right|+b_{+}^{\prime}(t)+\left|c^{\prime}(t)\right|\right\}\left(x^{2}+y^{2}+z^{2}\right) \\
& +k_{\theta}\left\{p_{1}(t)+|P(t)|\right\}\left\{\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}+\left(x^{2}+y^{2}+z^{2}\right)\right\} \\
& +\Delta k_{7}\left(x^{2}+y^{2}+z^{2}\right) .
\end{aligned}
$$

Let $\Delta$ be fixed, in what follows, to satisfy

$$
\begin{equation*}
\Delta \leqq \frac{k_{3}}{k_{7}} \tag{4.8}
\end{equation*}
$$

Using the inequalities (4.6) and (4.8), we have

$$
\begin{align*}
\dot{V}_{(4.1)} \leqq & -\frac{k_{3}}{k_{2}} V+\frac{k_{4}}{k_{1}}\left\{\left|a^{\prime}(t)\right|+b_{+}^{\prime}(t)+\left|c^{\prime}(t)\right|\right\} V  \tag{4.9}\\
& +k_{6}\left\{p_{1}(t)+|P(t)|\right\}\left\{\left(\frac{V}{k_{1}}\right)^{1 / 2}+\left(\frac{V}{k_{1}}\right)\right\} .
\end{align*}
$$

Assume that

$$
\limsup _{(t, v) \rightarrow(\infty, \infty)} \frac{1}{v} \int_{t}^{t+v}\left\{\left|a^{\prime}(s)\right|+b_{+}^{\prime}(s)+\left|c^{\prime}(s)\right|\right\} d s<\frac{k_{1} k_{3}}{k_{2} k_{4}} .
$$

Since $|P(t)| \rightarrow 0$ as $t \rightarrow \infty$, we have

$$
\int_{t}^{t+1}|P(s)| d s \rightarrow 0
$$

as $t \rightarrow \infty$. Now Lemma 2.1 is used to prove that the solutions $(x(t)$, $y(t), z(t))$ of (4.1) are uniformly bounded and satisfy

$$
\lim _{t \rightarrow \infty}(x(t), y(t), z(t))=(0,0,0)
$$

Therefore the solution $x(t)$ of (1.1) and its derivatives $\dot{x}(t), \ddot{x}(t)$ are uniformly bounded and

$$
\lim _{t \rightarrow \infty}(x(t), \dot{x}(t), \ddot{x}(t))=(0,0,0),
$$

because $|P(t)| \rightarrow 0$ as $t \rightarrow \infty$. This completes the proof of Theorem 3.1.
Proof of Theorem 3.2. The sufficiency of (X) follows from Theorem 3.1. We prove the necessity of (X).

Let $x(t)$ be the solution of (1.2) such that

$$
\lim _{t \rightarrow \infty}(x(t), \dot{x}(t), \ddot{x}(t))=(0,0,0)
$$

Then from (1.2) we have

$$
\begin{aligned}
\left|e^{-t} \int_{0}^{t} e^{s} p(s) d s\right| \leqq & \left|e^{-t} \int_{0}^{t} e^{s} \ddot{x}(s) d s\right| \\
& +\left|e^{-t} \int_{0}^{t} e^{s} a(s) f(x(s), \dot{x}(s)) \ddot{x}(s) d s\right| \\
& +\left|e^{-t} \int_{0}^{t} e^{s} b(s) g(x(s), \dot{x}(s)) d s\right| \\
& +\left|e^{-t} \int_{0}^{t} e^{s} c(s) h(x(s)) d s\right| \\
\leqq & |\ddot{x}(t)|+e^{-t}|\ddot{x}(0)|+e^{-t} \int_{0}^{t} e^{s}|\ddot{x}(s)| d s \\
& +A \bar{f} e^{-t} \int_{0}^{t} e^{s}|\ddot{x}(s)| d s \\
& +B \bar{g} e^{-t} \int_{0}^{t} e^{s}|\dot{x}(s)| d s \\
& +C e^{-t} \int_{0}^{t} e^{s}|h(x(s))| d s .
\end{aligned}
$$

The assumptions (IV) and (VII) imply $h(0)=0$, thus $h(x) \rightarrow 0$ as $x \rightarrow 0$. Hence we have

$$
\lim _{t \rightarrow \infty}\left|e^{-t} \int_{0}^{t} e^{s} p(s) d s\right|=0
$$

This completes the proof of Theorem 3.2.
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