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Abstract

This paper describes a relationship between fast real matrix representa-
tions of real universal Clifford algebras and the generalized Fast Fourier Trans-
form for supersolvable groups. Detailed constructions of algorithms for the
forward and inverse representations for Clifford algebras are given, with proof
that these need at most O(d log d) operations. The algorithms have been im-
plemented and tested in the GluCat C++ library, and some timing results are
included.

1 Introduction

Generalized Fast Fourier Transforms. After Cooley and Tukey re-discovered
the fast Fourier transform (FFT) in 1963–1965 ([24], [33], [25]), various researchers
found ways to generalize the discrete Fourier transform (DFT) from cyclic groups
to abelian [11] and non-abelian groups, resulting in generalized Fourier transforms
(GFTs). More recently, there have been a number of investigations into fast algo-
rithms for the GFT on non-abelian groups, resulting in generalized FFTs (GFFTs)
([4], [10], [27]). For a summary of the state of the art, see Maslen and Rockmore
[49]. See Maslen and Rockmore [46] for a more detailed survey, the book by Clausen
and Baum [19], and later articles ([7], [47], [48], [20], [52], [21]).

One motivation for studying the GFT for finite groups is the need to efficiently
perform multiplications in the group algebra. The GFT is an isomorphism from
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the group algebra to a subalgebra of a complex matrix algebra. Multiplication
in this complex matrix algebra is often more efficient than multiplication in the
group algebra. Conversely, there has been some investigation to see whether matrix
multiplication can itself be made more efficient by use of a suitable group algebra
[23]. For these and other applications, see also Clausen and Baum ([19] Chapters
10, 11), Rockmore [59], and the recent book by Chirikjian and Kyatkin [17].

Numerical analysis with Clifford algebras. At the same time, there has been
interest in numerical computation with Clifford algebras. Computation can in many
cases be done using a symbolic and coordinate free approach, as per the CLIFFORD
package for Maple [1], but for eg. the numerical solution of differential and integral
equations, numerical Clifford algebra tools are arguably more suitable. One of the
first such tools was the standalone CliCal calculator for MS-DOS [42] [43]. The
GABLE tutorial package [45] uses Matlab. More recently there have been a number
of C and C++ libraries including CLU [55], GaiGen [32], a prototype by Arvind Raja
[58], and GluCat [41]. See the articles by Lounesto ([43], [2] pp. iv–xv) for earlier
surveys.

One of the key tasks such packages must perform is multiplication in the Clifford
algebra. As noted by Lounesto [43], multiplication in a d dimensional real universal
Clifford algebra requires O(d2) operations, but only O(d3/2) in a suitable isomorphic
subalgebra of a matrix algebra.

What is the connection between the two? The situation for Clifford algebras
then seems very much like that for group algebras. This raises the questions:

• How is a real matrix representation of a Clifford algebra related to a GFT for
a finite group?

• How can this relationship be used to make numerical Clifford multiplication
more efficient?

This paper. For a real universal Clifford algebra, we use the term matrix repre-
sentation to mean an algebra homomorphism from the Clifford algebra to a matrix
algebra. The term fast real matrix representation is used here in the same spirit as
FFT and GFFT, ie. a fast algorithm for a real matrix representation.

The main results of this paper are detailed constructions for fast real matrix
representations and fast inverse real matrix representations for real universal Clifford
algebras, with proof that these algorithms need at most O(d log d) operations. The
algorithms have been implemented and tested in GluCat and some timing results
are included here.

The recursive expressions needed for these algorithms have been known since at
least 1993 [22] and possibly well before then [56], but they have apparently not yet
been used for this purpose.

The algorithms described here are not to be confused with either the discrete
Clifford Fourier transform of Felsberg, et al. [29] or the related transforms as de-
scribed in [15] and [16]. Those transforms are based on abelian groups.
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2 The GFT for finite groups

For the complex group algebra of a finite group, we use the term matrix represen-
tation in the sense of Curtis and Reiner ([26] pp. 45–47), Jacobson ([37] p 403) and
Clausen and Baum ([19] pp. 30–33) to mean an algebra homomorphism from the
complex group algebra to a complex matrix algebra:

Definition 2.1. Let A be a finite dimensional algebra over a field K. A matrix
representation of A of degree N is an algebra homomorphism

T : A → K(N),

where K(N) is the algebra of N × N matrices over K.

With this definition in mind, we can now define the generalized Fourier transform
of a finite group.

Definition 2.2. ([10], [27], [19] Section 2.3, pp. 36–40) A generalized Fourier
transform (GFT) for a finite group G is an algebra injection D, which is a direct
sum of a complete set of inequivalent irreducible complex matrix representations of
the group algebra CG.

D : CG → C(M), D =
⊕n

k=1
Dk,

where Dk : CG → C(mk), and
n∑

k=1

mk = M.

This definition corresponds most closely to Clausen and Baum’s Definition (2.1.3)
([19] p 39) together with Theorem (2.1.5) ([19] p 40). For an equivalent definition in
terms of representations of finite groups and complex functions on finite groups, see
Maslen and Rockmore ([47] pp. 172–173, [49] p 1153) or Chirikjian and Kyatkin,
([17] Section 8.1). In brief, the correspondence is as follows:

Maslen-Rockmore, Chirikjian-
Kyatkin

↔ Clausen-Baum, this paper

Complex function of finite group ↔ Element of complex group algebra
Convolution product ↔ Group algebra product
Fourier transform at complex matrix
representation of group

↔ Matrix representation of complex
group algebra

We now define generalized fast Fourier transforms.

Definition 2.3. As per Clausen and Baum [19], we call any fast algorithm for the
GFT a generalized fast Fourier transform (GFFT).

Here fast means faster than the naive sparse matrix–vector multiplication algo-
rithm for the linear transformation D from CG to D(CG) using the usual bases for
CG and C(mk).
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Linear complexity.

Definition 2.4. ([6] [19] (3.2) p 52)
For c > 2, the c-linear complexity Lc(X), of a linear operator X counts non-

zero additions A(X), and multiplications by all non-zero scalars up to absolute value
c, except 1 and −1. Multiplication by a larger scalar is counted as a number of
multiplications by scalars of size c or less.

The ∞-linear complexity L∞(X) counts non-zero additions and non-zero multi-
plications by all scalars except 0, 1 and −1.

The GFFT for supersolvable groups. Fast algorithms for the GFT are known
for some broad classes of finite groups. For the symmetric group Sn Maslen [48] gives
an algorithm which requires O(n(n−1)n!) operations, and Maslen and Rockmore [49]
gives a related fast algorithm for the wreath product Sn[G]. Maslen and Rockmore
[47] gives a general approach which is applied to a number of classes of finite groups
including Weyl groups and Chevalley groups.

For solvable groups, Beth [10] and Clausen and Baum ([19] p 102) show that the

GFT, D has L∞(D) = O(|G|3/2). For supersolvable groups, including all p-groups,
there is a faster algorithm. Baum [6] proves that the GFT, D for supersolvable
groups has L∞(D) = O(|G| log2 |G|).

3 A model for the real universal Clifford algebras

We now review the well known relationships between models for the real Clifford
algebras. GluCat models each real universal Clifford algebra as a vector space of
maps from integer sets to real numbers, with a multiplication defined on signed
integer sets.

The real universal Clifford algebra Rp,q, can also be modelled as a quotient of
the group algebra RGp,q, where the group Gp,q is a 2-group, here called a real frame
group.

Definition 3.1. For finite S ⊂ Z\{0}, define the group GS via the map g : S → GS

and the power-commutator presentation:

GS :=
〈
µ, gk | k ∈ S, µ2 = 1, gk

2 = µ, ∀k < 0, gk
2 = 1, ∀k > 0,

[µ, gk] = 1, ∀k ∈ S, [gk, gm] = µ, ∀k 6= m
〉
.

Lemma 3.2. For finite S, T ⊂ Z \ {0}, GS ≃ GT if and only if |S−| = |T−| and
|S+| = |T+|, where S− := {x ∈ S | x < 0} and S+ := {x ∈ S | x > 0}.

Proof. GS and GT are isomorphic if and only if they have exactly corresponding
presentations as per Definition 3.1.

We now define Gp,q as a special case of Definition 3.1.
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Definition 3.3. With ς(a, b) := {a, a + 1, . . . , b} \ {0}, define Gp,q as Gς(−q,p).

Groups of this type have been extensively studied by Salingaros [60], Braden
[13], Lam and Smith [40], Bergdolt [9] and others, but there is no generally accepted
name for them.

Each member w of real frame group GS can be expressed as the canonically
ordered product

w = µa
p∏

k∈S

gk
bk , where a, bk ∈ F2 := {0, 1}.

Each canonically ordered product corresponds to a signed index set, where the
index sets are subsets of ς(−p, q). ([44] 21.3, p 282, [58] p 306)

(a, B) ∼= µa
p∏

k∈S

gk
χ(B)k where a ∈ F2

and χ(B) is the characteristic function of B.

The real frame group, Gp,q, can therefore be represented by a multiplication
defined on signed index sets. In other words, the multiplication is defined on F2 ×
Pς(−p, q), where Pς(−q, p) is the power set of ς(−q, p), a set of index sets with
cardinality 2p+q. Thus |Gp,q| = 2p+q+1.

The framed model RPς(−q,p) of Rp,q is the vector space of maps from Pς(−q, p) to
R, isomorphic to the vector space of 2p+q tuples of real numbers indexed by subsets
of ς(−q, p).

The real universal Clifford algebra Rp,q can also be obtained from Gp,q, by taking
the quotient of the real group algebra RGp,q, by the two-sided ideal 〈1 + µ〉 ([40]
pp. 778–779). The ideal 〈1 + µ〉 consists of all elements of the form (1 + µ)a with
a ∈ Rp,q. We have (1 + µ)a = a(1 + µ) since 1 + µ is in the centre of Rp,q.

This construction by quotient is equivalent to identifying µ in the group with
−1 in R and defining multiplication on R

Pς(−q,p) by using the group multiplication,
linearity and the distributive rule. Thus Rp,q can be identified with RPς(−q,p), and
has real dimension 2p+q.

The basis elements of Rp,q are here denoted by eT for T ⊆ ς(−q, p), and the
canonical generators are e{k} for k ∈ ς(−q, p).

4 Real matrix representations of Clifford algebras

For a real universal Clifford algebra, we use the term matrix representation in the
sense of Definition 2.1 to mean an algebra homomorphism from the Clifford algebra
to a real matrix algebra.

Definition 4.1. A real matrix representation of a finite dimensional algebra A over
R is an algebra homomorphism from A to a real matrix algebra.
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GluCat implements real matrix representations of Clifford algebras, based on the
constructions in Porteous [56], which build on those in [3]. For the real universal
Clifford algebra, Rp,q, the matrix representation Pp,q implemented in GluCat is a
minimum degree faithful real matrix representation [36] [54].

Definition 4.2.

M(p, q) =




⌈p+q

2
⌉ + 1, if q − p ≡ 2, 3, 4 (mod 8),

⌈p+q
2
⌉, otherwise.

Theorem 4.3. (Porteous [56] Prop. 10.46, p 192, Chapter 13)
The degree N , of any faithful real matrix representation R : Rp,q → R(N), must

have N > 2M(p,q) with M(p, q) as per Definition 4.2. This bound is attained, that
is, there is a faithful real matrix representation R, of Rp,q, such that R : Rp,q →
R(2M(p,q)).

Proof. The existence of a faithful real matrix representation of Rp,q of degree 2M(p,q)

is given by the construction in Definition 4.14 below.
That 2M(p,q) is the minimum degree for a faithful real matrix representation of

Rp,q is a consequence of the isomorphism theorems of Porteous ([56] Propositions
13.12, 13.17, 13.20, 13.22 and Corollaries 13.24 and 13.25) as illustrated by [56] Table
13.26, p 250 and [57] Table 15.27, p 133. These isomorphisms give the minimum
degree for a faithful representation of Rp,q using matrices over one of the rings
R, 2R, C, H or 2H. These are tabulated in Hile and Lounesto, [36], p 54, with n =
p + q.

Rp,q ≃





R(2n/2), if q − p ≡ 0, 6 (mod 8),

C(2(n−1)/2), if q − p ≡ 1, 5 (mod 8),

H(2(n−2)/2), if q − p ≡ 2, 4 (mod 8),
2
H(2(n−3)/2), if q − p ≡ 3 (mod 8),

2R(2(n−1)/2), if q − p ≡ 7 (mod 8).

In turn, Porteous [56] Proposition 10.46 gives that the minimum degree for a
faithful real matrix representation of one of these rings is: for 2R, 2; for C, 2; for H,
4; and for 2H, 8.

Injection of Rp,q into Rm,m. The construction of a faithful real matrix represen-
tation of Rp,q can be broken down into two cases, 1) p 6= q and 2) p = q = m. For
p 6= q, the construction can be done in two steps. The first step is to construct an
algebra injection from Rp,q to Rm,m, where m = M(p, q). The second step is the
construction of a representation of Rm,m. The first step is described here.

Definition 4.4. For p 6= q we define the algebra injection Υp,q : Rp,q → Rm,m,
where m = M(p, q) by

Υp,q :=





Υp−4,q+4 ◦ αp,q, if q − p ≡ 0, 6 (mod 8) and q − p < −4,

Υp+4,q−4 ◦ βp,q, if q − p ≡ 0, 6 (mod 8) and q − p > 3,

γp,q, if q − p = −2,

Υr(p,q),s(p,q) ◦ ιp,q, otherwise,
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where αp,q, βp,q, γp,q and ιp,q are algebra homomorphisms, defined on generators as
follows.

αp,q : Rp,q → Rp−4,q+4,

αp,q e{p−k} := e{−q−k−1} e{−q−4,−q−3,−q−2,−q−1}, for k = 0, 1, 2, 3,

αp,q e{j} := e{j}, otherwise,

βp,q : Rp,q → Rp+4,q−4,

βp,q e{−q+k} := e{p+k+1} e{p+1,p+2,p+3,p+4}, for k = 0, 1, 2, 3,

βp,q e{j} := e{j}, otherwise,

γp,q : Rp,q → Rq+1,p−1,

γp,q e{k} := e{−k,q+1}, k 6= p,

γp,q e{p} := e{q+1},

ιp,q : Rp,q → Rr(p,q),s(p,q),

ιp,q e{k} := e{k}, where

r(p, q) :=





p + k, if q − p ≡ k (mod 8), for k = 1, 2, 3,

p, otherwise,

s(p, q) :=





q + 1, if q − p ≡ 5, 7 (mod 8),

q + 2, if q − p ≡ 4 (mod 8),

q, otherwise.

Lemma 4.5.

s(p, q) − r(p, q) ≡ 0 or 6 (mod 8) and

M(p, q) = M(r(p, q), s(p, q)) =
r(p, q) + s(p, q)

2
.

Proof. Tabulate for each value of q − p (mod 8).

Lemma 4.6. ιp,q is an algebra injection.

Proof. The notation of the framed model makes this obvious.

Lemma 4.7. αp,q, βp,q and γp,q are algebra isomorphisms.
When αp,q, βp,q and γp,q are restricted to the signed basis elements of Rp,q, each

becomes a group isomorphism.

Proof. For αp,q and βp,q, this follows from Porteous Prop 13.23 ([56] p 248) and
Lounesto 16.4 ([44] p 216).

For γp,q, this follows from Porteous Prop 13.20 ([56] p 248) and Lounesto 16.3
([44] p 215).

Lemma 4.8. Υp,q is an algebra injection, and for q − p ≡ 0, 6 (mod 8), Υp,q is an
isomorphism.

Proof. This follows from Lemmas 4.5, 4.6 and 4.7.
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The Kronecker product. To complete the construction of the real matrix rep-
resentation Rp,q, and for what follows, we need the Kronecker matrix product.

Definition 4.9. If A ∈ R(r) and B ∈ R(s), then

(A ⊗ B)j,k := Aj,kB,

if A ⊗ B is treated as an r × r block matrix with s × s blocks.

A well known property of the Kronecker product is:

Lemma 4.10. If A, C ∈ R(r) and B, D ∈ R(s), then (A⊗B)(C ⊗D) = AC ⊗BD.

An orthonormal anticommuting generating set for R(2m).

Definition 4.11. (Porteous [56], pp. 242–243)

Given A, a real associative algebra with unit, the finite set S ⊂ A is an orthonor-
mal anticommuting set for A if and only if

• S is linearly independent,

• each x ∈ S has x2 = 0, 1 or −1, and

• the elements of S anticommute in pairs.

If, addition, |S| = p + q,

∣∣∣{x ∈ S | x2 = 1}
∣∣∣ = p and

∣∣∣{x ∈ S | x2 = −1}
∣∣∣ = q,

then S is called an orthonormal anticommuting set of type (p, q) for A

Definition 4.12. Here and in what follows, define:

In := unit matrix of dimension 2n, I := I1,

J :=

[
0 −1
1 0

]
, K :=

[
0 1
1 0

]
.

Lemma 4.13. ([56] Proposition 13.17, p 247)

If S is an orthonormal anticommuting set of type (m − 1, m − 1) for R(2m−1),
which generates R(2m−1) as an algebra, then {−JK ⊗A | A ∈ S} ∪ {J ⊗ Im−1, K ⊗
Im−1} is an orthonormal anticommuting set of type (m, m) for R(2m), which gener-
ates R(2m) as an algebra.

Remarks. Braden ([13] Lemma 7, p 617) gives an equivalent construction using
induced complex representations.
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Definition of the real matrix representation of Rp,q.

Definition 4.14. We here construct the representation Pp,q : Rp,q → R(2M(p,q)).
First, abbreviate Pm,m as Pm.

For p 6= q, define the real matrix representation of each generator e{k} ∈ Pp,q, by

Pp,q( e{k}) := Pm ◦ Υp,q( e{k}),

with Υp,q as per Definition 4.4.
For m > 0, use Lemma 4.13 to recursively define the real matrix representation

of each generator of Rm,m

Pm e{−m} := J ⊗ Im−1, Pm e{m} := K ⊗ Im−1,

for − m < k < m, Pm e{k} := −JK ⊗ Pm−1 e{k}.

We can now make Pp,q : Rp,q → R(2m), into an algebra homomorphism by defining

P0,0(x) := [x] ∈ R(1), Pp,q eT :=
∏

k∈T

Pp,q e{k}, and

Pp,q(x) :=
∑

T⊆ς(−q,p)

xT Pp,q eT , for x =
∑

T⊆ς(−q,p)

aT eT .

Lemma 4.15. Each basis matrix Pm( eT ), is monomial, having one non-zero in
each row and each column ([19] p 52), and each non-zero is −1 or 1.

Proof. By induction. Note that I, J and K have this property. Now verify that
the matrix product and the Kronecker product preserve this property, ie. if both
operands have this property, so does the result. Finally, note that each basis matrix
is the result of a sequence of matrix and Kronecker products starting with I, J and
K.

Lemma 4.16. Pp,q = Pm ◦ Υp,q.

Proof. By definition, the left hand side and right hand side agree on generators of
Rp,q. Now note that Pp,q and Pm are defined as algebra homomorphisms, and by
Lemma 4.8, Υp,q is an algebra injection.

Theorem 4.17. Pp,q as per Definition 4.14 is a minimum degree faithful real matrix
representation of Rp,q.

Proof. Since by Lemma 4.16, Pp,q = Pm ◦ Υp,q, and by Lemma Υp,q is an algebra
injection, all that is left to verify is that Pm is an algebra isomorphism. This follows
from Porteous Prop. 13.17 and Corollary 13.18 ([56] p 247).

Bound for 2-linear complexity of the real matrix representation.

Theorem 4.18. L2(Pm) is bounded by d3/2, where d is the dimension of R(2m) ∼=
Rm,m.

Proof. Since Pm eT is of size 2m × 2m and is monomial, it has 2m non-zeros.
R(2m) has 4m basis elements.
A(Pm) is therefore bounded by

4m × 2m = (4m)3/2 = d3/2,

where d is the dimension of R(2m) ∼= Rm,m. There are no non-trivial multiplications.
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5 Fast real matrix representations of Clifford algebras

Clifford algebras and supersolvable groups. Since Gp,q is a 2-group, it is
supersolvable ([19] p 109). The real matrix representation of Clifford algebras is
therefore related to the GFT for supersolvable groups:

CGp,q
D

−−−→ D (CGp,q) ⊆ C(N)

project

y
yproject

RGp,q
D

−−−→ D (RGp,q) ⊆ C(N)

quotient

y
yquotient

Rp,q −−−→
Pp,q

Pp,q (Rp,q) ⊆ R(2M(p,q))

The GFT for Gp,q maps from the complex group algebra CGp,q to a suitable
complex matrix algebra.

D : CGp,q → C(N)

As a real algebra, the group algebra CGp,q has dimension four times that of the
real Clifford algebra Rp,q. One factor of two comes from |C/R|, the other factor
comes from |Gp,q| / |Pς(−q, p)|.

A fast real matrix representation of the neutral Clifford algebra Rm,m.

The neutral frame group Gm,m is an extraspecial 2-group Gm,m
∼= D

(m)
4 , where D4

is the dihedral group of order 8, G(m) := G ◦ G ◦ . . . ◦ G (m times), and ◦ is the
central product of groups. |Gm,m| = 22m+1 [13] [40].

For Rm,m we would expect L∞(Pm) = O(m4m) this way:

Rm,m
Pm−−−→ R(2m)y

x
CGm,m −−−→

D
D (CGm,m)

but there are also explicit fast algorithms for both the real matrix representation
and its inverse, with L2(Pm) = O(m4m) and L2(P

−1
m ) = O(m4m), which do not

involve the group algebra CGm,m.

Z2 grading. The fast algorithms for the representation of Rp,q take advantage of
Z2-grading.

The algebras Rp,q are Z2-graded ([3], p 5, [39] Chapter 4, p 76, [5] 166). Each
x ∈ Rp,q can be split into odd and even parts, x = x+ + x−, with odd× odd = even,
etc. Scalars are even and the generators are odd.

We can express Pp,q in terms of its actions on the even and odd parts of a
multivector: Pp,q(x) = Pp,q(x

+) + Pp,q(x
−), for x ∈ Rp,q.

Lemma 5.1. For m > 0, for all a ∈ Rm−1, we have

Pm(a+) = I ⊗ Pm−1(a
+), Pm(a−) = −JK ⊗ Pm−1(a

−).
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Proof. We know a+ is a sum of even terms. Since Pm−1 is an isomorphism, we need
only deal with the product of two generators. By Lemma 4.10,

(
−JK ⊗ Pm−1( e{j})

) (
−JK ⊗ Pm−1( e{k})

)
= I ⊗ Pm−1( e{j} e{k}).

The result for a− follows immediately.

Recursive expressions for Pm.

Theorem 5.2. (Cnops [22])
For m > 0, for the real matrix representation Pm as per Definition 4.14, for

x ∈ Rm,m, with
x = a + b e− + c e+ + d e− e+, e− := e{−m}, e+ := e{m}, a, b, c, d ∈ Rm−1,m−1,

we have

Pm(x+) = I ⊗ A+ − K ⊗ B− − J ⊗ C− + JK ⊗ D+,

Pm(x−) = −JK ⊗ A− + J ⊗ B+ + K ⊗ C+ − I ⊗ D−,

Pm(x) =

[
A − D −B + C

B̂ + Ĉ Â + D̂

]
,

where

A := Pm−1(a), B := Pm−1(b), C := Pm−1(c), D := Pm−1(d),

A+ := Pm−1(a
+), A− := Pm−1(a

−), Â := Pm−1(â), etc.

Proof. First, split x ∈ Rm,m into components with respect to e− and e+ and then
split each component into its even and odd parts.

x = a + b e− + c e+ + d e− e+,

x+ = a+ + b− e− + c− e+ + d+ e− e+,

x− = a− + b+ e− + c+ e+ + d− e− e+.

We have, from Definition 4.14, and by Lemmas 4.10 and 5.1:

Pm(x+) = Pm−1(a
+) + Pm−1(b

−)Pm−1( e−)

+ Pm−1(c
−)Pm−1( e+) + Pm−1(d

+)Pm−1( e− e+)

= I ⊗ A+ + (−JK ⊗ B−)(J ⊗ Im−1)

+ (−JK ⊗ C−)(K ⊗ Im−1) + (I ⊗ D+)(JK ⊗ Im−1)

= I ⊗ A+ − K ⊗ B− − J ⊗ C− + JK ⊗ D+.

Similarly,

Pm(x−) = −JK ⊗ A− + J ⊗ B+ + K ⊗ C+ − I ⊗ D−, therefore

Pm(x) = Pm(x+) + Pm(x−)

= I ⊗ (A+ − D−) + K ⊗ (C+ − B−)

+ J ⊗ (B+ − C−) + JK ⊗ (D+ − A−)

=

[
A − D −B + C

B̂ + Ĉ Â + D̂

]
.
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Remarks. This recursive expression for Pm is equivalent to that in Cnops [22]. Cnops
credits Porteous [56], but the expression does not appear there.

GluCat actually uses another equivalent recursive expression, which has a similar
proof:

Corollary 5.3. If x := a + e−b + c e+ + e−d e+, then

Pm(x+) = I ⊗ A+ + K ⊗ B− − J ⊗ C− + JK ⊗ D+

Pm(x−) = −JK ⊗ A− + J ⊗ B+ + K ⊗ C+ + I ⊗ D−.

This expression is less expensive for GluCat to evaluate because in GluCat it
takes less operations to split x in this way. Also, x is split into its even and odd
parts, only once, at the top level of recursion. Each lower level deals with either an
even or an odd multivector, and unlike the Cnops expression, each level does not
need a grade involution.

The linear complexity of Pp,q.

Theorem 5.4. For m > 0,

L2(Pm) 6 m4m =
1

2
d log2 d,

where d = 4m is the dimension of Rm,m.

Proof. In the matrix expression for Pmx from Theorem 5.2, if we count non-zero
additions at each level of recursion, we obtain at most 4m additions at each of m
levels. So A(Pm) 6 m4m.

There are no non-trivial multiplications, so the result follows.

Lemma 5.5. For Υp,q as per Definition 4.4, L2(Υp,q) = 0.

Proof. By 4.8 Υp,q is an algebra injection. By definition, Υp,q maps generators in
Rp,q to signed basis elements in Rm,m, and so is a one-one mapping between signed
basis elements. Thus there are no non-zero additions and the only multiplications
are by 1 and −1.

Theorem 5.6. For p, q > 0, L2(Pp,q) 6 m4m 6 4d(log2 d + 3), where m = M(p, q)
and d = 2p+q is the dimension of Rp,q.

Proof. By Lemmas 5.4 and 5.5, L2(Pp,q) 6 m4m, where m = M(p, q).

Since m = M(p, q) 6 (p + q + 3)/2, we have

L2(Pp,q) 6
p + q + 3

2
2p+q+3 = 4(p + q + 3)2p+q = 4d(log2 d + 3).
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To prove a similar bound for 2-linear complexity of the expressions for Pm(x+)
and Pm(x−) from Corollary 5.3, we first need some technical lemmas.

Lemma 5.7. If x ∈ Rm,m for m > 0 then X+ := Pm(x+) and X− := Pm(x−), have
no non-zero entries in common:

X+
j,kX

−
j,k = 0 for all 1 6 j, k 6 2m.

Proof. By induction. Examine the expressions from Corollary 5.3.

Pm(x+) = I ⊗ A+ + K ⊗ B− − J ⊗ C− + JK ⊗ D+

=

[
(A − D)+ (B + C)−

(B − C)− (A + D)+

]
,

Pm(x−) = −JK ⊗ A− + J ⊗ B+ + K ⊗ C+ + I ⊗ D−

=

[
(A − D)− (B + C)+

(B − C)+ (A + D)−

]
.

If the lemma is true for m−1, then each pair (A−D)+, (A−D)− have no non-zero
entries in common, and therefore X+ and X− have non non-zero entries in common.
Now note that if x in R0,0 then x− = 0.

Therefore if x in R1,1 then (A − D)− = (B − C)− = (A + D)− = (B + C)− = 0.

Remarks. This corresponds to the checkerboard grading of Lam ([39] p 81).

Corollary 5.8. If x ∈ Rm,m for m > 0 then

nnz(Pmx±) 6
1

2
4m = 22m−1.

Theorem 5.9. Define P+
m and P−

m by P+
m(x) = Pm(x+), P−

m(x) = Pm(x−). Then,
for m > 0,

L2(P
+
m + P−

m) 6 m4m =
1

2
d log2 d,

where d = 4m is the dimension of Rm,m.

Proof. For P±
1 , we have A(P±

1 ) 6 2, since A− = B− = C− = D− = 0.
For m > 1 we examine the recursive expression for P+

m from Corollary 5.3.

Pmx+ =

[
A+ − D+ B− + C−

B− − C− A+ + D+

]
,

By Corollary 5.8, A+ etc. have at most 1
2
4m−1 non-zero entries.

nnz(A+) 6
1

2
4m−1, etc., so

A(P+
m) = 4 ×

1

2
4m−1 + 2 × A(P+

m−1) + 2 × A(P−
m−1)

6
1

2
m4m.

Similarly, A(P−
m) 6

1

2
m4m.
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Now, by Lemma 5.7, P+
m(x) and P−

m(x) have no non-zero entries in common, so
A(P+

m + P−
m) 6 m4m. There are no non-trivial multiplications, so the result

follows.

6 Inverse real matrix representations of Clifford algebras

Since Pp,q is an algebra injection, it has an inverse. It is convenient to extend the
definition of this inverse function from Pp,q(Rp,q) to the whole of R(2m). GluCat
uses the following definition.

Definition 6.1. Define Qm := Qm,m = P−1
m . For p 6= q, define Qp,q by

Qp,q : R(2m) → Rp,q, where m = M(p, q) as per Definition 4.2,

Qp,q :=





P−1
p,q , if q − p ≡ 0, 6 (mod 8),

πp,q ◦ Qr(p,q),s(p,q), otherwise,

where πp,q is an algebra projection defined by

πp,q : Rr(p,q),s(p,q) → Rp,q, with r and s as per Definition 4.4,

πp,q

(
e{k}

)
:=





e{k}, if − q < k < p and k 6= 0,

0, otherwise.

One way to compute the inverse of the real matrix representation Pp,q is to use
the inner products described below.

The real framed inner product. Recall that if x ∈ Rp,q, then x can be expressed
as

x =
∑

T⊆ς(−q,p)

xT eT

The basis { eT | T ⊆ ς(−q, p)} is orthonormal with respect to the real framed inner
product

a • b :=
∑

T⊆ς(−q,p)

aT bT .

We have eS • eT = δS,T and aT = a • eT .

The normalized Frobenius inner product. Since the real matrix representa-
tion Pp,q is an isomorphism, it preserves the real framed inner product. That is,
there is an inner product

• : Pp,q(Rp,q) × Pp,q(Rp,q) → R, with Pp,q(Rp,q) ⊆ R(2m), m = M(p, q),

such that, for a, b ∈ Rp,q,

Pp,q(a) • Pp,q(b) = a • b, so Pp,q(a) • Pp,q eT = a • eT = aT .

We will call this the normalized Frobenius inner product.
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Lemma 6.2. The normalized Frobenius inner product

A • B := 2−m trAT B

= 2−m
2m∑

j,k=1

Aj,kBj,k, for A, B ∈ R(2m),

satisfies

Pp,q(x) • Pp,q(x
′) = x • x′, for x, x′ ∈ Rp,q.

Proof. For Pm, we prove this by induction on m. The lemma is trivially true for
m = 0. For m > 0, we assume the lemma is true for m− 1. Using Theorem 5.2, for
x, x′ ∈ Rm,m, with x = a + b e− + c e+ + d e− e+, x′ = a′ + b′ e− + c′ e+ + d′ e− e+,
e− := e{−m}, e+ := e{m}, a, a′, b, b′c, c′, d, d′ ∈ Rm−1,m−1, we have

Pm(x) • Pm(x′) =
1

2

(
(A − D) • (A′ − D′) + (Â + D̂) • (Â′ + D̂′)

)

+
1

2

(
(C − B) • (C ′ − B′) + (Ĉ + B̂) • (Ĉ ′ + B̂′)

)

= A • A′ + B • B′ + C • C ′ + D • D′

= a • a′ + b • b′ + c • c′ + d • d′

= x • x′, where

A := Pm−1(a), B := Pm−1(b), C := Pm−1(c), D := Pm−1(d),

Â := Pm−1(â), etc.

For general (p, q) we note that Υp,q also preserves the inner product •.

A naive algorithm for the inverse real matrix representation. The fol-
lowing theorem shows that we can use the normalized Frobenius inner product to
compute the inverse real matrix representation.

Theorem 6.3. The inverse real matrix representation, Qp,q satisfies, for X ∈
R(2m), T ⊆ ς(−q, p),

(Qp,qX)T = X • Pp,q( eT ).

Proof. This follows from Lemma 6.2, since Pp,q(x) • Pp,q( eT ) = xT .

The naive algorithm for Qp,q evaluates X • Pp,q( eT ) for each T ⊆ ς(−q, p).

Bound for the 2-linear complexity of the inverse real matrix representa-

tion.

Theorem 6.4. L2(Qm) 6 d3/2 + d, where d = 4m.

Proof. Since each Pm eT is monomial, with nnz(Pm eT ) = 2m, and there are 4m

subsets T ⊆ ς(−m, m), the number of non-zero additions A(Qm) is bounded by
(2m − 1)4m 6 d3/2, where d = 4m. Therefore A(Qm) 6 2m × 4m. The naive
algorithm also needs at most 4m divisions by 2m.
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7 Fast inverse real matrix representations of Clifford alge bras

The Cnops recursive expression for Qm.

Theorem 7.1. (Cnops [22]) For m > 0, X ∈⊆ R(2m) and Qp,q as per Definition
6.1,

Qm(X) =
1

2

(
x̂22 + x11 + (x̂21 − x12) e−

+ (x̂21 + x12) e+ + (x̂22 − x11) e− e+

)
,

where

e− := e{−m}, e+ := e{m},

X =

[
X11 X12

X21 X22

]
, x11 := Qm−1(X11), etc.

Proof. From Theorem 5.2 above, for m > 0 and x ∈ Rm,m, if x = a + b e− + c e+ +
d e− e+, then

Pmx =

[
A − D −B + C

B̂ + Ĉ Â + D̂

]
,

where A, B, etc. are as per Theorem 5.2. Therefore, for

X11 := A − D, X12 := −B + C,

X21 := B̂ + Ĉ, X22 := Â + D̂,

we have

X̂22 + X11 = 2A, X̂21 − X12 = 2B,

X̂21 + X12 = 2C, X̂22 − X11 = 2D.

Remarks. As per Theorem 5.2, this recursive expression for Qm is equivalent to the
expression in Cnops [22], and there is no similar expression in Porteous [56].

This recursive expression uses division by two at each level of recursion. A more
efficient algorithm delays these divisions to the top level of recursion. See Theorem
7.8 below.

GluCat uses a different recursive expression which has slightly better floating
point accuracy. To properly describe it, we first need to introduce a binary operation
related to the Kronecker product, and prove a few technical lemmas.
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The left Kronecker quotient. The left Kronecker quotient is a binary operation
which is an inverse operation to the Kronecker matrix product.

Definition 7.2. The left Kronecker quotient ; is defined by

; : R(r) × R(rs) → R(s), for A ∈ R(r), nnz(A) 6= 0, C ∈ R(rs),

A ; C :=
1

nnz(A)

∑

Aj,k 6=0

Cj,k

Aj,k
,

where C is treated as an r × r block matrix with s× s blocks, ie. as if C ∈ R(s)(r).

Theorem 7.3. The left Kronecker quotient is an inverse operation to the Kronecker
matrix product, when applied from the left. For A ∈ R(r), nnz(A) 6= 0, B ∈ R(s),
we have A ; (A ⊗ B) = B.

Proof.

A ; (A ⊗ B) =
1

nnz(A)

∑

Aj,k 6=0

Aj,kB

Aj,k
=

1

nnz(A)

∑

Aj,k 6=0

B = B.

Lemma 7.4. For A ∈ R(2n), B ∈ R(2n), C ∈ R(2ns), if nnz(A) = 2n then

A ; (B ⊗ C) = (A′ • B)C, where A′
j,k =





1
Aj,k

, if Aj,k 6= 0,

0 otherwise.

Proof.

A ; (B ⊗ C) =
1

nnz(A)

∑

Aj,k 6=0

Bj,kC

Aj,k

=
1

2n

2n∑

j,k=1

A′
j,kBj,kC = (A′ • B)C.

Lemma 7.5.

If r > 0 and A ∈ R(2r+s) =
∑

T⊆ς(−r,r)

(Pr eT ) ⊗ AT , where

AT ∈ R(2s), then (Pr eT ) ; A = AT , for T ⊆ ς(−r, r).

Proof. We have, using the definition of Lemma 7.4, (Pr eT )′ = Pr eT , since each
basis matrix consists of 0,−1, 1 entries only. Then by the same lemma,

(Pr eT ; ((Pr eS) ⊗ AS) = (Pr eT ) • (Pr eS)AS

= ( eT • eS)AS, so

(Pr eT ) ; A = AT .

Corollary 7.6. If m > 0, T, U, V, W ∈ R(2m−1), and

X ∈ R(2m) := I ⊗ T + J ⊗ U + K ⊗ V + JK ⊗ W, then

I ; X = T, J ; X = U, K ; X = V, JK ; X = W.
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The GluCat recursive expression for Qm.

Theorem 7.7. For m > 0, X ∈ R(2m) and Qm as per Definition 6.1,

Qm(X) = t+ − w− + (u+ − v−) e− + (v+ − u−) e+ + (w+ − t−) e− e+,

where

e− := e{−m}, e+ := e{m},

t := Qm−1(I ; X), u := Qm−1(J ; X),

v := Qm−1(K ; X), w := Qm−1(JK ; X).

Proof. From Theorem 5.2 above, we have, for m > 0 and x ∈ Rm, if x = a + b e− +
c e+ + d e− e+, then

X := Pm(x) = I ⊗ (A+ − D−) + K ⊗ (C+ − B−)

+ J ⊗ (B+ − C−) + JK ⊗ (D+ − A−),

where A, B, etc. are as per Theorem 5.2. Using Corollary 7.6, we have

I ; X = A+ − D−, J ; X = C+ − B−,

K ; X = B+ − C−, JK ; X = D+ − A−,

and so, for t := Qm−1(I ; X), u, v, w etc. as above, we have

t+ = a+, t− = −d−,

u+ = c+, u− = −b−,

v+ = b+, v− = −c−,

w+ = d+, w− = −a−.

So now,

x = a + b e− + c e+ + d e− e+

= t+ − w− + (u+ − v−) e− + (v+ − u−) e+ + (w+ − t−) e− e+.

The 2-linear complexity of Qp,q.

Theorem 7.8. For m > 0, L2(Qm) 6 (m + 1)4m = 1
2
d log2 d + d, where d = 4m is

the dimension of Rm,m.

Proof. The GluCat recursive expression for Qm uses ; four times. Each time needs
at most 4m−1 additions.

Qm also uses Qm−1 four times. So,

A(Qm) 6 4m + 4A(Qm−1) 6 m4m =
1

2
d log2 d.

For Qm, each of the four uses of ; needs 4m−1 divisions by 2. These divisions can
all be delayed to the top level of recursion, so that instead of 4m divisions by 2 at
each of m levels, we can use 4m divisions by 2m at the top level only.

So L2(Qm) 6 (m + 1)4m = 1
2
d log2 d + d.
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Lemma 7.9. For q−p (mod 8) 6= 0, 6, L2(πp,q) = 0, where πp,q is as per Definition
6.1.

Proof. πp,q maps distinct generators to distinct generators or zero, and so maps
distinct basis elements to either distinct signed basis elements or zero. So πp,q does
not require any nontrivial additions or multiplications.

Theorem 7.10. For p, q > 0 and p+ q > 0, L2(Qp,q) 6 (m+1)4m 6 4d(log2 d+4),
where m = M(p, q) and d = 2p+q is the dimension of Rp,q.

Proof. By Theorem 7.8 and Lemmas 5.5 and 7.9, L2(Qp,q) 6 (m + 1)4m, where
m = M(p, q). The result for d follows by the same argument as for Theorem 5.6.

8 Lower bounds

The representation Pm has a corresponding representation matrix with respect to
an ordering of the bases for Rm,m and R(2m). If the basis of Rm,m is given a
natural lexicographical ordering by index set, and R(2m) is given a basis ordered by
column, then by row, the corresponding representation matrix Rm, for Pm shows an
interesting pattern. Figure 1 shows the pattern for R1 and R2.

2 4

2

4

Real representation matrix R
1

8 16

8

16

Real representation matrix R
2

Figure 1: Representation matrices R1, R2 with red = −1, blue = 1, white = 0

We can use the properties of the representation matrix Rm and Morgenstern’s
Theorem [51] to obtain a lower bound on L2(Pm).

Lemma 8.1. Let Rm be the representation matrix for Pm as described above. Then

det Rm = 2
1

2
m4m

.

Proof. Let S be the ordering of subsets of ς(−m, m) used for Rm. Then

(
RT

mRm

)
i,j

=
4m∑

a=1

4m∑

b=1

(Pm eSi
)a,b

(
Pm eSj

)
a,b

= 2mPm eSi
• Pm eSj

= 2m eSi
• eSj

= 2mδi,j.
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Therefore

det R2
m = 2m4m

, and det Rm = 2
1

2
m4m

.

Theorem 8.2. (Morgenstern [51], Clausen and Baum [19] Theorem 5.1, p 71)
Lc(A) > logc |det A| for any invertible complex matrix A and 2 6 c < ∞.

Corollary 8.3. The 2-linear complexity L2(Pm) has a lower bound

L2(Pm) >
1

2
m4m.

Corollary 8.4. Together with Theorem 5.4, we therefore have

1

4
d log2 d 6 L2(Pm) 6

1

2
d log2 d,

so the recursive algorithm for Pm given by Theorem 5.2 is optimal, possibly up to a
factor of 2.

9 GluCat timing results

GluCat [41] is a C++ template library for Clifford algebras. The library is based on a
prototype by Raja [58] and previous work by Lounesto [42] [43] and others. GluCat
is the result of a coursework masters project at the University of New South Wales,
supervised by Bill McLean.

On a 2 GHz Athlon 64 PC with 1 GB of PC3200 memory, a GluCat imple-
mentation of Pm and Qm which uses the C++ standard hash map ([63] 17.6.1 p 497)
was tested using 3 timing runs for Rm,m from m = 1 to 11. For m = 4 to 11, Pm

took approximately (1.88m + 6.8 ± 2.1)4m µs and for m = 3 to 11, its inverse took
approximately (5.4m + 10.7 ± 8.9)4m µs.

Four different multiplication algorithms were also compared on three timing runs
for Rm,m from m = 1 to 11, using the same architecture as for the test for Pm and
its inverse.

• The Matrix multiplication starts in R(4m) and stays in R(4m).

• The Fast Framed–Matrix–Framed multiplication starts and ends in Rm,m and
uses the matrix multiplication. For conversion to and from matrices, the fast
real matrix representation algorithm is used.

• The Naive Framed–Matrix–Framed multiplication starts and ends in Rm,m and
uses the matrix multiplication. For conversion to and from matrices, the naive
real matrix representation algorithm is used.

• The Framed multiplication starts and ends in Rm,m and uses multiplication
directly in Rm,m.
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Multiplication speed was timed by squaring an element of Rm,m for each m.
Each coordinate of each element was the result of a randomization process and was
extremely unlikely to be zero.

The mean time for each of the four algorithms is plotted in Figure 2. The
graph shows the time for the Fast Framed–Matrix–Framed multiplication slowly
approaching the O(d3/2) behaviour of the Matrix multiplication. The Framed and
the Naive Framed–Matrix–Framed multiplications are so slow that timing was not
attempted for m > 8. Note that the vertical (time) axis is logarithmic.

1 2 3 4 5 6 7 8 9 10 11
1e-6

1e-5

1e-4

1e-3

1e-2

1e-1

1e+0

1e+1

1e+2

1e+3

1e+4

Framed

Naïve FMF

Fast FMF

Matrix

m

Figure 2: GluCat squaring times (in seconds) for Rm,m using hash map

10 Suggestions for further research

Optimality Are the algorithms given here for Pp,q and Qp,q optimal in terms of
2-linear complexity?

More realistic computational models. What is the computational complex-
ity of the fast real matrix representation of Clifford algebras with more realistic
computational models, including finite precision arithmetic?

Error analysis. Given a computational model, what are the forward and back-
ward errors (of the fast real matrix representation of Clifford algebras and its inverse
as compared to the naive algorithms? ([35] Chapters 1, 24)



684 P. Leopardi

What are the forward and backward errors of Clifford multiplication via matrix
multiplication using either the fast real matrix representation or the naive algo-
rithms? ([35] Chapters 1, 23)

Fast complex matrix representation. There is an analogous construction for
the fast complex matrix representation of Clifford algebras. Does it have better
theoretical properties? How does its performance compare in practice to the fast real
matrix representation? In what circumstances does it result in faster multiplication
than the real matrix representation? ([45] 2.5.1, pp. 8–9)

Generalization to other quotient algebras. A Clifford algebra can be con-
structed as a quotient of a group algebra by an ideal generated by an element in the
centre of the group algebra. For which groups is there a similar construction such
that a GFFT for the group algebra implies a fast real matrix representation of the
quotient algebra? Is there a construction for the fast real matrix representation of
the quotient algebra which does not involve use of the GFFT for the group algebra?
([61], [64])

Applications. What are the applications of the fast real matrix representation of
quotient algebras, besides fast multiplication? Are there applications in compres-
sion, coding, signal processing and statistics as per the GFFT for group algebras?
([19] Chapters 10, 11, [59], [17])
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