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We consider the Fisher—Snedecor diffusion; that is, the Kolmogorov—Pearson diffusion with the Fisher—
Snedecor invariant distribution. In the nonstationary setting, we give explicit quantitative rates for the con-
vergence rate of respective finite-dimensional distributions to that of the stationary Fisher—Snedecor diffu-
sion, and for the B-mixing coefficient of this diffusion. As an application, we prove the law of large numbers
and the central limit theorem for additive functionals of the Fisher—Snedecor diffusion and construct P-
consistent and asymptotically normal estimators for the parameters of this diffusion given its nonstationary
observation.
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1. Introduction

In this paper, we investigate the Markov process X, valued in (0, 00), defined by the nonlinear
stochastic differential equation

Such a process belongs to the class of diffusion processes with invariant distributions from the
Pearson family, introduced by K. Pearson [24] in 1914 in order to unify some of the most im-
portant statistical distributions. The study of such processes was started in the 1930s by A.N.
Kolmogorov [17,27], hence it seems appropriate to call this important class of processes the
Kolmogorov—Pearson (KP) diffusions. For a more detailed discussion of KP diffusions, we refer
to recent papers [11,26] and [5].

When «, 8 > 2, the process X defined by (1.1) is ergodic [12]. Under the particular choice
k = B/(B — 2), respective unique invariant distribution coincides with the Fisher—Snedecor dis-
tribution FS(a, B) with a, B degrees of freedom; that is, its probability density is given by
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This is the reason to call the process X defined by (1.1) the Fisher—Snedecor diffusion. Together
with the reciprocal gamma and the Student diffusions, the Fisher—Snedecor diffusion forms the
class of the so-called heavy-tailed KP diffusions. Statistical inference for three heavy-tailed KP
diffusions is developed in the recent papers [22,23] and [5] in the situation where the stationary
version of the respective diffusion is observed.

In this paper, we consider the Fisher—Snedecor diffusion (1.1) in the nonstationary setting;
that is, with arbitrary distribution of the initial value Xo. We give explicit quantative rates for the
convergence rate of respective finite-dimensional distributions to that of the stationary Fisher—
Snedecor diffusion, and for the B-mixing coefficient of this diffusion. Same problems for the
reciprocal gamma and the Student diffusions were considered in [1] and [2], respectively. Sim-
ilarly to [1] and [2], our way to treat this problem is based on the general theory developed for
(possibly nonsymmetric and nonstationary) Markov processes, although there is a substantial
novelty in the form taken by the Lyapunov-type condition (typical in the field) in our setting.

As an application, we prove the law of large numbers (LLN) and the central limit theorem
(CLT) for additive functionals of the Fisher—Snedecor diffusion. Note that, for the stationary
version of the diffusion, these limit theorems are well known: LLN is provided by the Birkhoff—
Khinchin theorem, and CLT is available either in the form based on the «-mixing coefficient of a
stationary sequence or process (see [14]), or in the form formulated in terms of the L,-semigroup
associated with the Markov process (see [6]). Our considerations are based on the natural idea to
extend these results to the nonstationary setting using the bounds for the deviation between the
stationary and nonstationary versions of the process. The way we carry out this idea differs, for
instance, from those proposed in [6], Theorem 2.6, or in [3], Section 4.11.1.10, and is based on
the notion of an (exponential) ¢-coupling, introduced in [19] as a tool for studying convergence
rates of L ,-semigroups, generated by a Markov process, and spectral properties of respective
generators.

The modified version of the Lyapunov-type condition, mentioned above, implies a substantial
difference between the asymptotic properties of the finite-dimensional distributions themselves
and their continuous-time averages, see Theorem 3.2 and Remark 3.2 below. An important conse-
quence is that, in the continuous-time version of our CLT, the observable functional may fail to be
square integrable w.r.t. the invariant distribution of the process. This interesting effect seemingly
has not been observed in the literature before.

Finally, we apply the above results and provide a statistical analysis for the Fisher—Snedecor
diffusion. In the situation where a nonstationary version of the diffusion X is observed, we prove
that respective empirical moments and empirical covariances are P-consistent, asymptotically
normal, and (under some additional assumptions on the initial distribution of X) asymptotically
unbiased. Then, using the method of moments, we construct P-consistent and asymptotically
normal estimators for the parameter (o, B, k, ) given either the discrete-time or the continuous-
time observations of a nonstationary version of the Fisher—Snedecor diffusion. To keep the cur-
rent paper reasonably short, we postpone the explicit calculation of the asymptotic covariance
matrices and a more detailed discussion of other statistical aspects to the subsequent paper [20].

2. Preliminaries

In this section, we introduce briefly main objects, assumptions, and notation.
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For the Fisher—Snedecor diffusion (1.1), the drift coefficient a(x) and the diffusion coefficient
o (x) are respectively given by

X K
a(x)=—-0(x —«), 0(x):\/29x('8/2_ 1 —i—a—/z), 2.1)

and our standing assumptions on the parameters are
6>0, k>0, B>2, o> 2. 2.2)

We assume that, on a proper probability space (2, P, F), independent Wiener process W and
random variable X taking values in (0, co) are well defined. Then, because the coefficients (2.1)
are continuously differentiable inside (0, 0o), the unique strong solution to equation (1.1) with
the initial condition X¢ is well defined up to the random time moment 7p , Of its exit from
0, 00).

For x € (0, 00), the corresponding scale density equals

X N a/2+p/2—1
s(0) = exp<— [ 5Y du) _Cx (x T M) Sy
1

o2(u) a

Here and below, by C we denote a constant, which can be (but is not) expressed explicitly; the
value of C can vary from place to place. It follows from the standing assumption (2.2) that

/oos@)dy:oo, /xs(ymy:oo, x € (0, 00),
x 0

and consequently both 0 and oo are unattainable points for the diffusion X, that is, the random
time moment 7  is a.s. infinite for any positive initial condition Xy (e.g., [16], Chapter 18.6).
This means that (1.1) uniquely determines a time-homogeneous strong Markov process X with
the state space X = (0, 00). In the sequel, we consider X as a locally compact metric space with
the metric d(x, y) = |x — y|+ |x ' —y~!|.

Let us introduce the notation. By P;(x, dy), we denote the transition probabilities of the pro-
cess X. By P we denote the class of probability distributions on the Borel o -algebra on X. For
any u € P, we denote by P, the distribution in C (RT, X) of the solution to (1.1) with the dis-
tribution of X¢ equal p, and write £, for the respective expectation. When p = 6, the measure
concentrated at the point x € X, we write Py, E, instead of P,, E,,. For any u € P we denote by
eyt 0 <11 <+ <ty,m > 1 the family of finite-dimensional distributions of the process X

(2.4)
=P ((Xyy,.... X,,) €A),  AeB(X™).

By FX = {FX,t > 0}, we denote the natural filtration of the process X. A measurable function
f:X— Ris said to belong to the domain of the extended generator A of the process X if there
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exists a measurable function g : X — R such that the process
t
f(Xz)—/ 8(Xy)ds, teR*
0

is well defined and is an FX-martingale w.r.t. to any measure P, x € X. For such a pair (f, g),
we write f € Dom(A) and Af = g.

For a measurable function ¢:X — [1,00) and a signed measure s on B(X™), define the
weighted total variation norm

||%||¢,var=/X (Cr1) + - + b)) 221 (d0),

where |s¢| = 2T + ™ and 3 = s — s is the Hahn decomposition of . Frequently, we will
use functions ¢ of the form

& =3¢ + e, (2.5)
where ¢ > 1, ¢, ¢¢ € C*(0, 00), po =0 on [2,00), p¢ =0 on (0, 1],
pox)=x"7 for x small enough, P (x) = x0 for x large enough

with nonnegative y, §.
The B-mixing (or complete regularity, or the Kolmogorov) coefficient is defined as

Bty =supE, sup |P,(BIFS)—P.B)|, peP,teR", (2.6)

20 BE]:§H—S

where fgr for a given r > 0 denotes the o -algebra generated by the values of the process X at
the time moments v > r. In particular, the state-dependent S-mixing coefficient is defined by

Bx(t) =supEy sup |Py(B|F))— P(B)
5>0 Be]-'gH_S

. reX, teRt Q.7

(in this case, the initial distribution & = ), and the stationary S-mixing coefficient is defined
by

B(t)=supE; sup |Pr(B|F))— Pz(B)

SZO B E]:gﬂrs

, xeX, reRt; (2.8)

here and below, 7 denotes the (unique) invariant distribution for the process X. For more infor-
mation about various types of mixing coefficients see, for example, [9].

3. Main results

Here, we formulate the main results of the paper. The proofs are postponed to Section 5.
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3.1. Distributional properties of the Fisher—-Snedecor diffusion

The following two basic properties of the Fisher—Snedecor diffusion will be used in the further
analysis of its ergodic behavior.

Proposition 3.1. 1. (Lyapunov-type condition). Let ¢ to have the form (2.5) with
o B
——1, §<—. 3.1
V<3 <3 (3.1)
Then ¢ € Dom(A) and
1
Ap =ag’ + 502¢”. (3.2)
In addition, there exist a segment [u, v] C (0, 00) and positive constants c, C such that

A (x) = —c(x) + Clyy (). (3.3)

2. (Local minorization condition). For every segment [u, v] C X there exist T > 0, another
segment [u', v'] C X and a constant ¢, v 7 > 0 such that for every x € [u, v] and every Borel
set A C[u',v]

Pr(x,A)> Cu,v,u’,v/,T/ dy.
A

The following moment bound is a well known corollary of the Lyapunov-type condition (see,
e.g., Section 3.2 in [18] and references therein).

Corollary 3.1. In the conditions and notation of statement 1 in Proposition 3.1, we have

C
/¢>duz§—+e_”/¢du, teRT.
X c X

In addition, there exists an invariant measure u* € P such that
/ ¢du* < +oo.
X

Because the Fisher—Snedecor diffusion is ergodic, the latter statement can be interpreted as the
following fact about its (unique) invariant distribution 5 :

fx_yn(dx) < 400, /x%(dx) < 400 (3.4)
X X

as soon as positive y, § satisfy (3.1). On the other hand, the probability density p of the invariant
distribution 7 is proportional to o 25! (e.g., see [5]), and straightforward calculation shows

that (3.4) holds true if, and only if,

(3.5)
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Clearly, the first bound in (3.5) is weaker than the one in (3.1). Such a discrepancy indicates
that, in the current setting, the Lyapunov-type condition (3.3) is not precise, in a sense. This
observation motivates the following extension of the above results. Define the family of Cesaro
means of finite-dimensional distributions of X by

1

t
l/vil,__,,;m = ;/0 Mty s, ooty s A8, 1>0,0<f<---<ty,m>1. (3.6)

Proposition 3.2. 1. (Modified Lyapunov-type condition). Let ¢ have the form (2.5) with positive
y, 8 satisfying (3.5). Then there exists a nonnegative function ¥ € Dom(A), satisfying (3.3) and
such that

Ay < ¢!’ (3.7)

with some positive constants ¢', C’, ¢.

2. (Moment bounds for Cesaro means). In the conditions and notation of statement 1, let ¢, C
be the constants from the relation (3.3) for the function . Then, for arbitrary m > 1,0 <t <
el <Z [m’

& C’ C 1
/(¢(x1)+"'+¢(xm))l+ .. ,m(dx)5m5<7+ +C—>/deu- (3.8)

cc't 't

Remark 3.1. Let = §,, then (3.8) with m =1 and #; = 0 yields

1 t
sup—/ fqbdusds < 0.
=11 Jo JX

On the other hand, by Theorem 3.1 below we have

1 t
?/usds:n, t — o00.
0

These two observations, combined with the proper version of the Fatoux lemma (e.g., [8], The-
orem 5.3) provide that ¢ is integrable w.r.t w. This means that the moment bound (3.8) yields
(3.4) under (3.5), and hence resolves the discrepancy discussed above.

3.2. Coupling, ergodicity, and f-mixing

This section collects the results about the ergodic behavior of the Fisher—Snedecor diffusion. For
our further needs, it will be convenient to introduce explicitly and discuss separately the notion
of an exponential ¢-coupling.

By the common terminology, a coupling for a pair of processes U, V is any two-component
process Z = (Z 1 Zz) such that Z! has the same distribution with U and Z? has the same dis-
tribution with V. Following this terminology, for a Markov process X and every u,v € P, we
consider two versions X*, XV of the process X with the initial distributions equal to x and v, re-
spectively, and call (1, v)-coupling for the process X any two-component process Z = (Z', Z?)
which is a coupling for X*, X".
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Definition 3.1. The Markov process X admits an exponential ¢-coupling if there exists an in-
variant measure 1 for this process and positive constants C, ¢ such that, for every y € P, there
exists a (., 7)-coupling Z = (Z', Z?) with

E[¢(Z]) +¢(Z7) 15142 5Ce—“/ pdu,  1>0. (3.9)
X

The coupling construction is a traditional tool for proving the ergodicity. In [19], it was pro-
posed to introduce a separate notion of an exponential ¢-coupling, and it was demonstrated that
such a notion is a convenient tool for studying convergence rates of L ,-semigroups, generated
by a Markov process, and spectral properties of respective generators. In Section 5.5 below, we
will see that this notion is also efficient for proving LLN and CLT. With this application in mind,
we have changed slightly Definition 3.1, if to compare it with the one given in [19]: here, we con-
sider all probability measures u € P as possible initial distributions, while in [19] only measures
of the form p = §;, x € X are considered.

Theorem 3.1. Let ¢ be defined by (2.5) with y, § satisfying (3.1). Then the following statements
hold.

1. The Fisher—Snedecor diffusion admits an exponential ¢-coupling.

2. Finite-dimensional distributions of the Fisher—Snedecor diffusion admit the following con-
vergence rate in the weighted total variation norm with the weight ¢: for any m > 1,0 <t <
e < by,

Wtrsis i = 1o g < mCe" / ¢du,  wePi=0.  (3.10)
X

Here the constants C, c are the same as in the bound (3.9) in the definition of an exponential

¢-coupling.
3. The Fisher—Snedecor diffusion admits the following bound for the B-mixing coefficient:

BH(1) gc/e*"’/X¢du, weP,t>0. (3.11)

Here the constant c is the same as in the bound (3.9), and C’ a positive constant, which can be
given explicitly (see (5.15) below).

From (3.11) and Corollary 3.1, we get the following bounds for state-dependent and stationary
B-mixing coefficients:

Be(t) < C'e™ ¢ (x), xeX, r>0,

B(1) < C"e™, t>0,C":= c’/ $dr < +o0.
X

Note that the general theory for (possibly nonsymmetric and nonstationary) Markov pro-
cesses provides convergence rates like (3.10), for example, [10], and bounds for B-mixing



Ergodicity and mixing bounds for the Fisher—Snedecor diffusion 2301

coefficients like (3.11), for example, [28], under a proper combination of “recurrence” and
“local irreducibility” conditions. In our context, these conditions are provided by Proposi-
tion 3.1.

Apart with the convergence rate (3.10), we give the following more specific bound for
continuous-time averages of the family {u;, . 4.}

Theorem 3.2. Let ¢ be defined by (2.5) with vy, § satisfying (3.5), and  be the function from
Proposition 3.2.
Then for every m > 1 there exists a constant Cy, such that

gcmfwdu, peP,T>0. (3.12)
X

¢, var

Remark 3.2. Clearly, (3.10) provides a bound, similar to (3.12), with ¢ instead of ¥ in the right-
hand side. This bound is weaker than (3.12) because ¥ (x) = o(¢(x)) as x — 0 or x — oo.
In addition, Theorem 3.2 requires (3.5), which is weaker than respective assumption (3.1) in
Theorem 3.1. In this sense, for continuous-time averages of the family {uy, } Theorem 3.2
provides a substantially more precise information than Theorem 3.1 does.

~~~~~ tm

3.3. The law of large numbers and the central limit theorem

In this section, we formulate LLN and CLT for additive functionals of the Fisher—Snedecor dif-
fusion X. Below, X7 .t € (—00, 00) denotes the stationary version of X; that is, the strictly sta-
tionary process such that for every m > 1 and | < - -- < t,;; the joint distribution of X fl’ yees X fn’l
equals 7o t,—,,....1,,—1, (heuristically, X 5t is “a solution to (1.1), which is defined on the Whole
time axis and starts at —oo from the invariant distribution 77 ”).

We consider separately the discrete-time and the continuous-time cases.

Theorem 3.3 (Discrete-time case). Let, for some r, k > 1, a vector-valued function

f=fi,..., f): X >Rk

be such that for any i = 1, ...,k for some y;, §; satisfying (3.1)
|f,(x)|<CZ V’+x X =(X1,...,Xr) (3.13)

with some constant C.
Then the following statements hold true.
1. (LLN). For arbitrary initial distribution u of X and arbitrary t1, ..., t, >0,

1 n
=D f Xt Xy — ay (3.14)
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in probability, where the asymptotic mean vector ay equals

ap=Ef(X;,....X]").

oy Ap

If, in addition, the initial distribution is such that for some positive &
/(x—yf—8+x5f+f)u(dx)<oo, i=1,....k, (3.15)
X

then (3.14) holds true in the mean sense.
2. (CLT). Assume in addition that there exists € > 0 such that

E|f(x3, ... X" < oo

(3.16)

Then

1 n
\/—EZ(f(thl,u-sz,H)—af) = N(0, E?), (3.17)
=1

where the components of the asymptotic covariance matrix E? equal
0
d X ..
(Z9),;= 2 Cov(fi(Xp' - X3 fi(X3 X)), =1k
I=—00
Theorem 3.4 (Continuous-time case). Let the components of a vector-valued function f:X" —
R* satisfy (3.13) with y;, 8; satisfying (3.5) for everyi =1, ..., k.

Then the following statements hold true.
1. (LLN). For arbitrary initial distribution u of X,

1 T
?/ fXo4tr oo Xppyp)dt = ay (3.18)
0
in probability. If, in addition, the initial distribution is such that for some positive &
/ (x~ = VO=E 4 5 0iE) 1 (di) < oo, i=1,...,k, (3.19)
X

then (3.18) holds true in the mean sense.
2. (CLT). Assume in addition that

vi<Z4 L i=1,... k. (3.20)

1 B
4 4

Then, for arbitrary initial distribution u of X,

I :
ﬁfo (f Xtyts ooy Xoppa) —ag)dt = N(0, £5), (3.21)
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where the components of the asymptotic covariance matrix E; equal

oo
( ;)i’jzf_OOCov(f,-(Xflﬁr,,... X)) fi(X LX) de, i j =1,k (3.22)

For the limit theorems above, respective functional versions are available, as well. In order
to keep the exposition reasonably short, we formulate here only one functional limit theorem of
such a kind, which corresponds to the CLT (3.21).

Theorem 3.5. Let the components of a vector-valued function f:X" — R¥ satisfy (3.13) with

o .
y,-<Z, 8i<§, i=1,...,k. (3.23)
Then
Yr() = —/ f(thth,.. s Xt41) —af)dt:>B T — o0 (3.24)

weakly in C ([0, 1]), where B is the Brownian motion in RX with the covariance matrix of B(1)
c

equalto ¥ Iz

4. Examples and statistical applications

4.1. Examples

In this section, we illustrate the above limit theorems and use them to derive the asymptotic
properties of empirical mixed moments

_ 1T
mv,x,c(t):?/o X;)szﬂd& My, yx.d(t) =~ ZXI 1+ 1>0

both in the continuous-time and in the discrete-time settings. Below we use statistical terminol-
ogy because such functionals are particularly important for the statistic inference. For instance,
usual empirical moments

1 [T l &
Mpe=— | X'ds, THpa=-9 X’ 4.1
my.c T f() g as My.d n [gl: 1 4.1)

equal the empirical mixed moments with x = 0, and empirical covariances

_ 1 (7 1 (7 2
Rc(t) = ?f XsXiysds — (T/ X dS) s
0 0

2
o 1 n 1 n
Ra(0) =~ XiXrs1 = (; le> :
=1 =1

4.2)
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can be written as
Re(t) =1,1,0(1) = @1,0)°,  Ra(@®) =mm1,1,4(1) = (m1,0)". 4.3)
Denote v = —(v A0), vy =v V0.

Example 4.1 (Discrete-time case). Let there exist p,q > 1 with 1/p 4+ 1/q =1 such that

{pv.gx} C (—%—i—l,g). (4.4)

Then for arbitrary initial distribution u of X the discrete-time empirical mixed moment 1y, , ()
is a P-consistent estimator of the parameter

my, (1) = E(X5)" (X5)".

If, in addition, the initial distribution u satisfies
1 00
/ x—(pv_)v(q)(_)—su(dx) +/ x(pv+)V(qx+)+8M(dx) < 00
0 1

for some € > 0, then m,, , 4(¢) is an asymptotically unbiased estimator of m,, , ().

Under the assumption
o a\ B
, —(=-1 -], = 4.5
{pvqx}C< (2 )A<4> 4> (4.5)

for arbitrary initial distribution v of X the discrete-time empirical mixed moment 72, 5 4(t) is
an asymptotically normal estimator of m,, , (¢); that is,

V(i y.a () —my (1) = N(0, 07, 4()). n— 00

with

o5 xa®= Y Cov((x}")"(x%)", (X3)" (X7")").

I=—00
These results follow immediately from Theorem 3.3 with k =1, r =2, and
f(xy,x2) = x}’xg.
Indeed, by the Young inequality,
pv xgx

X
flxi,x) < —+ —.
P q
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Then (3.13) holds true with y = (pv_) Vv (gx—) and § = (pv+) V (g x+)- Respectively, (4.4)
coincides with the assumption (3.1), imposed on y, § in Theorem 3.3. The additional integrability
assumption (3.16) now is equivalent to the following: for some positive ¢,

—2(pv-)V(gx-) —e> —%, 2(pvs) VI(gx+) te< g

Clearly, this means that {pv, g x} C (—a/4, B/4), which together with (4.4) gives (4.5).
Similarly, using Theorem 3.4 under the same choice of f, y, § we obtain the following.

Example 4.2 (Continuous-time case). Let there exist p,q > 1 with 1/p 4+ 1/g =1 such that

a p

Then for arbitrary initial distribution p of X the continuous-time empirical mixed moment

My, y.c(t) is a P-consistent estimator of the m,, , (7).
If, in addition, the initial distribution u satisfies

1 [o,0]
/ x~(PvV@x)=De—¢ | (dx) +/ xPUOV@XIFE | (dx) < 0o
0 1

for some & > 0, then m,, , ((¢) is an asymptotically unbiased estimator of m,, , (¢).
Under the assumption

{pv,gx} C (_g -z —) 4.7

for arbitrary initial distribution @ of X the continuous-time empirical mixed moment 71y, , ¢(#)
is an asymptotically normal estimator of m,, , (¢); that is,

VT (g .o (1) = my 5 (1) = N(0, 07, (1)), T — 00
with

= [ Con((x) () () () .

The following statements can be obtained easily either by taking in the above examples x =0
and p > 1 close enough to 1, or by using Theorem 3.3 and Theorem 3.4 withk=r =1, f(x) =
xV,;and y =v_,8 =v4.

Example 4.3 (Empirical moments). The discrete-time empirical moment 71, 4, considered as
an estimator of the parameter

My = E(X(S)t)v =f xVm(dx),
X

has the following properties:
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(i) if

o p
UE(_E—i_I’E)’ (48)

then m,, 4 is P-consistent;
(i1) if, in addition, the initial distribution w satisfies

1 oo
/ x U7 u(dx) +/ XU+ u(dx) < oo
0 1

for some ¢ > 0, then 1, 4 is asymptotically unbiased;

(iii) if
(5)+(2)2)

then m,, 4 is asymptotically normal.

Similarly, the continuous-time empirical moment #1,, ., considered as an estimator of the same
parameter, satisfies the following:

(i) if

a p
el—=,=), 4.10
v < > 2) (4.10)
then m,, . is P-consistent;

(i1) if, in addition, the initial distribution w satisfies

1 o
/ x—(U7—1)+—8M(dx)+\/\ XU++8M(d'x) <
0 1

for some ¢ > 0, then m,, 4 is asymptotically unbiased;

(i) if
Ue(—g—l E), @.11)

then 1, . is asymptotically normal.

Comparing (4.8) with (4.10) and (4.9) with (4.11), one can see clearly the difference between
the conditions of Theorem 3.4 and the conditions of Theorem 3.3. The particularly interesting

case here is
c o 1 o
v 4 2 4

In this case, the function f(x) = xV satisfies conditions of Theorem 3.4 with r = k = 1, while
the additional integrability assumption (3.16) in Theorem 3.3 fails because f is not square in-
tegrable w.r.t. . This observation reveals a new effect, already mentioned in the Introduction,
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which seemingly has not been observed in the literature before: a functional f, which is not
square integrable w.r.t. the invariant distribution, still may lead to the CLT in its continuous-time
form (3.21).

Example 4.4 (Empirical covariances). Both the discrete-time empirical covariance Ry (t) and
the continuous-time empirical covariance R.(¢), considered as estimators of the parameter

R(1) =Cov(X]", Xy)).

have the following properties:

(i) if B > 4 then R;(¢) and R.(t) are P-consistent;
(i1) if, in addition, the initial distribution p satisfies

o
/ 27 p(dx) < 00
1

for some ¢ > 0, then Ry (t) and R (1) are asymptotically unbiased;
(iii) if B > 8 then R,4(¢) and R.(¢) are asymptotically normal.

These results follow from the representation (4.3) and Theorems 3.3, 3.4 with k =r = 2,

=0 1),
filxr, x2) = x1, frlx1, x2) = x1x2.

Similarly to Example 4.1 and Example 4.2 (in this particular case one should take p = g = 2),
one can verify that both (m 4,m1,1,4()) and (1., m11,(t)) are P-consistent if g > 4
and asymptotically normal if 8 > 8, when considered as estimators of the vector parameter
(my,m1,1(t)). Then properties (i) and (iii) follow by the continuity mapping theorem and the
functional delta method (see [25], Theorem 3.3.A). Under the additional integrability assump-
tion on u both 11 4(¢) and my 1 .(¢) are asymptotically unbiased. On the other hand, under the
same assumption both (ﬁl,d)z and (WLC)2 are uniformly integrable w.r.t. P, ; this follows from
the Holder inequality and Corollary 3.1:

1 n 2+£ 1 n
Eu(mya)*"* = E“(Z ZXI) <= EuX["<C
=1 =1

the inequality for the continuous-time case is similar and omitted. This implies that (7721 4)> and
(m1.0)? are asymptotically unbiased, which completes the proof of the property (ii).

Similarly, the properties of the empirical estimates of the vector-valued parameters of the type
(Mmyy,...,my) or (my,,...,my, R(t)) can be derived. For such parameters, the component-
wise properties of P-consistency and asymptotic unbiasedness are already studied in the previous
examples. Hence, in the following example, we address the asymptotic normality only.
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Example 4.5 (Multivariate estimators). 1. (Discrete-time case). Let

e (5(2))

Then, for arbitrary initial distribution w of X, the estimator my, ... v.d = My, ,d, - .., My, q) of
the vector-valued parameter m., .., = (My,, ..., My, ) is asymptotically normal; that is,

\/ﬁ(mvl ..... vk, d — My .., Uk) :>N(O7 ), n— oo

with some positive semi-definite matrix .

If, in addition, B > 8, then (my, 4, ..., My, 4, R4()) is an asymptotically normal estimator of
(My,, ..., My, R(t)) forany t > 0.

11. (Continuous-time case). Let

Then, for arbitrary initial distribution w of X, the estimator 7y, v,.c = Muyy,cs -« ., My, c) Of
the vector-valued parameter m., .., = (My,, ..., My, ) is asymptotically normal; that is,

ﬁ(mvl ..... vr,e — My, Uk) =>N(Oa ), T — o0
with some positive semi-definite matrix X.

If, in addition, 8 > 8, then (my, ¢, ..., My, ¢, Rc(t)) is an asymptotically normal estimator of
(My,, ..., My, R(t)) for any ¢t > 0.

4.2. Parameter estimation for the Fisher—Snedecor diffusion

In this section, we give an application of the above results to the parameter estimation of the
Fisher—Snedecor diffusion. We use the method of moments and the asymptotic properties of
the empirical moments (4.1) and the empirical covariances (4.2), exposed in Examples 4.3-4.5,
in order to provide the statistical analysis of the autocorrelation parameter 6 and the shape
parameters «, B, and k of the Fisher—Snedecor diffusion. We put

— = — — — —
~ 2(m—l,cml,cm2,c _ml,c) -~ 4m—l,c(m2,c _m]’c)
(X,; = _ — — _ —2 ﬂc = —_ —_ — —2 — I
Mm_y My cmy c —2my ¢ + my . m_i,cm2c— 2m—1,cm1’c +my
) . 4.12)
- am_y cmy c(ma,c —my ) ~ 1 R.(1)
Ke = ——— —— —, e =——log| ——————
m—l,cmZ,c_2m—1,cmlyc+ml,c t ma,c—my .
for a given 7 > 0, and define @y, B4, K4, 84 by similar relations with m; 4,i = —1, 1, 2, and Ry(1)

instead of m; ,i = —1,1,2, and R, (1), respectively.
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Theorem 4.1. Let > 8. Then, for arbitrary initial distribution of the Fisher—Snedecor diffu-
sion, (e, Be, ke, 0:) is a P-consistent and asymptotically normal estimator of the parameter
(a, B, K, 0); that is,

VT @ —a, B — B.Re —1,0: —0) = N(0, Ze(e, B,,6)), T — 0.

For the estimator (0, B\d,fc\d, @\d), the similar statement holds true under the additional as-
sumption o > 4. In that case,

@ — o, Ba — B.Ra — k6,00 — 0) = N(0, Zq (e, B, k,0)),  n—> oo.

The matrices X.(a, B, k,0), L4(c, B, k,0) are completely identifiable. To keep the current
paper reasonably short, we postpone their explicit calculation, together with a more detailed
discussion of the statistical aspects, to the subsequent paper [20].

Remark 4.1. The estimators (4.12) can be simplified significantly if either exact values of some
parameters o, B, k are known, or these parameters possess some functional relation. Let, for
instance, x = 8/(B — 2); this particular case is of a separate interest because the invariant dis-
tribution 7 then coincides with the Fisher—Snedecor distribution FS(e, 8). In this case, one can
replace in (4.12) the identities for @, EL by either

22 . o
Fe=— e Be= S 4.13)
m2,C(2_ml,C)_m1’C mi,c— 1
or
—~ 2m_ — 2
Ge=—be = lle (4.14)
m_yc—1 myc—1

For the estimator (a, [3\0, 9\6), defined in such a way, and its discrete-time analogue (ay, ﬁd, é:i),
the statements of Theorem 4.1 hold true; see more detailed discussion in [20].

5. Proofs

5.1. Proof of Proposition 3.1

Statement 1. Let the initial value Xy = x € X be fixed. Note that the process
x t
HY Y = (X)) —/ Ap(Xs)ds, teRY, (.1
0

with A¢ defined by (3.2), is an FX-local martingale w.r.t. the measure P,. The argument here is
quite standard, we explain it briefly in order to keep the exposition self-sufficient. Introduce the
sequence of FX-stopping times 7, = inf{t: X, < 1/n},n € N, and consider auxiliary functions
on € CZ(R) such that ¢, = ¢ on [1/n, c0). For any given n € N, by the Ito formula (e.g., [15],
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Chapter II, Theorem 5.1) we have that the process H?"X, defined by the relation (5.1) with ¢,
instead of ¢, is an FX-local martingale. This means that, for any given n € N, there exists a
sequence of FX-stopping times 7}, ,,, m € N such that every process

1> HX(t ATy ), meN
is an FX -martingale w.r.t. the measure Py, and
Ty m — 00, m — o0, Py-a.s.
The last relation provides that for every n € N there exists m,, such that
P (Tym, <n)<27".
Consequently, by the Borel-Cantelli lemma,
Ty.m, — 0, n — 0o, Py-a.s.

On the other hand, since the point 0 is unattainable for X, we have 7,, — oo Py-a.s. Conse-
quently, for S, =T, A Ty, . n € N we have

S, — 00, n — 00, Py-a.s.
By the Doob optional sampling theorem, the process
te> HX (@t AS))

is an FX-martingale w.r.t. the measure P,. On the other hand, the processes H%»X and H? X
coincide up to the time moment 7, because the values of ¢, and its derivatives on [1/n, c0)
coincide with respective values of ¢. Hence, the process

> H*X(t A Sp)

is an FX-martingale w.r.t. the measure P, which completes the proof of the fact that H?-X is a
[FX-local martingale.

Next, we show that the function .A¢ defined by (3.2) satisfies (3.3) for properly chosen positive
u,v,c, C. We have for x large enough:

_ IR A | _ R I W
Ag(x) = —05(x — x>~ +05(8 1)x<ﬂ/2_l+a/z>x

— _05 1-5) -1 : X
= W)[( _¥>_( B )(ﬂ/2—1+xa/z>]‘

The term [-- -] tendsto 1 — % as x — 0o, and it was assumed that § < 8/2. Hence (3.3) holds
true for any x > v assuming v > 0 is chosen large enough and ¢ > 0 is chosen small enough.

(5.2)
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We have for x small enough:

Oy — a7 XK )
Ap(x) =0y (x —k)x +0y(y+1)x(ﬁ/2_l +a/2)x

—_0 £ (b«
= V"’(’“){(T )_(” )(ﬁ/Z—l +xa/2>}'

The term {- - -} is equivalent to
K(_Y +1
X /2

as x — 04, and it tends to 400 because it was assumed that ¥ + 1 < «/2. Hence, (3.3) holds
true for any x € (0, u) assuming u, ¢ > 0 are chosen small enough. Finally, for given u, v, ¢ (3.3)
holds true for x € [u, v] under appropriate choice of (large) C.

Finally, we show that the process (5.1) is an FX -martingale. This proof is quite standard, again.
For any n € N, we have

(5.3)

ExH*X(tAS) =¢(x), t>0; (5.4)

here S,,n € N is the sequence of stopping times constructed in the first part of the proof. Re-
call that it is supposed that ¢ (x) > 1, and therefore ¢ (x) is positive. This, together with (3.3),
provides that [A¢]+(x) = (A¢(x)) Vv 0 is a bounded function. Then

tASy

Ex¢(Xins,) = (x) + E; Ap(Xy)ds < ¢(x) +1sup[Aply (x'),  1=0,neN.
0 x’

Consequently, we have from (5.4) that for any 7 > 0

sup sup Ex¢(Xins,) < 00. (5.5

t<T neN

Denote [A¢]_(x) = (—Ap(x)) Vv 0; then (5.4) can be written as

tAS,

tAS,
Exfo [Ad]-(X5)ds = ¢ (x) — Ex¢p(Xias,) + Ex/O [Ap]+(X;)ds.

Combined with (5.5) and the fact that [ A¢]; is bounded, this yields

t
Ex/ [Ag]-(Xs)ds < 0.
0

In particular, the Lebesgue dominated convergence theorem and boundedness of [A¢] provide
that the sequence

tAS,

Ap(X;)ds, neN

is uniformly integrable w.r.t. Py.
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Note that the above argument can be repeated with the function ¢ replaced by the function
¢ = ¢V, where v > 1 is chosen in such a way that

Y1 5
vy < — — 1, V8 < —.
Y'=3 2

Then, similarly to (5.5), we will have

supsup E, (¢ (X, , Sn))“ <00 (5.6)
t<T neN

with some sequence of stopping times S, such that §,, — co Py-a.s. This means that the sequence
o (X, SuA Sn)’ n € N of the processes on [0, T'] is uniformly integrable w.r.t. Py, and hence the
sequence H? X (¢ A S, A Sp), n € N is uniformly integrable, as well. Then H?-X is a martingale
as an a.s. limit of a uniformly integrable sequence of martingales.

Statement 2. Take a segment [w, z] € X such that [u, v] C (w, z), and consider the process
X-2] obtained from X by killing at the exit from (w, z). Clearly, for any x inside (w, z) the
transition probability P;(x,dy) is minorized by the transition probability P,[w’Z] (x,dy) of the
process X2l The latter function is the fundamental solution to the Cauchy problem for the
linear 2nd order parabolic equation

du(x,y)=Lu(t,x), xew,z),ult,w)=uz)=0,t>0,
where
L =a(x)d; + 5% (x)d;,.

Because the coefficients a, o are smooth in [w, z] and o is positive, the general analytic results
from the theory of linear 2-nd order parabolic equations (e.g., [21], Chapter IV, Sections 11-14)
yield representation

P (x, dy) = Z,(x, y) dy

with a continuous function Z : (0, +00) x (w, z) x (w, z) — [0, 00). Because Z is continuous
and is not an identical zero, there exist #; > 0, x1 € (w, z), ¥1 € (w, z), and & > 0 such that

cl:= inf Zy(x,y)>0.

[x—x1|<e,ly—yil<e

In other words, we have constructed ¢; > 0 and segments [u/, v'] = [y; —e&, yi +¢] and [u”, V"] =
[x1 — &, x1 + €] such that

Py (x, A) = P (x, 4) = ¢ f dy (5.7)
A

for any x € [u”, v”] and Borel measurable set A C [u’, v']. Take , > 0 and put T =t + . The
Chapmen—Kolmogorov equation and (5.7) yields for every x € [u, v] and Borel measurable set



Ergodicity and mixing bounds for the Fisher—Snedecor diffusion 2313

AClu,v]

Pr(x, A) > / P, (x’, A)P,z(x,dx/) >c¢; inf P,z(x, (u”, v”))/ dy.
A

[u”,v"] x€lu,v]

The reason for us to replace in the last inequality the segment [1”, v”] by the open interval
(u”, v") is that the indicator of this interval can be obtained as a limit of an increasing sequence
of continuous functions f,, : X — R, n > 1. The process X is a Feller one; this follows from the
standard theorem on continuity of a solution to an SDE w.r.t. its initial value, for example, [13],
Chapter II. Therefore, every function

X = ‘[an(y)Ptz(xvdy)

is continuous, which implies that the function
x> P, (x, (u”, v”))

is lower semicontinuous as a point-wise limit of an increasing sequence of continuous functions.
Then there exists x¢ € [u, v] such that

inf P, (x, (u//, v”)) =P, (x<>, u”, v”).

xelu,v]

On the other hand, for any # > 0, x € X the support of the measure P;(x, -) coincides with whole
X; because the diffusion coefficient is positive, this follows from the Stroock—Varadhan support
theorem (e.g., [15], Chapter VI, Theorem 8.1). Hence P, (x¢, (v, v”)) > 0, and the required
statement holds true with

Cu,v,u’,v’,T =] xe][IIldfv] P[2 (x, (u”’ v//)) - 0

5.2. Proof of Proposition 3.2

Statement 1. Take, analogously to (2.5), a function v : X — [1, 4-00) of the form

V=vo+ Ve,

where ¢, ¢ € C2(0, 00), ¥ =0 on [2,00), ¢ =0 on (0, 1],

Yolx) = x7V for x small enough, Ve (x) = XY for x large enough,

y/e((y—l)vo,g—l), 8/6(8,E>.
2 2

with
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Then, by the statement 1 of Proposition 3.1, ¥y € Dom(.A) and ¢ satisfies (3.3). By (5.2), one
has

AP () ~ —Coox? = —Coo(d))" . x> o0

with

Coo =681 -1 0
= — > 0.
o B/2—1
By (5.3), one has
AP (x) ~ —Cox 7 =—Co(p )YV, x50

with

"+1
Co=9y’/c<1—y+ >>0.
/2

Finally, for every segment [u, v] C (0, co) and every € > 0 one has

[AY (x)|
su X) < 00,
xe[ul,)v]d)( ) x€lu,v] ¢1+8(x)

because ¢, Ay € C(0, 00) and ¢ > 1. These observations provide (3.7) with small enough ¢’, &
and large enough C’.

Statement 2. By the elementary inequality (37, ax)' ¢ <m® > [ 1a1+5 we have
1 m
[0+t o), @0 <me Y [ 6 a, 59
X X
k=1

By the definition of A, we have for arbitrary u € P

t
&wm=mwmwmﬁAwmm

Together with (3.7), this yields

t ? !
/ ¢1+5 dl"«t — 1/ EM¢1+5(XS)ds < L/EMI:/ C'ds —/ Aw(Xs)ds:|
X t 0 c't 0 0

c’ 1 1
= " + EEﬂw(XO) - TE;LI//(XI) (5.9)

c’ 1
57+—QW&>—+—fwm
C
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in the second inequality, we have used that v is nonnegative. By Corollary 3.1 with ¢ instead of

¢, we have
C C
Ydu, <—+ | ydu<|—+1 Ydu, k=1,...,m
X Cc X C X

because ¥ > 1. Using (5.8) and (5.9) with u, , k=1, ..., m instead of u, we obtain (3.8).

5.3. Proof of Theorem 3.1

Statement 1. In [19], Theorem 2.1, it is proved that a Markov process X admits an exponential
¢-coupling under the following assumptions:

(i) ¢ € Dom(A) and (3.3) holds true;
(ii) every level set {¢ < R}, R > 1 has a compact closure in X
(iii) for every compact K C X there exists 7 > 0 such that

sup ||Pr(x,) — Pr(x,)|,, <2 (5.10)
x,x'eK
where || - ||var denotes the total variation norm.

In our setting, (i) and (iii) are provided by Proposition 3.1 (statements 1 and 2, resp.). As-
sumption (ii) holds true trivially because ¢ (x) — +oo when either x — 0 or x — oo. Hence,
the required statement follows by Theorem 2.1 in [19].

Remark 5.1. In [19], the notion of an exponential ¢-coupling was introduced in a form, slightly
weaker than the one from Definition 3.1; see the discussion after Definition 3.1. One can see
easily that the proof of Theorem 2.1 in [19] can be extended straightforwardly to provide an
exponential ¢-coupling in the sense of Definition 3.1.

Statement 2. By statement 1, for a given u € P there exists a (u, 7)-coupling which satisfies
(3.9). From this fact, we will deduce (3.10). In a particular case ¢ = 1, m = 1 such an implication
is well known, and the proof for general ¢, m does not require any substantial changes when
compared with the standard one. To keep the exposition self-sufficient, we explain the argument
briefly. Denote ¢ = tsry, .14ty — Ty, .ty

Vi (dy) = P((Z§1+tv s Zi,,,+t) edy,

(Zio o Zisd) # (Zisen 0 Ziyid)), - i=12,

For arbitrary measurable function f : X" — [0, 4-00), one has

1 1 2 2
/Xm fdse =Ef(Z) 1o 2y 00) — EF(Z0 4 20 40)
(5.11)

= Sfdvi; — fdv, < Sfdvy,.
X"l Xm X/ﬂ
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Denote by A;" a set such that 5 is supported by A;" and s (A;") = 0. By (5.11), we have for
any measurable A C A}

st (A) = 54 (A) <vi(A).

Because 5" is supported by A", this gives finally
%;+ <Viz-
Similarly,
», < V.

From these inequalities, we have

51l g.var < [Xm(mxl)+~-~+¢<xm>)v1,t(dx>+fxm(¢<x1)+--~+¢(xm>)v1,,<dx>

m
2
= (Z H—t, (ZH-I )])1(2, T +r)7é(Z[1+, ’’’’’ Zrlm+r)

IA

m
Z t+t ¢( t+t,)] ,+, #Zm <mCe™ /xd)d“’

where the last inequality comes from the assumption (3.9).

Statement 3. Estimate (3.10) with m = 1 provides similar and weaker estimate with || - ||yar
instead of || - ||, var. It is another standard observation that such an estimate, together with an
estimate of the form

/q&dms@/q&du, peP,t>0, (5.12)
X X

provide (3.11). Again, we explain this argument briefly.
The o -algebra fgr is generated by the algebra fg,’cy !

of the sets of the form
B={(X(1),....X(vm)) € C}, Vi, oo U 2, CeB(X"),m> 1. (5.13)
Hence, in the identity (2.6), we can replace sup FX, by sup pegXal On the other hand, for
>t+s >t+s
every B of the form (5.13) with r =¢ + s, we have

Pu(BIFX) =T, f(X,).  Pu(B)= /X Tous f dt

with
fO=P((Xwi—t=5),....X(ty—t—5)) €C), xeX

and

T, f(x) = /x F ) Pr(x,dy) = Ex f(X),
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the usual notation for the semigroup generated by the Markov process X. We have

| [ ron— [ frad
X X
= H P (X5, ) _jTHvar+ ler+s — 7 llvars

|Pu(BIFy) — Pu(B)| <

T f(X,) —/ fdn
X

here we have used that || || < 1. Therefore, we have

B (1) < sup(llpigs — Tllvar + Ep | Pr (X, ) =7 || ,)- (5.14)

5>0

Note that (the weaker version of) (3.10) gives
e +s = 7 llvar < Ce™ / pdu,  |P(Xe)—m|,, <Ce P(Xy).
X

These observations combined with (5.12) provide (3.11) with ¢’ = C(1 + 0).

Recall that ¢ satisfies a condition of the form (3.3); denote respective constants by cy,, Cy.
Then Corollary 3.1 yields (5.12) with C = S—LL + 1 because it is supposed that ¢ > 1. These
observations finally lead to (3.11) with

C
c/=c<2+ —L>. (5.15)
CL

5.4. Proof of Theorem 3.2
Let y’, 8’ be the values introduced in the construction of the function v, see Section 5.2. Denote

/ 5/ —1
x:(V—A—> .
y 1)

For any signed measure > on B(X™), by the Holder inequality, we have

m op I/p m (1-0)q /q
¢l var < ( [X (qu(x,-)) |%|(dx)> ( /X ) (qu(xj)) |z|<dx))
Jj=1 j=1

forany o > Oandany p,q > 1 with 1/p+1/q = 1. We put p = (Ao) ! and take o close enough
to 0, so that p > 1. Then ¢°? = ¢'/*, and

¢ (x) = x VNI < = Y) = ¥ (x)

for x small enough,

BV (x) = DO ING D) < (3618 — ()
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for x large enough. Because ¢ is continuous and i > 1, this means that
m op m
(qu(xj)) <CY i) (5.16)
j=1 j=1
with some constant C. We have

1—0
1— Ao

1

—=1-— Ao, (1—-0)g=
q

and in the above construction o can be taken close enough to 0 in order to provide inequality

(1 —o0)g <1+ ¢. Then we obtain, finally,

m 14 1/q
52l e < cn%n;{’v’ar< /X (Z¢(x,-)) |z|<dx>) : (5.17)
j=1

Because the weighted total variation norm is a norm indeed, we have

¢, var
[T1-1y k1
< / ettty ottt = Toy,t) dE
pr k ¢, var
T
+ ’/ (Kttty,.o sttty — Ty, 1) dE
[T] ¢, var
[T]-1

= > 1 woh =Tt g + (T = T [ G 2 = 70t g
k=0

recall that /1, denotes the one-dimensional distribution, see (2.4), and uj, , denotes the Cesaro
mean, see (3.6). By (5.17), we have

H (Mk)[ll tm T T }qb,var

< C” (Mk);ll ,,,,, tw Tt ”,1///531” (Hk)tll ,,,,, tw el ;/115’\,“
=C “ (H’k)fll-,m,lm T Tt ||1]p/,€ar

1/q
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Recall that i satisfies conditions of Proposition 3.1. In addition, it has compact level sets; see
condition (ii) in Section 5.3. Then (3.10) with i instead of ¢ holds true, and we have

1 1/p e
G200k = T |7 = H/ (a0t = Ty )

k+1 1/p
< (/ Wbty 1, .ottt = Tty ”I/I,Vardt>
k

1/p
< m\/PCIp—ckip (/ " dﬂ>
X

with the constants ¢, C from (3.10). Note that ¢>1+5 is integrable w.r.t. 7; see Remark 3.1. Then

1+

/X m(qu(xj)) Tty (dX) < m* / Zw*%x,)ml ..... ()
j=1

+E\/\¢1+8dﬂ<oo.
X

On the other hand, by (3.8) with r = 1 we have

1+¢ 1+e¢

| M(qu(x,-)) G100 (@0 = [ M(Zw,-)) it si(@D)
j=1 j=1

C/deu.

Using the elementary inequality
G+t <xVapyla xy>0g>1

and the assumption ¥ > 1, we get from the above estimates

1t = Tttt | g yag < Cme™ P /X e (5.18)

,,,,, tm

with some explicitly calculable Cpn. Similarly to (5.18) (we omit the details), one can show that

(7 =)t D5 = g = Cone™ T [ (5.19)

From (5.18) and (5.19), we obtain the required inequality with C,, = Com Yreo e—ck/p,
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5.5. Proof of Theorem 3.3

In order to simplify the notation, we assume k£ = 1 and remove respective subscripts, that is, write
f, v, ¢ instead of f;, y;, 8;. One can see that the proof below can be extended to the multidimen-
sional case easily; to do that, it is enough to replace the one-dimensional “deviation inequalities”
(5.20) and (5.22) by completely analogous inequalities for the components f;,i =1, ..., k of the
multidimensional function f.

We proceed in two steps: the “coupling” one and the “truncation” one.

The “coupling” step deals with the case where for some positive ¢ the initial distribution p
satisfies (3.15). Let ¢ be defined by (2.5) with y, é from (3.13). Then Theorem 3.1 provides that
there exists a (u, )-coupling (Z 1 72) for the process X, which satisfies (3.9). We have

Zf Zt1+l"" t+l) af

l n
E, - ;f(xtl-H"--ler-‘rl) —ar| =

z1+17~~- t+l) af

+ - ZE’f Zt1+l"‘ )_f(ZtH-l’“ Zt+l)‘

because Z?Z has the same distribution with {X*!(¢), t > 0}. Recall that X is ergodic, see [12].
Then, by the Birkhoff-Khinchin theorem,

z1+lf~-- r+1)_af -

On the other hand, by (3.13) we have

E\f(Z s Zo) = F(ZE g0 22 4)]

=C Z E(¢ z )+ ¢(Zz +l))1(2}1+,,...,z}r+,);é(z,21+, .

2
e ZE)

<CZZE z+1 ) +o(Z t+l)) zb 272,

j=li=l1

(note that C here does not coincide with the constant C in (3.13) because ¢ (x) # x 7 + x%). By
the Holder inequality and the elementary inequality (a 4+ b)? <2P~'(a? +bP),a,b>0,p > 1,
we have for arbitrary p,g > 1 with 1/p+1/g =1

E@(2 ) + (2 e,
VB2 ) 48722 )) P (2L £ 7))
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We can take p > 1 close enoughto 1,sothaty’ =yp <y +¢,8 =38p <8 +¢,and y’', § satisfy
(3.1). Then ¢’ = ¢? clearly has the form (2.5) with y’, § instead of y, §. Corollary 3.1 applied
to ¢’ instead of ¢ yields that

sup Eqbp(Z[l) < 00, sup Eqbp(th) = / ¢P dmr < o0.
X

>0 =0

On the other hand, (3.9) and standing assumption ¢ > 1 yield
P(z! #z}) < Ce—“/ ddu, t>0,
X

where ¢, C are the same as in (3.9). Summarizing all the above, we obtain

,
E[f(Z) e 2h ) = f(Z0 e 20 )| <€) emclithia (5.20)

i=1

with the same constant ¢ and some constant C’ which depends on ¢, p, i, and the constants C
in (3.13) and (3.9). Therefore

— 0, n— oo,

1 n
E, |- X . ¢ —a
i ;f( t1+ b)) —agf

which completes the proof of statement 1 under the assumption (3.15). To prove statement 2, we
need to show that for any bounded Lipschitz continuous function F:R — R

E F(S:(X)) — /RF(y)vf(dy), (5.2

where v ~ N (0, E?) and

1 n
Sp(X) = 7 l;(ﬂxw, s Xo4) —ay).

In [4], Remark 3.1, it was shown that the general result by Genon-Catalot et al. (see [12],
Corollary 2.1) can be applied to prove that the stationary Fisher—Snedecor diffusion is an «-
mixing process with an exponential decay rate. Then the CLT for «-mixing sequences (see [14])
provide

EF(S,(X*)) - /R F(y)vs(dy).
On the other hand, the estimates similar to those made above provide that

E, F(S,(X)) — EF(S,(X*
[ (5,00) = EF(5,(x*)) 5
C'Lip(F)

Nz

Lip(F) -
= N DUE (2 Zi) = F(ZE s Ze )| <
=1
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with some constant C’. This proves statement 2 under the assumption (3.15).
The “truncation” step removes the assumption (3.15). For an arbitrary p and any a € (0, 1)
there exist uy, u* € P such that u, is supported in some segment [u, v] C (0, 00), and

uw=~0—-a)yu, +au’.

Then P, = (1 —a)P,, +aP,q, and p, satisfies (3.15). Hence, for any ¢ > 0

>§>
>§)§a.

1 n
< alimsup Pya (‘— Zf(xw, oo X)) —ay
n—00 n =1
Because a is arbitrary, this proves statement 1 for arbitrary w. Similar argument proves (5.21)
for arbitrary u, and completes the proof of the theorem.

n—oo

. 1 n
lim sup PM< o Zf(le-H, v X1) —ay
=1

5.6. Proof of Theorem 3.4

Again, we assume k = 1. We note that both statement 1 and statement 2 hold true under the
respective conditions of Theorem 3.3. The proof of this fact is analogous to the proof of The-
orem 3.3 and therefore is omitted. The only difference is that, in this proof, one requires the
continuous-time version of the CLT (3.21) for the stationary version X! of the process X instead
of the discrete-time one. This statement can be easily derived from the respective discrete-time
one by the standard discretization argument (see, e.g., [8], pages 178—179). Hence, our task is to
reduce the conditions of Theorem 3.3 to those of Theorem 3.4.

First, note that we can increase slightly y, so that the conditions of Theorem 3.4 still hold true.
Let ¢ be defined by (2.5) with this new y and § from the formulation of the theorem. Because
a > 2, condition (3.20) yields (3.5). Then we can apply Proposition 3.2 and define respective
function ¥, see Section 5.2. While doing that, we can choose y’, §' larger than, but close enough
to (y — 1) v 0, §, respectively, so that fX Y du < oo if u is supposed to satisfy (3.19) and

y/+y<%, 5’+5<§ (5.23)

if y, § satisfy (3.20). We put

H@O=f@[]lyzim n=1

j=1

|f ()]
I fllp = su ~ O
f ¢ x=(x1,?,xr) Zj:] ¢(xj)

For arbitrary ¢1, ..., t > 0 one has

EZQS(X,S;) = r/o #(x)(dx) < 0o

j=1



Ergodicity and mixing bounds for the Fisher—Snedecor diffusion 2323
because y, § satisfy (3.5). Then, by (3.13) and the Lebesgue dominated convergence theorem,
ag, —ay.
We put f,, = fu +ay — ay,. Then the condition (3.13) with the initial y provide that
If = fullp =0,  n—oo. (5.24)

On the other hand, a 7,=afrs and every ﬂ, satisfy conditions of Theorem 3.3. Hence, for every n

. 1 [T
limsup E, ?/ fXyqes o X)) dt —ay
0

T—o0

. 1 T -
< limsup ?Eu/ |f(Xt1+t, cos X)) = (X4t -~,Xt,+t)| dr
0

T—o00

< lim sup ME f Z¢>(X,J+,)dt

T—o00

_ ‘H// T+t tj[ zv>
=C allp li § du’ i — L | pduli).
If = Full imsup Z ( ¢ T X¢> w

Then from (3.8) with m = 1 and & = 0 we obtain that, when u satisfies (3.19),

_ 1 [T "
limsup £, 7/‘ fXyqts oo Xppq)dt —ap | <CI f — fullp
0

T—o0

with some constant C. Because n is arbitrary and (5.24) holds, this proves (3.18) in the mean

sense. If (3.19) fails, then (3.18) still holds in the sense of convergence of probability; one can

show this using the truncation argument from the previous section. This proves statement 1.
Denote Q =max;t; —min;¢; and assume that 7 > Q. Then

1 (T . 2
Eu[?/ (f(Xll-‘rtv'-'var-i-t)_fﬂ(xll-Hv--'var-‘rt))dt]

TAG+Q) T-0Q i
_|:/ / / / i| (thth,...,Xt,4+t)_fn(thJrf,...,XtrH))
T 10

X (f(th—Q—s» B Xtr-i-x) - fn(th+s» B Xt,-+s)) drds
=1L+

We estimate 1, I, separately. We explain the estimates in the particular case r =2, = 0,1, =
Q; the general case is quite analogous, but the calculations are more cumbersome. We have

Cllf = fal} TAG+Q)
ne 2 [ B0+ (X0 60X + B (X)) drds. (525)
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By the Markov property of the process X,

T (rTAG+Q) T 0o
/ / E o (X1)p(Xs)drds < EM/ ¢(Xs)</ Tv¢(Xs)dU) ds;
0 s 0 0

here we have used the standard notation

va(x)=/Xf(y)Pz(x,dy).

Note that P;(x, -) = (6x);. Hence, by (3.8) withm = 1, & =0, and u = &, we have

o
/ Ty (x)dv < QC¥(x), xeX. (5.26)
0

By the inequalities (5.23), the function ® = ¢ has the form (2.5) with the parameters satisfying
(3.5). Then, using once again (3.8) with ® instead of ¢, we get

T TAG+H0O) T
/ f E ¢(X)op(Xg)deds < QCE,L/ @(Xs)dszQC// ddu;
0 Js 0 X
the constants C, C’ here depend on ¢, ¥, etc., but does not depend on Q, T, and p. Similar
calculations provide estimates for other parts of the integral in the right-hand side of (5.25). For

instance, changing the variables s’ = s + Q and using the Markov property at the point ¢ < s,
we get

T pTAG+H0O)
/0 / E ¢(X)9(Xs10)dtds

T t+Q
= E, / ¢><X,>( / 6(Xy) ds’) i
0 ovi

T Q
SEﬂfO ¢(Xt)<fo Tu¢(Xz)dv)dt§TQC/qu>d/L;

in the last inequality we use (5.26) and (3.8) with ® instead of ¢.
Summarising these estimates, we get

L<COlf - ﬂuéfxcbdu.
To estimate />, we use the Markov property at the time moment s + Q and write

Clf = fu !
2 < MEM fo (0 (X) + & (Xs+0)) F 07 (Xs4.0) ds

I
with

T—s—Q -
FrOT(x) = ‘/0 Ei(f(Xs, Xi40) — fa(Xi, Xi40)) di.
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Denote g, = f — f,. Because, by the construction, ay = ag,we have sz gndm; 10 =0 for

every t. Then
T—s—0Q
FoT (x) = ng d(/ (@eero - ”"’*Q)dt) ‘
0

e
X"‘l

for any measurable function g on X and any signed measure 3. Then, by (3.12),

Clearly,

=< llgligli>llg.var

F2T(x) < CIIf = fullpw (x).

Recall that ¢ satisfies the Lyapunov-type condition (3.3). Then by the Markov property and
the moment bound from Corollary 3.1 we have E, ¢ (X)V (Xs40) < CELé(Xs)¥(Xy), which
together with the preceding estimate gives

Cllf = fn

I3
S /O (6 XV (X,) + ¢ (Xs40)¥ (Xs+0)) ds

Using once again (3.8) with ® = ¢ instead of ¢ and recalling the estimates for /1, we get
finally

17 . ? -
E”[ﬁ/o (f(Xt)_fn(Xt))dt] SCIIf—fnlld,/}g@dM- (5:27)

By the construction, every f, satisfies conditions of Theorem 3.3, and therefore (3.21) holds
true with f, instead of f. Then, if ® is integrable w.r.t. 1, (5.27) and the approximation argu-
ment, similar to the one used in the proof of Theorem 3.3, lead to (3.21) for f with

£% = lim % . (5.28)

n—o0

On the other hand, if we write

R
CR= / . Cov(f (X} pn o X)), F(XPL L X)) de,
then
IE},R—ZZ’RISCIIf—fnllé,/bedrr; (5.29)
the proof of (5.29) is similar to the proof of (5.27) and is omitted. Therefore the integral (3.22)

coincides with the limit (5.28). This completes the proof of statement 2 when @ is integrable
w.r.t. ;0. For general u, we use the truncation argument from the previous section.
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5.7. Proof of Theorem 3.5

Again, we restrict ourselves by the case k = 1. The proof is based on the following auxiliary
estimate.

Lemma 5.1. Under conditions of Theorem 3.5, for any T

T
E(/Q (f(Xt1+t9 v Xppt) — af) dt)

with some © satisfying conditions of statement 1 of Proposition 3.1.

2
<CTifI; [ odu

Proof. We assume that f is centered and r = 1. The general case can be reduced to this one
using the same arguments with those explained Section 5.6.

We proceed like in Section 5.6: take v of the form (2.5) withy’ € ((y — 1) v0,a/2—1),8 <
B/2suchthaty +y' <a/2—1,8 + 8 < B/2 and put ® = ¢. Then

T 2 T T
E(/ f(Xz)dt> =2/ Ef(Xs)/ f(Xy)drds
0 0 s

T—s
‘/O ((st)r—n)dr

ds

@, var

T
< 2||f||¢/0 E[f(Xy)|

T
< CIIfI|¢/0 E|f(X)|¥(Xy)ds,

here we have used the Markov property and Theorem 3.2. On the other hand, Corollary 3.1
applied to @ instead of ¢ gives

T T
/ E|f(Xp)|y(Xy)ds < ||f||¢/ (/ q)dﬂs) dSSCIIfIIqu/ Qdu
0 0o \Ux D'

with some other constant C, which completes the proof. (|

Let us proceed with the proof of the theorem. By Theorem 3.4, finite-dimensional distributions
of Yr converge to that of B. Hence, we need to prove the weak compactness, only. In addition,
it is sufficient to prove weak compactness in D([0, 1]) instead of C([0, 1]): when we succeed
to do that, we get the weak convergence Yr = B in D([0, 1]). Because both Y7 and B have
continuous trajectories, this would imply the weak convergence Y7 = B in C([0, 1]).

For the function ® constructed in the proof of Lemma 5.1, there exists ¢ > 1 such that &4
still satisfies conditions of Proposition 3.1, statement 1. Then, for p suchthat 1/p+1/g =1, we
have for every v < vy < v3

E|Yr (1) — Yr ) |7?|Yr (v2) = Yr(v3)|*

< CIIf13ws — v)E|Yr (1) — Yr () [/ & (X (12T)) (5.30)
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< ClIf13ws — ) (E|Yr (1) — Yr () [*) " (E®? (X (v2T))) /¥

< CIFIGP 3 — )2 = v) VP ER(X (01 1)) P E®T (X (07)) /1

242/p 141/ r Va
< CIFIZP (03— ) ”/chdu /Xdﬂdu ,

Here we have used subsequently Lemma 5.1, the Holder inequality, Lemma 5.1 again, and Corol-
lary 3.1 with ®, ®7 instead of ¢. Theorem 15.6 in [8] and (5.30) provide weak compactness in
D([0, 1]) of the family {X7}.

5.8. Proof of Theorem 4.1

By Example 4.5, under the assumptions of Theorem 4.1, for any fixed ¢ > 0 either (m_1 ., m c,
ma.c, Re(t)) or (m—y,4,m1,4,m2,4, Rg(t)) is an asymptotically normal estimator of (m_p .,
mi,c, ma.c, R(t)). Note that the assumption & > 2, 8 > 8 (in the continuous-time case) is equiv-

alent to
1
(—1,1,2} (—3 — - ﬁ),

while the assumption o > 4, B > 8 (in the discrete-time case) is equivalent to

me((5)0 ()

The invariant distribution density for the process X can be written in the form

1 ax \*? 0 A2
PO = B, /3/2)<ax+g> (ax+Q> (5:31)

with o = (8 — 2)k/B. Respective moments are equal

my = [oox“p(x)dx - <3> Fep+ulz-v) (_g, ﬁ). (5.32)
0 a C'(a/2)T'(B8/2) 2°2

In particular,

o

o« _ @22
C(@—2)(B-2k’ B

d m
B’ T T a(B-ap?

m_j mp =

On the other hand, one has

Corr(X}', X5") =e™"",
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see [7], Theorem 2.3(iii). Resolving the above identities for a fixed 7, we can write («, B, «,60) =
G(m_1,m1, my, R(t)) with

2(xyz — y?) 4x(z—y?)
Gi(x,y,z,w) = ———, Grx,y,w)=—"—",
1. 3.2 w) xyz —2z+ y? 2(x, 3, w) xz—2xy%2+y
4xy(z — y?) 1 w
G [} 9 Ky = [} G El ) :__10 .
sy ) = 2wy == log( =

Clearly, the function G is well defined and smooth in some neighbourhood of the point

X= (mfl(oz, B,k,0),mi(c, B,k,0), ma(a, B, K, 0), [R(t)](ot, Bk, 0)).

Then one can obtain the required statements using the continuity mapping theorem and
the functlonal delta method (see [25], Theorem 3.3.A). Asymptotic covariance matrices for
(ag, ,34, Ke, 90) and (0, ,Bd, Kd, Qd) are given by the formula

(o, B k,0)=DE.D', Sala, B k,0)=DEyDT, (5.33)
where ¥, ¥, are the asymptotic covariance matrices for
(M—1,c, 11, M2, Re(D)), (M—1,a,M1,q4, 2,4, Ra(1)),

respectively, and D;; = [gij](x), i,jel{l,2,3,4}.
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