# ON THE SYSTEM OF NON-LINEAR DIFFERENTIAL EQUATIONS WITH PERIODIC COEFFICIENTS 

By Tosiya Saito

§ 1. Recently the author has investigated the behaviour of the solution of the non-linear differential equation

$$
\frac{d y}{d x}=\sum_{k=1}^{\infty} f_{k}(x) y^{k}
$$

where $f_{k}(x)$ are uniform and holomorphic in the domain $0<|x|<r$, and obtained an analytical expression of the solution valid around $x=0 .{ }^{1)}$

The method of proof used there can easily be generalized for the system of non-linear differential equations

$$
\begin{equation*}
\frac{d y_{j}}{d x}=\sum_{k_{1}+\cdots+k_{n} \leqq 1} f_{1, k_{1} \cdots k_{n}}(x) y_{1}^{k_{1}} \cdots y_{n}^{k_{n}}, \quad j=1, \cdots, n, \tag{A}
\end{equation*}
$$

with $f_{J, k_{1} \cdots k_{n}}(x)$ uniform and holomorphic in $0<|x|<r$, or, what is the same thing, for the system

$$
\begin{equation*}
\frac{d x_{j}}{d t}=\sum_{k_{1}+\cdots+k_{n} \geqq 1} a_{j, k_{1} \cdots k_{n}}(t) x_{1}^{k_{1}} \cdots x_{n}^{k_{n}}, \quad j=1, \cdots, n \tag{B}
\end{equation*}
$$

with $a_{J, k_{1} \cdots k_{n}}(t)$ periodic in $t$.
In the present paper, we consider the system (B), and establish the analytical expression of its solutions.
§ 2. Let the system of differential equations

$$
\begin{equation*}
\frac{d x_{j}}{d t}=\sum_{k=1}^{n} a_{j, k}(t) x_{k}+\sum_{k_{1}+\cdots+k_{n} \geqq 2} a_{j, k_{1} \cdots k_{n}}(t) x_{1}^{k_{1}} \cdots x_{n}^{k_{n}}, \quad \jmath=1, \cdots, n, \tag{1}
\end{equation*}
$$

be given, where $k_{1}, \cdots, k_{n}$ are non-negative integers, $a_{j, k}(t)$ and $a_{j, k_{1} \cdots k_{n}}(t)$ are periodic functions of $t$ with period 1 holomorphic for $-\infty<t<\infty$, and the power series in the right-hand members are convergent for

$$
-\infty<t<\infty,\left|x_{j}\right|<\rho, \quad \rho>0, \quad j=1, \cdots n
$$

Without loss of generality, we may suppose that the matrix $\left\|a_{j, k}(t)\right\|$ is of the following form:

where $\lambda_{1}, \cdots, \lambda_{p}$ are complex constants.
We denote by

$$
x_{j}(t)=x_{j}\left(t, t_{0}, x_{10}, \cdots, x_{n_{0}}\right), \quad j=1, \cdots, n,
$$

the solutions of (1) such that

$$
x_{j}=x_{j 0}, \quad j=1, \cdots, n, \quad \text { for } \quad t=t_{0} .
$$

In what follows, we always consider these solutions in the fixed interval

$$
\begin{equation*}
t_{0}-N \leqq t \leqq t_{0}+N \tag{2}
\end{equation*}
$$

where $N$ is any (arbitrarily large) positive number. Then, for any $\varepsilon>0$ however small, we can find $\delta>0$ such that

$$
\left|x_{j}(t)\right|<\varepsilon, \quad j=1, \cdots, n,
$$

in the interval (2), if

$$
\left|x_{j_{0}}\right|<\delta, \quad j=1, \cdots, n .
$$

Therefore, if $\left|x_{10}, \cdots,\left|x_{n 0}\right|\right.$ are chosen sufficiently small, $x_{j}(\mathrm{t})$ are holomorphic in $x_{10}, \cdots, x_{n 0}$, and, moreover, $x_{j}(t)$ identically vanish whenever their initial values $x_{10}, \cdots, x_{n 0}$ all vanish. Hence they admit the following power series expression in the interval (2):

$$
\begin{align*}
& x_{j}(t)=\sum_{k=1}^{n} U_{j, k}\left(t, t_{0}\right) x_{k 0}+\sum_{k_{1}+\cdots+k_{n} \geqq 2} U_{j, k_{1} \cdots k_{n}}\left(t, t_{0}\right) x_{0_{0}}^{k_{1}} \cdots x_{k_{0},}^{k_{n},}  \tag{3}\\
& j=1, \cdots, n .
\end{align*}
$$

§ 3. We now investigate the relations between the solutions $x_{j}(t)$ and

$$
X_{j}(t)=X_{j}\left(t, t_{0}, x_{10}, \cdots, x_{n 0}\right)=x_{j}\left(t+1, t_{0}, x_{10}, \cdots, x_{n 0}\right), \quad j=1, \cdots, n .
$$

Since

$$
X_{j}\left(t, t_{0}, x_{10}, \cdots, x_{n 0}\right)=x_{j}\left(t+1, t, x_{1}(t), \cdots, x_{n}(t)\right), \quad j=1, \cdots, n,
$$

we can write

$$
\left\{\begin{align*}
X_{j}(t)= & \sum_{k=1}^{n} U_{j, k}(t+1, t) x_{k}(t)  \tag{4}\\
& \quad+\sum_{k_{1}+\cdots+k_{n} \geqq 2} U_{j, k_{1} \cdots k_{n}}(t+1, t)\left\{x_{1}(t)\right\}^{k_{1} \ldots\left\{x_{n}(t)\right\}^{k_{n}}} \\
& j=1, \cdots, n
\end{align*}\right.
$$

where the power series in $x_{1}(t), \cdots, x_{n}(t)$ in the right-hand members are convergent (in the interval (2)) whenever $\left|x_{10}\right|, \cdots,\left|x_{n 0}\right|$ are sufficiently small.

From the uniqueness theorem of the solutions of differential equations and periodicity of the coefficients $a_{j, k}(t), a_{j, x_{1} \cdots k_{n}}(t)$, the relation

$$
x_{j}\left(t+1, t_{0}+1, x_{10}, \cdots, x_{n 0}\right)=x_{j}\left(t, t_{0}, x_{10}, \cdots, x_{n 0}\right)
$$

holds for any $x_{10}, \cdots, x_{n 0}$ with sufficiently small absolute values. Thus we obtain, making use of the expression (3),

$$
\begin{equation*}
U_{J, k}\left(t+1, t_{0}+1\right)=U_{J, k}\left(t, t_{0}\right), \quad U_{J, k_{1} \cdots k_{n}}\left(t+1, t_{0}+1\right)=U_{j, k_{1} \cdots k_{n}}\left(t, t_{0}\right) . \tag{5}
\end{equation*}
$$

Therefore, if we put

$$
U_{j, k}(t+1, t)=u_{j, k}(t), \quad U_{j, k_{1} \cdots k_{n}}(t+1, t)=u_{j, k_{1} \cdots k_{n}}(t),
$$

it follows directly from (5) that

$$
u_{j, k}(t+1)=u_{j, k}(t), \quad u_{j, k_{1} \cdots k_{n}}(t+1)=u_{J, k_{1} \cdots k_{n}}(t),
$$

and we obtain the following conclusion:
If $\left|x_{10}\right|, \cdots,\left|x_{n 0}\right|$ are chosen sufficiently small, $X_{j}(t)$ can be written as

$$
\begin{align*}
X_{j}(t)=\sum_{k=1}^{n} u_{j, k}(t) x_{k}(t)+\sum_{k_{1}+\cdots+k_{n} \geqq 2} u_{j, k_{1} \cdots k_{n}}(t)\left\{x_{1}(t)\right\}^{k_{1}} \cdots\left\{x_{n}(t)\right\}^{k_{n}}  \tag{6}\\
j=1, \cdots, n,
\end{align*}
$$

in the interval

$$
t_{0}-N \leqq t \leqq t_{0}+N
$$

where the coefficients $u_{j, k}(t), u_{j, k_{1} \cdots k_{n}}(t)$ are periodic functions of $t$ with period 1 .
$\S$ 4. Next we determine explicitly the coefficients $u_{j, k}(t), j, k=1, \cdots n$. For that purpose, it suffices to determine the coefficients $U_{j, k}\left(t, t_{0}\right)$ in the expres$\sin (3)$. Substituting (3) into (1) and equating the terms of the same degree in $x_{10}, \ldots, x_{n 0}$ on both sides of the equations, we obtain the following system of linear differential equations:

$$
\left\{\begin{array}{l}
\frac{\partial U_{j_{r}+1, k}}{\partial t}=\lambda_{r} U_{j_{r}+1, k},  \tag{7}\\
\frac{\partial U_{j_{r}+2, k}}{\partial t}=U_{j_{r}+1, k}+\lambda_{r} U_{j_{r}+2, k}, \\
\cdots \cdots \cdots \cdots \cdots \cdots \\
\frac{\partial U_{j_{r}+n_{r}, k}}{\partial t}=U_{j_{r}+n_{r}-1, k}+\lambda_{r} U_{j_{r}+n_{r}, k} \\
\quad j_{1}=0, \quad j_{r+1}=j_{r}+n_{r}, \quad r=1, \cdots, p, \quad k=1, \cdots, n
\end{array}\right.
$$

As we have supposed that

$$
x_{j}\left(t_{0}\right)=x_{j 0}, \quad j=1, \cdots, n,
$$

$U_{J, v_{i}}\left(t, t_{0}\right)$ must satisfy the initial condition

$$
U_{j, k}\left(t_{0}, t_{0}\right)=\delta_{j k}, \quad j, k=1, \cdots, n .
$$

Solving the linear system (7) under this condition, we have

$$
\begin{array}{r}
U_{j_{r}+s, k}\left(t, t_{0}\right)=\left\{\delta_{j_{r}+s, k}+\delta_{j_{r}+s-1, k}\left(t-t_{0}\right)+\delta_{j_{r}+s-2, k} \frac{\left(t-t_{0}\right)^{2}}{2!}\right. \\
\left.+\cdots+\delta_{j_{r+1, k}} \frac{\left(t-t_{0}\right)^{s-1}}{(s-1)!}\right\} e^{\lambda_{r}\left(t-t_{0}\right)}, \\
s=1, \cdots, n_{r}, \quad r=1, \cdots, p .
\end{array}
$$

Consequently

$$
\begin{aligned}
& u_{j_{r}+s, k}(t)=U_{j_{r}+s, k}(t+1, t) \\
& =\left\{\delta_{j_{r}+s, k}+\delta_{j_{r}+s-1, k}+\frac{\delta_{j_{r}+s-2, k}}{2!}+\cdots+\frac{\delta_{j_{r}+1, k}}{(s-1)!}\right\} e^{\lambda r} \\
& \quad s=1, \cdots, n_{r}, \quad r=1, \cdots, p,
\end{aligned}
$$

and the matrix $\left\|u_{j, k}(t)\right\|$ is of the form

$$
\left\|u_{j, k}(t)\right\|=\| \begin{array}{|lll||}
\frac{\left|A_{1}\right|}{\left|A_{2}\right|} & & \\
& \ddots & \\
& & \boxed{A_{p} \mid} \mid
\end{array}
$$

where

$$
A_{r}=e^{\lambda r}\left\|\begin{array}{cccc}
1 & & & \\
1 & 1 & \ddots & \\
\frac{1}{2!} & 1 & \ddots & \ddots \\
\vdots & \vdots & \ddots & \ddots \\
\frac{1}{\left(n_{r}-1\right)!} & \frac{1}{\left(n_{r}-2\right)!} \cdots 1 & 1
\end{array}\right\| .
$$

§ 5. From what we have hitherto shown, the relation between $X_{j}(t)$ $=x_{j}(t+1)$ and $x_{j}(t)$ can be written as follows:
(8)

$$
\left\{\begin{array}{l}
\quad x_{j_{r}+s}(t+1) \\
=e^{\lambda r}\left\{\frac{1}{(s-1)!} x_{j_{r}+1}(t)+\frac{1}{(s-2)!} x_{j_{r}+2}(t)+\cdots+x_{j_{r}+s}(t)\right\} \\
\quad+\sum_{k_{1}+\cdots+k_{n} \geq 2} u_{\jmath_{r+s, k_{1} \cdots k_{n}}(t)\left\{x_{1}(t)\right\}^{k_{1} \cdots\left\{x_{n}(t)\right\}^{k_{n}},}} \quad j_{1}=0, \quad j_{r+1}=j_{r}+n_{r}, \quad s=1, \cdots, n_{r}, \quad r=1, \cdots, p
\end{array}\right.
$$

Our final step is to solve this system of functional equations and to determine the explicit forms of $x_{j}(t)$.

For that purpose, we add an assumption that

$$
\left.\left|e^{\lambda r}\right|>1 \quad \text { (i. e. } \Re \lambda_{r}>0\right), \quad r=1, \cdots, p
$$

Moreover we may suppose, without loss of generality, that $\lambda_{1}, \cdots, \lambda_{p}$ are so arranged that

$$
\begin{equation*}
0<\mathfrak{R} \lambda_{1} \leqq \mathfrak{R} \lambda_{2} \leqq \cdots \leqq \mathfrak{R} \lambda_{p} . \tag{10}
\end{equation*}
$$

It is known that, ${ }^{2}$ ) under the condition (9), we can find an analytic transformation

$$
x_{j}(t) \rightarrow y_{j}(t) \equiv \varphi_{j}\left(x_{1}(t), \cdots, x_{n}(t) ; t\right)
$$

defined by the power series, convergent for sufficiently small values of $\left|x_{1}(t)\right|$, $\cdots,\left|x_{n}(t)\right|$ (i. e. for sufficiently small values of $\left.\left|x_{10}\right|, \cdots,\left|x_{n 0}\right|\right)$,
(11) $\quad\left\{\begin{aligned} & y_{j}(t)=\varphi_{j}\left(x_{1}(t), \cdots, x_{n}(t) ; t\right) \\ &= \sum_{k=1}^{n} p_{j k} x_{k}(t)+\sum_{k_{1}+\cdots+k \geqq 2} w_{j, k_{1} \cdots k_{n}}(t)\left\{x_{1}(t)\right\}^{k_{1} \cdots\left\{x_{n}(t)\right\}^{k_{n}},} \\ & j=1, \cdots, n,\end{aligned}\right.$
where $p_{j k}$ are constants with $\operatorname{det}\left|p_{j k_{k}}\right| \neq 0$, and $w_{j, k_{1} \cdots k_{n}}(t)$ are polynomials of $u_{j, k_{1} \cdots k_{n}}(t)$ (hence periodic in $t$ ) such that the system (8) is transformed into
where $v_{j_{r}+p, k_{1} \cdots k_{n}}(t)$ are periodic functions of $t$ with period 1 , and

$$
v_{j_{r}+s, k_{1} \cdots k_{n}}(t) \equiv 0 \quad \text { if } \quad e^{\lambda r} \neq e^{k_{1} \lambda_{1}+\cdots+k_{n} \lambda_{p}}
$$

$$
\delta_{s}= \begin{cases}0, & s=1 \\ 1, & s=2, \cdots, n_{r} .\end{cases}
$$

From the periodicity of $w_{j, k_{1} \cdots k_{n}}(t)$, we have

$$
\varphi_{j}\left(x_{1}(t+1), \cdots, x_{n}(t+1) ; t\right)=y_{j}(t+1) .
$$

So the system (12) can be rewritten as

$$
\left\{\begin{align*}
y_{j_{r}+s}(t+1)= & e^{\lambda r} y_{j_{r}+s}(t)+\delta_{s} y_{j_{r}+s-1}(t)  \tag{13}\\
& +\sum_{k_{1}+\cdots+k_{n} \geq 2} v_{j_{r}+s, k_{1} \cdots k_{n}}(t)\left\{y_{1}(t)\right\}^{k_{1} \ldots\left\{y_{n}(t)\right\}^{k_{n}} .}
\end{align*}\right.
$$

As we have supposed that $\Re \lambda_{r}$ are all positive, the relation

$$
\begin{equation*}
e^{\lambda r}=e^{k_{1} \lambda_{1}+\cdots+k_{n} \lambda_{p}} \tag{14}
\end{equation*}
$$

can be realized for only a finite number of combinations of non-negative integers $k_{1}, \cdots, k_{n}$ with $k_{1}+\cdots+k_{n} \geqq 2$. Hence the right-hand members of the equations (13) are all polynomials in $y_{j}(t)$. Furthermore, owing to the supplementary condition (10), $k_{j_{r+1}}, \cdots, k_{n}$ must all vanish for the relation (14) to hold. Consequently, in the expressions

$$
\sum_{k_{1}+\cdots+k_{n} \geqq 2} v_{j_{r}+s, k_{1} \cdots k_{n}}(t)\left\{y_{1}(t)\right\}^{k_{1} \cdots\left\{y_{n}(t)\right\}^{k_{n}}}
$$

in the right-hand members of the equations (13), the functions $y_{j_{r+1}}(t), \cdots$, $y_{n}(t)$ can never appear. Thus we can rewrite the system (13) in the following form:

$$
\left\{\begin{align*}
y_{j_{r}+s}(t+1)= & e^{\lambda r} y_{j_{r}+s}(t)+\delta_{s} y_{j_{r}+s-1}(t)  \tag{15}\\
& +\sum_{k_{1}+\cdots+j_{j} \geqq 2} v_{j_{r}+s, k_{1} \cdots k_{r} 0 \cdots 0}(t)\left\{y_{1}(t)\right\}^{k_{1} \cdots\left\{y_{j_{r}}(t)\right\}^{k_{j}},} \\
& j_{1}=0, \quad j_{r+1}=j_{r}+n_{r}, \quad s=1, \cdots, n_{r}, \quad r=1, \cdots, p .
\end{align*}\right.
$$

§ 6. The system of functional equations (15) are divided into $p$ groups according to the value of $r$.

For $r=1$, these equations will be written as follows:

$$
\begin{align*}
& y_{1}(t+1)=e^{\lambda_{1} y_{1}}(t)  \tag{16-1}\\
& y_{2}(t+1)=e^{\lambda_{1} y_{2}}(t)+y_{1}(t),  \tag{16-2}\\
& \ldots \ldots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& y_{n_{1}}(t+1)=e^{\lambda_{1} y_{n_{1}}(t)+y_{n_{1}-1}(t) .}
\end{align*}
$$

From (16-1), we can immediately see that $y_{1}(t)$ must be of the form

$$
y_{1}(t)=e^{\lambda_{1}{ }^{t} \Phi_{1}(t)}
$$

where $\mathscr{\Phi}_{1}(t)$ is a periodic function of $t$ with period 1 . Next we put

$$
y_{2}(t)=e^{\lambda_{1} t}\left\{e^{\left.-\lambda_{1} t \Phi_{1}(t)+P(t)\right\} . ~}\right.
$$

Then

$$
y_{2}(t+1)=e^{\lambda_{1}} e^{\lambda_{1} t}\left\{e^{-\lambda_{1} t} \Phi_{1}(t)+P(t+1)\right\}+e^{\lambda_{1}{ }^{t}} \Phi_{1}(t) .
$$

Comparing this with (16-2)

$$
y_{2}(t+1)=e^{\lambda_{1}} e^{\lambda_{1} t}\left\{e^{\left.-\lambda_{1} t \Phi_{1}(t)+P(t)\right\}+e^{\lambda_{1} t} \Phi_{1}(t), ~}\right.
$$

we obtain

$$
P(t+1)=P(t) .
$$

Therefore the function $P(t)$ must be periodic in $t$.
In the same way, the equations ( $16-3$ ), $\cdots,\left(16-n_{1}\right)$ can be solved successively, and $y_{1}(t), \cdots, y_{n_{1}}(t)$ must be of the form

$$
y_{j}(t)=e^{\lambda_{1}{ }^{t}} \mathscr{D}_{j}(t), \quad j=1, \cdots, n
$$

where $\Phi_{j}(t)$ are polynomials of $t$ whose coefficients are all periodic functions of $t$ with period 1 .

We will then show that all $y_{j}(t)$ can be written in the form

$$
\begin{equation*}
y_{j_{r}+s}(t)=e^{\lambda r^{t}} \mathscr{\emptyset}_{j_{r}+s}(t) \tag{17}
\end{equation*}
$$

where $\Phi_{j_{r}+s}(t)$ are polynomials of $t$ whose coefficients are periodic functions of $t$ with period 1. The proof can be carried out by induction with respect to $r$ in the following way.

Suppose that $y_{1}(t), \cdots, y_{j_{m}}(t)$ have been expressed in the form (17). The next group of functional equations (corresponding to $r=m+1$ ) will be

$$
\begin{align*}
& \left\{\begin{aligned}
y_{j_{m+1}}(t+1)= & e^{\lambda m} y_{j_{m+1}}(t) \\
& +\sum_{k_{1}+\ldots+k_{j_{m}} \geq 2} v_{j_{m+1}, k_{1} \cdots k_{j_{m}} 0 \cdots 0}(t)\left\{y_{1}(t)\right\}^{k_{1} \ldots\left\{y_{j_{m}}(t)\right\}^{k} j_{m}},
\end{aligned}\right. \tag{18-1}
\end{align*}
$$

$\left(18-n_{m}\right)\left\{\begin{aligned} y_{j_{m}+n_{m}}(t+1)= & e^{\lambda m} y_{j_{m}+n_{m}}(t)+y_{j_{m}+n_{m}-1}(t) \\ & \quad \sum_{k_{1}+\ldots+k_{j_{n}} \geqq 2} v_{j_{m}+n_{m}, k_{1} \cdots k_{j_{m}} 0 \ldots 0}(t)\left\{y_{1}(t)\right\}^{k_{1} \ldots\left\{y_{j_{m}}(t)\right\}^{k_{j_{m}}} .}\end{aligned}\right.$
Since $v_{j_{m}+s, k_{1} \cdots k_{j_{m}} \cdots 0}(t) \equiv 0$ for

$$
\lambda_{m} \neq k_{1} \lambda_{1}+\cdots+k_{j_{m}} \lambda_{m-1} \quad(\bmod 2 \pi i),
$$

and $y_{k}(t), k=1, \cdots, j_{m}$, are supposed to be of the form (17), we can write

$$
\begin{array}{r}
\sum_{k_{1}+\ldots+k_{j_{m}}} \geq 2^{v} j_{m+s, k_{1} \cdots k_{j_{m}} 0 \cdots 0}(t)\left\{y_{1}(t)\right\}^{k_{1} \cdots\left\{y_{j_{m}}(t)\right\}^{k_{j}} j_{m}=e^{\lambda m} V_{j_{m}+s}(t),} \\
s=1, \cdots, n_{m},
\end{array}
$$

where $V_{j_{m+s}}(t)$ are polynomials of $t$ whose coefficients are all periodic func-
tions of $t$ with period 1 . Then the epuations (18-1), $\cdots,\left(18-n_{m}\right)$ are rewritten as

$$
\begin{align*}
& y_{j_{m+1}}(t+1)=e^{\lambda_{m}} y_{j_{m+1}}(t)+e^{\lambda_{m} t} V_{j_{m+1}}(t),  \tag{19-1}\\
& y_{j_{m+2}}(t+1)=e^{\lambda_{m}} y_{j_{m}+2}(t)+y_{j_{m+1}}(t)+e^{\lambda m_{m} t} V_{j_{m+2}}(t),  \tag{19-2}\\
& \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& y_{j_{m}+n_{m}}(t+1)=e^{\lambda m} y_{j_{m}+n_{m}}(t)+y_{j_{m}+n_{m}-1}(t)+e^{\lambda m t} V_{j_{m}+n_{n}}(t) .
\end{align*}
$$

(19- $n_{m}$ )
$V_{j_{m+1}}(t)$ can be written in the following form:

$$
V_{j_{m+1}}(t)=Q_{0}(t)+t Q_{1}(t)+\cdots+t^{\nu} Q_{\nu}(t)
$$

where $Q_{0}(t), \cdots, Q_{\nu}(t)$ are all periodic in $t$. Then put

$$
\begin{equation*}
y_{j_{m+1}}(t)=e^{\lambda m t}\left\{R_{0}(t)+t R_{1}(t)+\cdots+t^{\nu+1} R_{\nu+1}(t)\right\} \tag{20}
\end{equation*}
$$

where $R_{1}(t), \cdots, R_{\nu+1}(t)$ are determined from the following system of linear algebraic equations:

$$
\begin{aligned}
& \binom{\nu+1}{1} R_{\nu+1}(t)=e^{-\lambda_{m}} Q_{\nu}(t), \\
& \binom{\nu+1}{2} R_{\nu+1}(t)+\binom{\nu}{1} R_{\nu}(t)=e^{-\lambda_{m}} Q_{\nu-1}(t), \\
& \binom{\nu+1}{\nu-k+1} R_{\nu+1}(t)+\binom{\nu}{\nu-k} R_{\nu}(t)+\cdots+\binom{k+1}{1} R_{k+1}(t)=e^{-\lambda_{m}} Q_{k}(t), \\
& R_{\nu+1}(t)+R_{\nu}(t)+\cdots+R_{1}(t)=e^{-\lambda_{m}} Q_{0}(t) .
\end{aligned}
$$

As the determinant constructed from the coefficients of the left-hand members of the above equations is obviously different from zero, $R_{1}(t), \ldots, R_{\nu+1}(t)$ are uniquely determined as the linear combinations of $Q_{0}(t), \cdots, Q_{\nu}(t)$. Hence they are all periodic functions of $t$ with period 1 .
Then

$$
\begin{aligned}
y_{j_{m}+1}(t+1)= & e^{\lambda m} e^{\lambda_{m} t}\left\{R_{0}(t+1)+(t+1) R_{1}(t)+\cdots+(t+1)^{\nu+1} R_{\nu+1}(t)\right\} \\
= & e^{\wedge m} e^{\lambda m}\left\{R_{0}(t+1)+t R_{1}(t)+\cdots+t^{\nu+1} R_{\nu+1}(t)\right\} \\
& +e^{\lambda m} e^{\lambda m^{t}}\left[\left\{R_{1}(t)+R_{2}(t)+\cdots+R_{\nu+1}(t)\right\}\right. \\
& +t\left\{\binom{2}{1} R_{2}(t)+\binom{3}{2} R_{3}(t)+\cdots+\binom{\nu+1}{\nu} R_{\nu+1}(t)\right\}+\cdots \\
& +t^{k}\left\{\binom{k+1}{1} R_{k_{+1}}(t)+\cdots+\binom{\nu-k+1}{\nu+1} R_{\nu+1}(t)\right\}+\cdots \\
& \left.+t^{\nu}\binom{\nu+1}{1} R_{\nu+1}(t)\right]
\end{aligned}
$$

$$
\begin{aligned}
= & e^{\lambda_{m}} e^{\lambda m t}\left\{R_{0}(t+1)+t R_{1}(t)+\cdots+t^{\nu+1} R_{\nu+1}(t)\right\} \\
& +e^{\lambda m}\left\{Q_{0}(t)+t Q_{1}(t)+\cdots+t^{\nu} Q_{\nu}(t)\right\} .
\end{aligned}
$$

Comparing this with (19-1), we obtain

$$
R_{0}(t+1)=R_{0}(t) .
$$

Therefore $y_{j_{m+1}}(t)$ must be of the form (17).
Substituting the expression of $y_{j_{m}+1}(t)$ just obtained into (19-2), we have

$$
\begin{equation*}
y_{j_{m+2}+2}(t+1)=e^{\lambda m} y_{j_{m}+2}(t)+e^{\lambda m t} W_{j_{m+2}+2}(t) \tag{21}
\end{equation*}
$$

where $W_{j_{n+2}}(t)$ is a polynomial of $t$ with periodic coefficients. It is then evident that the equation (21) can be solved by the same method as we have adopted for the equation (19-1), and $y_{j_{n+2}}(t)$ must also be of the form (17).

Proceeding in this way, we can successively show that $y_{j_{j_{m}+s}}(t), s=1, \cdots$, $n_{m}$ must be of the form (17). Thus we have completed the proof.
§ 7. Substituting (17) into (11), and solving it with respect to $x_{1}(t), \cdots, x_{n}(t)$ we arrive at the desired analytical expression of $x_{j}(t)$ which can be written as follows:

$$
x_{j}(t)=\sum_{k_{1}+\ldots+k_{n} \geq 1} P_{j, k_{1} \cdots k_{n}}(t) e^{\left(k_{1} \lambda_{1}+\cdots+k_{n} \lambda_{p}\right) t}, \quad j=1, \cdots, n,
$$

where $P_{\jmath, k_{1} \cdots r_{n}}(t)$ are polynomials of $t$ whose coefficients are periodic functions of $t$ with period 1 .

The same conclusion can be obtained if we replace the condition (9) by

$$
\begin{equation*}
\left|e^{\lambda}\right|<1 \quad\left(\text { i. e. } \Re \lambda_{r}<0\right), \quad r=1, \cdots, p \tag{9'}
\end{equation*}
$$

Thus we have established the following
Theorem. If the real parts of the characteristic exponents $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ of the linear part of the system (1) are all positive or all negative, the solutions $x_{j}(t), j=1, \cdots, n$, of the system with the intial condition

$$
x_{j}=x_{j 0}, \quad j=1, \cdots, n, \quad \text { for } \quad t=t_{0}
$$

can be expressed in the domain

$$
t_{0}-N \leqq t \leqq t_{0}+N, \quad\left|x_{j 0}\right|<\varepsilon_{N}, \quad j=1, \cdots, n
$$

in the following form:

$$
\begin{equation*}
x_{j}(t)=\sum_{k_{1}+\ldots+k_{n} \geqq 1} P_{J, k_{1} \cdots k_{n}}(t) e^{\left(k_{1} \lambda_{1}+\ldots+k_{n} \lambda_{n}\right) t}, \quad j=1, \cdots, n, \tag{*}
\end{equation*}
$$

where $N$ is an arbitrary positive number, $\varepsilon_{N}$ is a positive number depending upon $N$, and $P_{J, k_{1} \cdots k_{n}}(t)$ are polynomials of $t$ whose coefficients are all periodic functions of $t$ with period 1.3)

In praticular, if $\lambda_{1}, \cdots, \lambda_{n}$ are all distinct and the relation $\lambda_{n} \equiv k_{1} \lambda_{1}+\cdots$ $+k_{n} \lambda_{n}(\bmod 2 \pi i)$ can never be realized for any combination of non-negative integers $k_{1}, \cdots, k_{n}$ with $k_{1}+\cdots+k_{n} \geqq 2$ and $m=1, \cdots, n$, the functions $\mathscr{D}_{j}(t)$ in (17) are all periodic functions of $t$. Hence $P_{j, k_{1} \cdots k_{n}}(t)$ in (*) must be all periodic in $t$. Whence follows the

Corollary. If, besides the condition stated in the Theorem, $\lambda_{1}, \cdots, \lambda_{n}$ are all distinct and the relation

$$
\lambda_{m} \equiv k_{1} \lambda_{1}+\cdots+k_{n} \lambda_{n} \quad(\bmod 2 \pi i)
$$

can never be realized for any set of non-negative integers $k_{1}, \cdots, k_{n}$ with $k_{1}+\cdots$ $+k_{n} \geqq 2$ and $m=1, \cdots, n, x_{f}(t)$ can be expressed in the domain

$$
\left|e^{\lambda_{1}{ }^{t}}\right|<M, \cdots,\left|e^{\lambda_{n} t}\right|<M, \quad\left|x_{j 0}\right|<\varepsilon_{M}, \quad j=1, \cdots, n,
$$

in the form (*), where $M$ is an arbitrary fositive number, $\varepsilon_{\text {m }}$ is a positive nnmber depending upon $M$, and $P_{1, k_{1} \cdots k_{n}}(t)$ are periodic functions of $t$ with period 1.
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