
K. YAMAMURO
KODAI MATH. J.
23 (2000), 234-241

ON RECURRENCE FOR SELF-SIMILAR ADDITIVE PROCESSES

KOUJI YAMAMURO

1. Introduction

In our paper a stochastic process is called an additive process if it is a
stochastically continuous process with independent increments and has right-
continuous sample functions with left limits a.s. Self-similar additive processes
constitute an important class of additive processes which are not assumed to be
time-homogeneous. But they have not been studied except in some papers,
e.g. [2], [3], [4], and [5]. We investigated their transience and recurrence in [3]
and [5]. The dichotomy of recurrence and transience for this class of processes is
known (see [3]). But a criterion for recurrence and transience has not been
found. As an important example, there is a strictly stable process on Rd, which
is a self-similar Levy process, that is, a self-similar time-homogeneous additive
process. It is recurrent if its index α satisfies max{l,d} < α < 2, where its
exponent is α"1 if we regard it as a self-similar additive process (see the definition
below). So we attempted to find a new method to prove recurrence for strictly
stable processes with index max{ 1, d} < α < 2 without using time-homogeneity.
We succeeded in our attempt and we could find recurrence conditions showing
great differences between self-similar additive processes and Levy processes. We
note that this problem cannot be solved by using the existing methods because of
the difficulty caused by the fact that the expected occupation times on open sets
containing 0 cannot determine recurrence (see [3]).

A self-similar additive process is defined by the following.

DEFINITION. A stochastic process {Xt : t > 0} on Rd, which is defined on a
probability space (Ω, J^,P), is called a self-similar additive process, or a process
of class L, with exponent H > 0 if it satisfies the following conditions:

(i) {Xct} and {cHXt} have the same finite-dimensional distributions for every
c > 0 ,

(ii) Xtχ — Xh,Xh — Xh,..., Xtn — Xtn_x are independent for any n and any
choice of 0 < t0 < t\ < t2 < < tn,

(iii) almost surely Xt is right-continuous in t > 0 and has left limits in t > 0.

Throughout this paper let {Xt} be a self-similar additive process on Rd with
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exponent H. Note that it is stochastically continuous and Xo = 0 a.s. Let D =
{x e Rd : \x\ < 1}, S — {x e Rd : \x\ = 1}, and \D{X) be the indicator function of
D. Then {X,} has the following characteristic function:

I σ{dξ) Γ(eiίH<^> - 1 - it"<z,
Js Jo

for z e Rd, where ^ is a symmetric and nonnegative matrix, γ e Rd, σ is a
probability measure on S,kξ(r) is nonnegative, nonincreasing right continuous in
r and Borel measurable in ξ, and

ί ί°°
σ(dξ) min{r, r }kξ(r)dr< oo.

Js Jo
For any random variable Z we denote by Pz the distribution of Z, and by Pz(z)
the characteristic function of Pz. We have the following main results.

THEOREM 1.1. Let d = 1. The process {Xt} is recurrent if it satisfies one of
the following:

(i) A Φ 0,
(ii) k[r) — φ(\jr) is nonnegative and nonincreasing on (0,ε) for some ε > 0,

where k(r) = k+\(r) + k-\(r) and φ(r) is a nonnegative strictly increasing convex
function on (1/ε, oo).

THEOREM 1.2. Lei d = 2. If the rank of the matrix A is 2, ί/ze« ί/*e process
{Xt} is recurrent.

Remark. When d = 2, there is a transient self-similar additive process such
that the matrix A has rank 1. For example, {Xt} is transient if X\ is full and
has the following characteristic function: Suppose that

ί σ(dξ)kξ(0+) < oo.

PXχ{z) = f

where y o = f 7 ° Λ , ci,c2eΛ, and ^ = fCl701 C 2 7 0 1 Y In fact {ΓLRJrj is
\yo2/ \c\7o2 WJ

transient according to Theorem 1.1 in [5], where the 1 x 2-matrix Π is equal to
(1 0) and R is a rotation matrix such that the first coordinate of Rγ0 is 0.

Our theorems show differences between a self-similar addititve process and a
Levy process, that is, when the two processes have the same distribution at time
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1, there is a case where one of them is recurrent and the other is transient. For
example, let {Bt} be a rf-dimensional Brownian motion and let γ φ 0. If d < 2,
then {Bt + y/iγ}, which is a self-similar additive process with exponent 2" 1, is
recurrent by the above theorems. On the other hand we know that the Levy
process {Bt + tγ} is transient (see [1]).

2. Proofs

Let

/W = Π
7 = 1

Then

[
JRd

and the Fourier transform of / is

We note that

Define

k=\ k=\

We will show two facts:

(2.1) Jim EWn>0,

(2.2) sup E\Wl\ < oo,
n

for some H with 0 < Hd < 1. Then the recurrence of {Xt} is shown in the
following way. As (2.2) implies the uniform integrability of {Wn}, we have

E lim sup Wn\ > lim EWn > 0.

Hence we have

P[ lim £ / ( * * ) = oo J >0

and {X,} is not transient. Therefore it is recurrent by Theorem 3.2 in [3].
The proof of (2.1) and (2.2) will be complete in Lemma 2.3.



ON RECURRENCE FOR SELF-SIMILAR ADDITIVE PROCESSES 2 3 7

LEMMA 2.1. Let 0 < β < 1.

(ϊ)Ifγ>β> 0, then we have l m w Σ"=ι Γy(Σ"J=l Γβ)~l = 0.

(ii) We have s u p ^ Σ i ^ . ^ ^ Λ ^ Λ - h)~β{Σ,%x Γβ)'2 < «>•

Proof is omitted.

LEMMA 2.2. Let Hd<\. If

have

lim £ 0 ^ = —ί-τ [ PXλ(z)dz > 0.

/. Let c0 = (2π)" J\R dPχ x(z)dz. We have c0 > 0. Indeed, the

support of Pχι is J?1, because Jo fc(r) dr > Jo φ(l/r) dr = oo and it is shown from
the general theory of infinitely divisible distributions (see [1]) under the as-
sumption of Theorem l.l(ii), and because Pχλ is the convolution of a Gaussian
distribution and some distribution under the other conditions. Hence, since Pχλ

is unimodal by Yamazato's theorem [6], its density is positive on i?1.
We have

\EWn - co| < - ^ Tk-Hd\kHdEf(Xk) - co| - Λ, (say).
Σ k~Hd k=\
k=\

Since

we obtain that

kHdEf{Xk) = kHd\ f{x) dx-±-d f e-'<*'*>PXι (kHz) dz
jRd (2π) iRd

= 7Tτλ *fix) dx ί , e-'<z'k~Hχ>p* ( z ) d z '
(2π) J/?̂  JRd

7 ί / ( # ί , k-K2'rt> - 1| | ^(

/W^

k=\
/ \ ~1

= const, x S^k~H{d+ι) ( S^k~Hd

A:=l \A:=1 /

Hence, from Lemma 2.1(i), we have limrt_^ooΛ = 0. •
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LEMMA 2.3. If H = 2~ι under the assumption of Theorem 1.1 (i) or Theorem
1.2, or if H = 1 under the assumption of Theorem 1.1 (ii), then we have (2.1) and
(2.2).

Proof Under the assumption of the lemma we have §Rd \z\ \Pχλ(z)\ dz < oo,
which is proved even under the assumption of Theorem 1.1 (ii) in the same way
as in the proof of the inequality (2.3) shown later. Hence we obtain (2.1) from
Lemma 2.2.

Let j 2 > j \ . Using the Fourier inverse transformation of/, we have

Ef(XΆ)f(Xj2) = E[f{XΆ)E\f{Xj2 - XΆ + x)}x=xJ

/(z)i^(z) dzLf{y)pχ"{y+z) dy

Here we have used self-similarity.
Therefore, in order to show (2.2), it suffices to prove boundedness of

and

J = Σ h
\<jx<j2<n

Since 0 < / < 1, we have limsup^^^ /„ = 0 in view of Lemma 2.2. Hence
supnln < oo.

Now we shall show boundedness of/„. First we shall consider the case that
the rank of matrix A is d. Let H = 2~ι. We have

\<jι<j2<n J\ \J2 ~~ J\)

Hence, from Lemma 2.1(ii), we have supnJn < oo.
Next we shall consider the case of Theorem 1.1 (ii) - It suffices only to

consider the case that A = 0. Let H = 1. Now we have

\<Jι<j2<n J l J K \<Jι<j2<n
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We divide the last integral into two parts according as \z\ < 1 or \z\ > 1.
Suppose that \z\ < 1. We have

dr\ <CX.

Here the constant C\ does not depend on z. Since φ(r) > c\r — C2 on (1/ei, oo)
for some constants c\ > 0, cι e Rι, and 0 < εi < ε, then we have k(r) > c^/r on
(0,fi2) for some constants C3 > 0 and 0 < 82 < ε\. Hence we obtain that

(2.3) < exp ΓΛ Λ(cos(zr)-l)g^ dr\
Jo r J\ \

= exp c3 -
h Jo

(72/71)62 kl

Since \Pχnlh-xx{z)\ = \PχnlJχ(z)\l\PXχ{z)\ and \z\ J0

£ 2 | z |(l -

•* oo with some positive constant K, we obtain that

y^ —
\<jλ<j2<n 1̂

ε 2 | z l
έfe

as

< const, x

Next Suppose that \z\ > 1. Then, since φ(J2/U\r)) ~ψ{^/r) ^ c^Ui/J\ ~ ^)r~l

on (0,£3) for some constants C4 > 0 and 0 < ε^ < ε, letting δ — min{ε3,1}, we
have

-z, wι - dr

< exp (cos(zr)- 1 ) 1 ^ - 1 -2
o \J\ J r
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with some positive constants K\ and K2. Hence we have

* Σ

Hence, from Lemma 2.1(ii), we have supwΛ < 00. This completes the proof of
Lemma 2.3. •

Example 2.4. Let {Xt} be strictly stable with index α satisfying 1 < α < 2.
Letting φ{r) = cra for some c > 0, we obtain that {Xt} is recurrent from Theorem
1.1 (ϋ).

The following example is pointed out by K. Sato.

Example 2.5. Let φ(r) = cra (logr)^, where three constants c, α, and β
satisfy one of the following conditions:

(i) c > 0 , l < α < 2, and β e R\
(ii) c> 0, α = 1, and β > 0,
(iii) c > 0, α = 2, and β < - 1 .

Then, if k(r) = φ(\/r) on (0,e) for small enough ε, then fc(r) satisfies the
condition of Theorem 1.1 (ii) -
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