Y. HIRASAWA
KODAI MATH. J.
6 (1983), 70—79

ON SOLUTIONS OF A HOMOGENEOUS LINEAR MATRIX
EQUATION WITH VARIABLE COMPONENTS

By YosSHIKAZU HIRASAWA

1. We denote the totality of real numbers by R and the totality of complex
numbers by C.

Let I be a closed interval [«, fl={t|a=t=p, t=R}. We denote by C*(/, R)
the totality of real-valued functions defined and of class C# on I (¢=0, 1, ---, o),
and hereafter we fix some p.

A complex-valued function f(¢) defined on [ is called a function of class C#
on [ if Re f(t)eC#(I,R) and Im f(t)eC#, R). We denote by C®(, C) the
totality of complex-valued functions defined and of class C#* on I.

A d-dimensional row vector x with components x,=C (p=1, 2, ---, d) will
be denoted by

X=(x1, Xg, **, Xg)

and a d’-dimensional column vector y with components y,<C (¢=1, 2, -+, d’) by

V1
= Y2 |=col
y=| 7" |=col(y1, ¥, 0, Yar).
Yar
Now, let B(t) be a square matrix of degree n:
bu(t) blz(t) bln(t)
B(t)= bzl.(t) bzz.(t) "'bzn.(t)

Dus(®)  bus(t) -+ bunl®)

where b;,(1)=C*, C) (3, k=1,2, ---, n), and let us assume, throughout this
paper, that for a positive integer s:1<s=<n—1, a condition

(1 rank B(t)=n—s (=vr)

is satisfied on the interval I, and further let us consider a homogeneous linear
matrix equation

2) B)Pt)=0,

where P(f) is an nXs matrix:
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jbu(t) pm(t) pw(t)
Pit)= pzl(l‘) ]722(1‘) st(ﬂ

Das®) Buslt) -+ Puslt)

The purpose of this paper is to establish the existence of solutions P(¢) of
the equation (2) on I, such that every component p,,(t) of P(f) belongs to
c#(I, C) and

rank P(t)=s
on I.

Y. Sibuya treated such a problem in a paper [1], provided that B(!) was
periodic on —oo<t<-4co, But as a certain part of the proof was omitted in
his paper, we will, in this paper, give a detailed proof of this part to clarify
the matter.

2. Let I, and I, be two open intervals (a,, 81) and (as, B:) contained in the
interval I, such that a;<a,<f,<f,, and but let us consider /;=[a;, ;) if a;=«a
and [2:(61’2, ‘82] lf ‘82:‘8.

Put r=n—s and let B(

J..l ]'2... jT .
) denote a minor of degree » of B(¢) such
By kg by
L. . bjlk_‘(t) b“kg(t) bjlkr(z)
B(Jl Jar i\ szffl(t) b]g.kz(t) b]z.kr(t)
kl k2 e kT . - .

that

bypiy(8) bypay(®) o by, (0)
( 1= 1< o< < fr = )

Let us now assume that the condition (1) is satisfied on I,\JI, and further
that a condition

]‘1 ]‘2”‘ ]T
3) B( )qbo
by by b,

is satisfied on /; and a condition

Zl [2 [T
4 B #0
My Mg =+ My
is satisfied on /..
Under these assumptions, it is clear that there exist two nXs matrices P(t)

and Q(¢) having the following properties:
(I P@) and Q(t) satisfy matrix equations

() B@®)P@#)=0 on I,
and
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(6) BHQW)=0 on I,

respectively, and every component p;,() of P(¢) belongs to C#(/,, C) and
every component g;(t) of Q) belongs to C#({,, C);

(II) rank P(t)=s on I; and rank Q(¢)=s on I,.

However, we here wish to look over the structure of these matrices P(¢)
and Q).

Let us define s-tuple (i1, fr+e, ==+, Jn) for 1=7,<j,< -+ <j,=n in such a
manner that 1=77,,<jr.< - <yp=nand {75, =, Jr, Jt41, =, Jub =11, 2, -+, n}.
That is, 7:<7:< =» <y and Jr41<jr+2< --» <j» form a complete system of
indices {1, 2, -+, n}. s-tuples  (kriy, RBiys, oo+, k), (141, lbss, -+, {n) and
(Mhy1, Mpss, ==+, my) are defined for 1=k, <k, < - <k=n, 12L<L,< - <L,=n
and 1=5m,<m,< -+ <m,<n in the same manner.

By virtue of Cramer’s rule, we see the following fact.

We can take arbitrarily all components p k) £(t) of s row vectors

Dy =P aya(®), pryelt), =, payst))  (o=r+1, 742, -, n),
or s column vectors
Pe®)=col (par, 5O), Da, 6O, o, Pans®)  (g=1,2, -, 9)
under restrictions that pkbg(t)ecl‘(ll, C) and
Dr,, (O
(7) det (5(0), o), -+, Pult)=det| P k;?(t) #0 on I,.
e,
We can further express other » row vectors
Br,0=bap®), pra®), o, Paye®)  (p=1,2, -, 7)

by linear combinations of P, (t) (6=r+1, r+2, -, n):

Br0= 3 Eubi)  (p=1,2,7),

e 14

whose coefficients §,,(¢) belong to C#(I,, C).
More exactly,

B <J’1 Ja ]r)
po kl kz-wkr p:l, 2’ -..,7/;
Eoolt)=— )
B<J1 Joo h) o=r+1, 742, -, n
by by By

where
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p-th column
b]1k1<t) bjlkz(z)"' bjlké(t)... bjlkr<t)
B (-71 Jao ]r)__ b12k1<t) blzkz(” szk&(D szkr(t)
134 = . . . . .

k kz kr . . . :
' by @) bypg(0) e by (1) o by (D)

Of course, we see rank P({)=s on /..
The matrix Q():

gu(t)  qua(t) -+ qus(t)
Q)= ‘]2}(1‘) f]zzﬁ)"' (]z.v‘(t)

Qn;(t) an‘(t) Qns'(f)

also has a structure similar to P(?).
We can choose arbitrarily all components qm,¢(t) of s row vectors

qm(’,(l‘):(Qm", 1«5, Qmaz(t); Tty le’,s(t)) (o=r+1,r+2, -+, n)
or s column vectors
d,(t)=col (‘Jm’m ), Im,, D), Qm’ng(t)) (g=1,2, -, 5)

under restrictions that g, ,(t)C*(I,, C) and

®

G, , )

A
qmn

T+1

® det (¢.(1), q=(t), -+, @s(t))=det #0 on Ip.

G (1)

Other » row vectors
Qmp(w':(Qmpl(t), Qmpz(t), ) Qmps(t» (ley 2» Tty T)
can be expressed by linear combinations of Gm, (1) (6=r+1,r+2, -, n):

n
A

Qmp(t): 2 ﬂpa(t)ém(’;(t) (p:l’ 2) Ty 7’))

o=r+1

whose coefficients 7,.(t) belong to C#(l,, C).
Of course, we have rank Q(¢)=s on I,.

3. We use the same notations as in Nos. 1-2, and will prove the following :

LEMMA 1. Assume that the condition (1) 1s satisfied on I,\JI, and the con-
ditions (3) and (4) are satisfied on I, and on I, respectively. Then we have
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Uy Dy L,
9) B +#0;
by by ks
Jv Jecr
(10) B( >¢0
Ny Mg+ Ny

on I;N\Is.
Proof. The lemma shall be principally proved for (9). If we put
b1, ()= (b1 ymy(), b ymg(8), = biym, (8 (p=1,2, -, 7),
then, by virtue of the conditions (1) and (4), other vectors
bu, (Y=(biy m,®), by my(®). -+, by m, () (0=r+1, 742, -, n)

can be expressed by linear combinations of Blp(t) (p=1, 2, ---, r) with coefficients
©,4(t) belonging to C#(I,, C). That is,

b= 3 0ue0bi0)  (o=r+1,r42, -, ),

where

5 ( ly Ly ZT>
oo
0, ()= My My =+ Ny (P:L 2,15 )

o7 B( 11 12 A l'r) g:r—l—]_, 7—1—2’ e, n
My My *** My

bumi®  biymgl®) by ()
Diomi®  igmy®) ++ bigm, ()

ll lz' ' lr . . .
Be = by my®) buyma®) by m(8) | peth row.

My My ++ My

and

biym(®) brmeld) - by (2)

In this case, any component by, m;(t) (o, v=r-+1, r+2, ---, n) which does not
lie on the m.-th column (r=1, 2, ---, r) of B(t) also can be expressed by a linear
combination with the common coefficients ¢,,(t) as follows:

by, 0= 3, 0polbiym, @ (0, v=r+L 742, 0, m),

otherwise it contradicts the fact that the condition (1) holds on I,.
Next if we put

i (D=col (b1, (0), by, (), =+, by a () (2=1,2, -, 7),



ON SOLUTIONS OF A HOMOGENEOUS LINEAR MATRIX EQUATION 75

then, by virtue of the conditions (1) and (3), other vectors
by (H=col (b4 (1), bygi, (), =+, by ) (w=r+1,7r+2, -, n)

can be expressed by linear combinations of b w1 (z=1,2, -+, ) with coeffici-
ents belonging to C#(I,, C). That is,

bk (t E gb"u bk (t (U:T+l, 7’+2, ) n);

where
B (]1 Je h)
)= Ny by ol (721’ o )
Jija Jr v=r+1,r+2, -, n
<k1 kg - k,)
and
,o -th column
0y, (@) by y(E) ;lk @ by, (@)
U(fx Je ]'r): bjzlfl(t) b]zljg(t) : ]Zk @ - ;2k )
fakas kel Ny @) byaD) b (t) J,k,@) :
In this case, any component by, (t) (o, v=r-+1, r+2, ---, n) which does not

lie on the j,-th row (p=1, 2, .-+, ») of B(t) also can be expressed by a linear
combination with the common coefficients ¢.,(¢) as follows:

]o.k (t)'— Z ¢ru t)bjo. ) (0; U:r+l; 7’+2, Tty 71),

otherwise it contradicts the fact that the condition (1) holds on I[,.

Under these circumstances, we arrive at the following conclusion.

Multiplying an adequate function which belongs to C#({,, C), to each [,-th
row vector (p=1,2, .-, 7) of B(f) and adding these row vectors to each /j-th
row vector (c=r-+1, r+2, ---, n) of B(t), we can make each [,-th row vector
be the zero vector. And further, multiplying an adequate function which belongs
to C#(I,, C), to each k.th column vector (=1, 2, ---, r) of B(t) and adding
these column vectors to each k)-th column vector (v=r+1, r+2, -+, n) of B(1),
we can make each k,-th column vector be the zero vector. After all, there
remain only the components b,pkr(t) (p,=1,2,--,7) in B(t), and hence the
condition (1) implies

Iy L,
B +0 on ]1m[2‘
by by b

We also can prove, on the same lines, that
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J1 J2 Jr
B #+0 on I.nl,.
Ny My =+ My

4. We use the same notations as in Nos. 1-2, and for the solutions P(¢)
and Q(t) obtained in No. 2, we will prove the following:

LEMMA 2. Suppose that the condition (1) holds on I,\JI, and the condition
(3) holds on I, and the condition (4) holds on I,. Let P(t) and Q(t) be the solutions
of the equations (5) and (6) respectively, obtained in No. 2. Then there exists a
square matrix C(t) of degree s such that

(1) Every component c,,(t) of C{) belongs to C*(I;N\Is, C);

(II) rank C(t)=s on I,N\Iy;

I PH)=Q@C() on I NI,

Proof. By rearranging the row vectors of P(t) and Q(¢), we put
ﬁkl(‘t) ékl(f)
pu) a0,
Pity= Pr,, () and Q)= dr, O |

0 0

n

Then, by virtue of the condition (9) proved in Lemma 1, we can express the
vectors P, (1), Pry(t), -+, Pr, (1) by linear combinations of p.. (), bs,,, @), -,
by () and the vectors @, (t), 44,(1), -+, 4x,(1) by linear combinations of
dr,, @), qk;+2(z), o, @ (t) with the same coefficients belonging to C#(I,N\I,, C).
That is,

[ B, 0= 3 Lu®bi®  (p=1,2,,7);
(1)
Iékp(t)z aﬁT)HCpq(t)dk;(t) (p=1,2,-,71),

where (,.(t)eC*(I1N\1,, C) and more exactly

5 (11 A Zr)
X4 kyky by p:l’ 2, R
Cpo‘(t>: —77A77777-7ZW¥
B( 1 g e r) o=r+1,r+2, -, n

and
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p-th column
btlkl(t> bllkz(t) bzlk;(t) bzlk,(f)
(h ly - lr)_ buyr,()  bugry(®)  bugr () -+ buye, (8
oo - . : H :
L bu k@) buwy(@) - byw (@) - bya, (B)
Now, we shall verify
Gu, @

d,,,

(12) det +0 on I,NI,.

Gv,(1)

If the above determinant vanishes at some ¢t,1;\[,, then there exists a set
of s complex numbers: (c¢i, ¢s, -+, ¢5)#(0, 0, .-, 0) such that

e, (t)+eady,

T2

(t)+ - +esde t)=0.

This fact and the fact that zjkp(t) (p=1,2,---,7) can be expressed by linear
combinations of G. @) (o=r+1, r+2, -+, n), imply

G, (t0)

4, (L)
rank] i, () <s

Qk'n(to)

which contradicts that rank Q(t)=s on I,.
Thus there exists a square matrix C(t) of degree s such that

Pu, O (di,,®
P, | Ldw,,®
e T e oy o LA

by (1) g @)

and every component of C(¢) belongs to C#*(I;\[,, C). It follows furthermore
from (7) that det C(¢)#0 on I;\I,, and hence rank C(¢)=s on I;N\/,.

By rearranging the row vectors of P() and Q(t), and by observing the
relations (11), we have

PBH=Q0C®) on LNI,.

Thus, the lemma has been completely proved.

5. Now we will prove the following:
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THEOREM. Let I be a closed interval [, B of a real variable t and let
Bt)=(b;s)) be a square matrix of degree n whose components b;,(t) belong to
C#(I, C) and further assume that the condition (1) is satisfied on I. Then there
exists an nXs matrix P()=(p;u(t)) such that P(t) satisfies the equation (2) on I
and all components p;u(t) of P(t) belong to C*(I, C) and rank P(t)=s on I.

Proof. Let us put r=n—s. Then, for any point ¢,€[«, ], there exists,
by assumption, a nonzero minor of degree » of B(¢,). Furthermore, there exists,
by virtue of the continuity of functions, a neighborhood U(t,) of #, such that the
above-mentioned minor does not vanish on INU(t,).

Since we can find such neighborhoods U(t) for all points t</ and since we
see JC\Use,U(t), this open covering {U(¢)}.c,; has, by the Heine-Borel theorem,
a finite subcovering {U(¢,)}52,. By use of this subcovering, we can form, with-
out loss of generality, a set {[,}%, of intervals possessing the following
properties :

(i) I=2 1
(ii) Li=Lay, B1), ITe=(ay Brd, cr=a, B=4,
I=(a, B) (k=2,3, -, ko—1);
(il) Lenlem#=@ (£=1,2, -, k—1),
INle=0 &+1<k’, £=1,2, -, £,—2),
that is, a;<a,<B:< << Be-1<Aes1< B
oo L B2 < g < Prg-1<Bry £=2,3, -+, £e—1);

(iv) For each I,, there exists a minor of degree » of B(¢f) which does not
vanish on I,.

We consider first the intervals I, and I,, and we choose two minors

Ji Je I by Iy Iy
B and B of degree » of B(t) such that
kiky - ky My Mg =+ My

J1 Je o Jr 11 Zg 17
B +#0 on I, and B +0 on I,.

kyky o by My My =+ My
As seen in No. 2, there exist, in this case, the matrices P(f) and Q)
satisfying the equations (5) and (6) respectively, such that all components p;,(t)
of P(t) belong to C#(I, C) and all components ¢;,(t) of Q(t) belong to C#(I,, C)
and further
rank P(t)=s on I, and rank Q(t)=s on I,.

Now 1t follows from Lemma 2 that there exists a square matrix C(f) of
degree s possessing the properties (I), (II), (II) stated in Lemma 2.

We next use a method adopted in the paper of Y. Sibuya [1]. Since the
matrix C(¢) is non-singular on I;N\[,, if we choose an arbitrary point t;€1,N\1s,
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and if we choose a sufficiently small positive number ¢, then any square matrix

C of degree s satisfying ||C—C(t,)]| <e, is non-singular, where ||-|| denotes the
Euclidean norm of a matrix.

There exists, by virtue of the continuity of functions, a positive number ¢
such that [|C@)—C(t,)|<e whenever |t—t,|<d and t€l;N]..

Let #{ be a point belonging to I;\[, such that 0<¢{—#;<d and let 7 be a
small positive number fulfilling the inequality #;+7<t{—7y. Further let X(t) be a
real-valued function defined and of class C® on —oco<t<-co, such that
0=<X()=<1 for all ¢, X(1)=1 for t=t,+7 and X()=0 for t=t;—7.

And we make a square matrix C(@t) of degree s in the following manner:

C@) for a,<t=t,,
Cay=1{ 1nCO—Can+Ciy)  for t,<t=t;,

Cn) for t]=Zt<+co.
Since N
[C@—C)l

= [ XENCEH)—C(t )+ 1 —=XEONCE)—CENI
SAOICH—CUD AT =XENICE)—C(t )]
<X(t)e+(1—X{A))e=e

for t,=t=<t;, we see that 5(1,‘) is non-singular on a,<t<--co.

Further we can easily verify that all components of é(t) are of class
C# on a,<t< oo,

We now put P®P()=P(t) on I, and we define P®(¢) on I,\JI, as follows:
{P“’(t) for a;=t=Za,,
P@(t)= N
QWCH) for a,<t<f:.

Then P®(¢) is a solution of the equation (2) on I,\JI, and all components
of P®(t) belong to C#(I,\JI,, C) and further

rank P®(t)=s on I,\JI,.

By repeating the above-mentioned process for the intervals I, (x=1, 2, ---,

ko) successively, we can construct the desired solution P(#) of the equation (2)
on I.
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