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Abstract. In this paper we consider a certain order-like relation for
self-adjoint operators on a Hilbert space. This relation is defined by using the
Jensen inequality. We will show that under some assumptions this relation is
antisymmetric.

1. Introduction.

Let f(t) be a continuous, increasing concave function on the real line R and let
A be a bounded self-adjoint operator on a Hilbert space $ with an inner product
{-,). Then for each unit vector £ € §), we have the so-called Jensen inequality:

(F(A)E,€) < F((AE,E)).

If two self-adjoint operators X and Y satisfy f(X) < f(Y), then by using the
Jensen inequality we have

(f(X)8,6) < (f(V)E,€) < F(YE,E)).

Therefore if (f(X)£,&) < f((YE,€)) for any unit vector £ € §), we may con-
sider that X is dominated by Y in some sense. Keeping this in our minds, we
shall consider the following problem: If we have (f(X)£, &) < f((YE,€)) and
(f(Y)E,6) < f({XE,€)) for any unit vector £ € 9, can we conclude X = Y? (This
problem was suggested by Professor Bourin [2].)

The main results of this paper consist of two theorems. In Section 2 we will
solve the above problem affirmatively when the Hilbert space § is finite dimen-
sional. Unfortunately we cannot show this in the infinite dimensional case. But
in Section 3 we will solve a modified problem in full generality.

Here we remark that in the paper [1], T. Ando considered a similar problem
and showed the following theorem: Let f(t) be an operator monotone function.
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If two positive invertible operators X and Y satisfy (f(X), &) < f((YE,€)) and
FUY O™ < (f(X) 71, &)L for any unit vector £ € §, then we have f(X) =
).

The author wishes to express his hearty gratitude to Professor Jean-
Christophe Bourin. The author is also grateful to Professors Yoshihiro Nakamura
and Tsuyoshi Ando for valuable comments. The author would like to thank the
referee for careful reading and suggestions.

Throughout this paper we assume that the readers are familiar with basic no-
tations and results on operator theory. We refer the readers to Conway’s book [3].

We denote by $ a (finite or infinite dimensional) complex Hilbert space and
by B($)) all bounded linear operators on it. The operator norm of A € B(9) is
denoted by ||Al|. The inner product and the norm for two vectors £, € § are
denoted by (&,n) and ||| respectively. We denote the defining function for an
interval [a,b) by X{a,p)(t)-

2. Finite dimensional case.

THEOREM 2.1.  Let f(t) be a continuous strictly increasing (or decreasing)
convex function on an interval I and let X,Y € M, (C) be two hermitian matrices
whose numerical ranges are contained in I. If X and Y satisfy

(f(X)8,6) = F((YE,6)

and

(V)& &) = F((XE,€))

for any unit vector £ € C™, then we have X =Y.

Proor. Replacing f(t) by f(t)+ ¢ for some positive constant c if necessary,
we may assume that f > 0 on I. Then f(X) and f(Y) are positive semidefinite
matrices. Take unit eigenvectors £, € C™ satisfying f(X)¢ = ||f(X)]|§ and
FY)n =|f(Y)||n. Then for rank-one projections P = £ ® £¢ and Q = n @ n°¢ we
have XP = PX, YQ = QY, f(X)P = | f(X)|[P and f(¥)Q = | £(Y)]Q. Then
we see that (f(X)n,7)Q = Qf(X)Q and f({(Yn,7))Q = | f(Y)[|Q. Therefore by
the assumption we have Qf(X)Q > || f(Y)||Q and hence ||f(X)]|Q > Qf(X)Q >
lf()|Q. By the similar way we see that || f(Y)|P > Pf(Y)P > | f(X)|P.

Hence we get [|f(X)| = [[f(Y)] and Qf(X)Q = [|f(X)[|Q. Since

0= QIS = F(X)NQ = QUIF ) = FX))2 (I (X)I| = F(X)2Q,
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we have
QX)) =fX)Q = [f(XNQ=[fM)Q=f¥)Q

and hence QX = XQ = Y Q. (Here we use the existence of f~1(¢).) Since two
matrices X (1 — Q) and Y (1 — Q) satisfy the same assumptions on (1 — Q)C", we
can repeat this argument. Therefore we get X =Y. O

COROLLARY 2.2.  Let f(t) be a continuous strictly increasing (or decreasing)
concave function on an interval I and let X, Y € M, (C) be two hermitian matrices
whose numerical ranges are contained in I. If X and Y satisfy

(f(X)€,6) < F((YE,E)

and

(f(Y)§,€) < F((XE,6))

for any unit vector £ € C™, then we have X =Y.
PROOF. Apply the previous theorem to the function — f(¢). O

REMARK 2.1. If f(X) and f(Y) are of the forms
fO) =3 0P f(V) =3 10
i=1 j=1

where {P;}; and {Q;}; are orthogonal families of projections and Ay > Ay > ---
and g1 > po > -+, then Theorem 2.1 holds by the same proof. For example, if
both X and Y are compact positive and f(t) is strictly increasing, then f(X) and
f(Y) are of the above forms.

3. Infinite dimensional case.

Let f(t) and g(t) be positive, strictly increasing, concave C?-functions on
(0,00) and continuous on [0,00). For a positive operator A, by the Jensen in-
equality we have

(g0 N(A)E,E) < g((f(A)E,€)) < (g0 [)((AE,€))
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for any unit vector £ € $). We would like to consider the “converse” of this fact.

THEOREM 3.1.  Let f(t) and g(t) be positive, strictly increasing, concave C?-
functions on (0,00) and continuous on [0,00). If two positive operators X andY
on $ satisfy

(g0 N)X)E ) < g((f(Y)E,€)) < (g0 H(XE, )

for any unit vector £ € 9, then we have X =Y.
For example consider the case f(t) = g(t) = v/t. Then we have;

ExampPLE 3.1. If two positive operators X and Y on §) satisfy
(X¥g,6) < (Vig, €)% < (X&)t

for any unit vector £ € 9, then we have X =Y.
The strategy for our proof is essentially same as that of [1], [4].

LEMMA 3.2 (Ando [1]). Let h(t) be a positive, strictly increasing, concave
C?-function on (0,00) and continuous on [0,00). For positive operators A and B,
the inequality

(h(A)E, &) < h((BE,§))
holds for any unit vector & € § if and only if we have
h(A) < h'(A\)B — AR/ () + h()\)

for any positive number .

ProoF. First we will show the “only if” part. Since h(t) is concave, we
have

h(t) < A'(A\)t — AR/ (X)) + h(N).

(The right-hand side is the tangent line to h(t) at t = \.) Letting t = (BE,§), we
get

h({BE,€)) < W(A)(BE,§) = AW (A) + h(A) = ({R'(\) B = AR'(A) + h(A)}€, €).
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Combining this with the inequality (h(A)&,&) < h({BE,€)), we see that
h(A) < B (AN)B — A0/ (A) + h(X).
Conversely if
h(A) < h'(AN)B — MW/ (\) + h()\)
holds for any A > 0, we see that for any unit vector £ € 9

(h(A)g,€) < (W(N)B = AW (A) + h(N))S, §) = K (AN)(BE, &) — A'(A) + h(N).

Then it is easy to see that the minimal value of the right-hand side over A > 0 is
equal to h({B¢,¢&)). O

LeEmMA 3.3.  Under the assumptions in Theorem 3.1, we have

(g0 N)X) + fNg' (F(N) —9(f (V)
g'(f(N)

< f(Y)
<X = A"+ fF(N)

for any positive number .

PrROOF. By the assumptions we have two inequalities

(g(f(X))E,€) < g({(f(YV)E,€))
and
(f(Y)E€,€) < f((X€,6))
for any unit vector £ € §. So by the previous lemma we get
9(f(X) < g' (W f(Y) = ng'(n) + g(n)

and

fO) < FNX = AN+ f(V)
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for any positive numbers pu and \. Letting u = f(\) we get the desired inequality.
O

LEMMA 3.4. Fiz two positive numbers 0 < a < b. Then there exists a
positive constant ¢ (depending on the choice of a,b) satisfying

FOVE= M) + FN) - {(g RO f;kgjg(%gk)) —gJ ) } < eft = A
foranya < AX<banda<t<b.
PROOF. Set
k(t) = ka(t) = c(t = A)* = f/(NE+ A/ () = f(N)
(go /) + NG (fF(N) —g(f(N)
+{ 7)) }

with ¢ to be determined later. Fix A and we consider k(t) as a function of one
variable. Then we see that

(¢" o B f()

E'(t) =2c(t — X)) — f'(\) + 77O

and

(9" NS+ (g" o (1)

Ki(H) =2e+ PIEI)

By the assumptions we can take ¢ with k£”(¢) > 0 for any a < A <band a <t <b.
Then since k' (A) = 0, we have k'(t) <0 (¢ < A) and £'(t) > 0 (¢ > X). Hence we
have k(t) > k(\) = 0. O

Choose b > 0 satisfying || X||, |Y|| < b at first. Then, choose and fix a with
0 < a < b. We can find a positive number « (depending on the choice of a,b)
satisfying

(go /)(t) + F(Ng'(f
g’(f(A))

foranya < A<band a<t<hb.
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LEMMA 3.5.  There exists a positive constant ¢ satisfying

, B —1
{(gof)(t) + f )g ()\J;(/\)) g(f()‘)) +a} . {flo\)t_ )\f/()\) +f()\) +a}—1

(
g'(f(N)
<c(t—N)?2
foranya < X<banda <t <b. The constant c is same as that of the previous

lemma.

PROOF. Set
p(t) = /Nt = A (N) + f(A) + o

and

(go f)) + N (fF (V) —9(f (V)

(N)e'(
7T o

q(t) =

Since f and g are concave we have
F@) < FFNE= A (N + f(N)
and
9(s) < g'(n)s — ng' (1) + 9(p).
Letting 1 = f(A) and s = f(t), we get
g(f(®) < g (F) () = F(N)g' (fF(N) + 9(F(N))

and hence

(g0 /)(t) + FNg'(fN) = g(F (V)

(
g'(f(N)

< f(2).

Therefore we have p(t) > f(t) + a > ¢(t) > 1. Then by the previous lemma we
have p(t) — q(t) < c(t — A\)2. So we get
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PrROOF OF THEOREM 3.1. Take a spectral projection P of X. By Lemma
3.3 we have

{ (g0 N)(X) +fNg' (F(N) = g(F (V)
g'(f(N)
<SPY)+a)P

<{(F'OX = AN+ f(N) +a}P

+a}P

for any positive number A. On the other hand we have

for any positive number A. Combining these with Lemma 3.4 we get
I(f(X) +a)P — P(f(Y) + a)P|| < ¢| X P — AP| (1)

whenever P < x[q.4)(X) and a <\ < b.
Similarly since we have two inequalities
{(FPOX =AF )+ F) +a} P
S P(f(Y)+a)”'P

(g0 NEX) + FNGFN) —g(f ) . 7
= { 7OV ”} r

and

{(FFOVX =M’ + f(\) +a} P
<(f(X)+a)'P

(g0 H)X) + FNG(FO) — g(F) . ™
: { PIEEY) *“} "

by lemma 3.5 we get
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[(f(X) +a)7'P = P(f(Y) + )" P|| < c| XP - AP|

whenever P < x(44)(X) and a < A < b. Let us use (P(f(Y)+a)~'P)~! to denote
the inverse of P(f(Y)+ a)~!P on P$). Then we have
!I(f(X) +a)P — (P(f(Y)+a) ' P)7Y|
= [|(F(X) + ){P(f(Y) + )7 P = (f(X) + ) ' PYHP(f(Y) + ) P) |
< [f(X) +af - ||(P(f(Y) +a)”'P)7
[P )P = (f(X) + )7 P||
< (f(b) + @)’c| XP - AP|?

and hence
[(F(X)+ )P = (P(f(Y)+ ) 'P)7| < (f(b) + a)’¢||[ XP = AP|I”.  (2)

Here we remark that since f(Y)+a < f(b)+a, we have (f(Y)+a)~t > (f(b)+a)?
and P(f(Y)+a)™'P > (f(b) + @)~ *P and hence (P(f(Y)+a)"tP)~1 < (f(b) +
a)P. Thus we conclude || (P(f(Y)+a)1P)7|| < f(b)+«a. We used this inequality
in the proof of (2).

Therefore for P < x[45)(X) and a < XA < b by using (1) and (2) we have

[P(f(Y)+a)P = (P(f(Y)+a) ' P)7H| < (L4 (£(b) +a)*)e[| XP — AP|2. (3)

The rest of the proof is almost same as that of [1], [4]. We include this for the
reader’s convenience.

For each integer n, let P; (i = 1,2,...,n) be the spectral projections of X
corresponding to the interval [a 4+ (i — 1)(b — a)/n,a+i(b— a)/n). Then we have
> Pi = Xja.py (X) and

b—a

[XPi = APy <

where \; = a + W. Then it follows from (1) that

< c(b—a)?

X)+a)P; — P(f(Y) —. (4)

n
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Similarly it follows from (3) that

IPAFY) + @) — (PF(Y) + ) ) <

The well-known formula

(B(f(Y)+a) ' P)~

= P(f(Y) + a)P;, = P(f(Y) + )P (PH(F(Y) + ) PE) T PH(F(Y) + )P

with P+ =1 — P; (known as the Schur complement) yields

= H Pf(f )+ a)Pﬂl/?(Pﬁ(f(Y) +a)PH)TVPPE(f(Y) + )P
< £V +al - [[(PE(F(Y) + a) PE)"V2PH(f(Y) + a) By
=l (V) +all - || B(f(Y) + Q) PHPHF(Y) + ) P T PE(F(Y) + a) Py
= lF(Y) + ol - |P(F(Y) + )P = (P(F(Y) + )7 P) 7
< YO )L+ () + a)?)e(b —a)*.
Therefore we see that
n 2 n n
S rrum+an| =[{ X room rarH S row +art)
i=1 i=1 j=1

n2
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(f(0) + a)(1 + (f(b) + @)*)e(b — a)*

Thus we get
iPZL(f(Y)‘i’a)R < \/(f(b)+a)(1+(fibb)+a)2)0(b_a)2 (5)
i=1

Since

(fOY) + a)xpan(X) = D R(f(Y)+ )P+ Y PHf(Y) + )P,
i i=1

by using (4) and (5) we see that

[ (X)X 0,0 (X) = F V)X (ay (X
—|| +aX[ab)( ) (f(Y) + a)Xjap) (X ||

X)+a)P, = P(f(Y)+a)P}|| + )P

cb—a)? | \/(f(b) +a)(1+ (f(b) + @)?)e(b — a)z.

n

By tending n — oo we get f(X)x[q,5)(X) = f(Y)X[a,p)(X). Since a is arbitrary we
have f(X)x(0,6)(X) = f(Y)x(0,6)(X). Therefore, it remains to show x1o3(X) =

X0y (Y)-
For any unit vector £ € $ with X¢ = 0, we see that

FO) +{(f(Y) = f(0))€,8) = (f(Y)E, &) < F((XE,E)) = f(0).

Therefore f(Y)¢ = f(0)¢ and hence Y¢ = 0. Conversely for any unit vector £ € §
with Y¢ = 0, we see that

(g0 /)(0) + (((g o F)(X) = (g0 £)0))¢,£)
= {(go N)(X)&,€) < g({f(Y)E,€)) = (90 f)(0).

Therefore (go f)(X)¢ = (go f)(0)¢ and hence X¢ = 0. O
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REMARK 3.1.

(i) In lemma 3.4, the assumption a > 0 is crucial. For example if we consider
the case a = 0 and f(t) = g(t) = V/t, then lemma 3.4 is wrong. Indeed in

this case
f’(/\)t—/\f'(/\)Jrf(/\)—{(gof)( Hf;f()?;&)g ) — g(f(A))}
t 3V I
F-l- 9 — 2)\4t1,

It is easy to see that

Aty o

is unbounded for 0 < A <band 0 < ¢t <b. (Fix t > 0 and consider the case
A — +0. Then this function tends to co.)

(ii) The argument in this section cannot be applied directly to the problem
in the previous section. For simplicity, we would like to consider the case
f(t) = Vt. Let X and Y be positive operators on ). Suppose that they
satisfy

(VXE€) < /(YEQ)
and
(VY€ €) < V(XE )

for any unit vector £ € . Then by lemma 3.2 we have

1 ﬁ
VX < o Y + ~=
and
1 VA
\/)7§2\—[\X+7
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for any A > 0. By the first inequality we have
2VAX — A <Y.

Since the left-hand side in this inequality is not positive, we cannot take a
square root. This is the main trouble. By this reason we cannot show the
statement like Lemma 3.3.
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