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#### Abstract

We consider the rates of the $L^{p}$-convergence of the Euler-Maruyama and Wong-Zakai approximations of path-dependent stochastic differential equations under the Lipschitz condition on the coefficients. By a transformation, the stochastic differential equations of Markovian type with reflecting boundary condition on sufficiently good domains are to be associated with the equations concerned in the present paper. The obtained rates of the $L^{p}$-convergence are the same as those in the case of the stochastic differential equations of Markovian type without boundaries.


1. Introduction. Solutions to path-dependent stochastic differential equations are well-defined (see e.g. Chapter IV of [9]), and the existence and uniqueness of solutions hold under the Lipschitz condition on the coefficients (see e.g. Theorem 7 of Chapter V in [12]). In the present paper, we consider the rates of the $L^{p}$-convergence of the Euler-Maruyama and Wong-Zakai approximations of such an equation, and will obtain error estimates of the approximations.

When we consider stochastic differential equations of Markovian type with reflecting boundary condition, path-dependent stochastic differential equations appear. Generally, reflected processes are constructed by Skorohod equations. The mapping from the original process to the reflected process is a mapping on the path spaces, depends only on the shape of the boundary, and is called the Skorohod map. There is an equivalence between the stochastic differential equations of Markovian type with reflecting boundary condition and the path-dependent stochastic differential equations generated by the Skorohod map. Hence, the equations considered in the present paper are the generalized version of the stochastic differential equations of Markovian type with reflecting boundary condition whose Skorohod map is Lipschitz continuous. We remark that the Skorohod map is not always Lipschitz continuous. The detail of stochastic differential equations with reflecting boundary condition is discussed in Section 4.

In the present paper, we consider the Euler-Maruyama and Wong-Zakai approximations of path-dependent stochastic differential equations. The Euler-Maruyama approximation is

[^0]the approximation of the solutions by the processes generated by freezing the coefficients at given times, and is one of the most standard approximations of stochastic differential equations. The almost sure convergence of the Euler-Maruyama approximation of stochastic differential equations with the reflecting boundary condition is obtained by Pettersson [11]. The Wong-Zakai approximation is the approximation to the stochastic differential equations by the ordinarily differential equations obtained by piecewise linear approximation of the driving Brownian motion, and is originally introduced by Wong and Zakai [17]. It is known that the limit equation of the Wong-Zakai approximation is the stochastic differential equation of Stratonovich type. We remark that the limit equation of the Wong-Zakai approximation is different from that of the Euler-Maruyama approximation. The almost sure convergence of the Wong-Zakai approximation of stochastic differential equations with reflecting boundary condition is obtained by Doss and Priouret [6] and Zhang [18]. The approach for the convergence in distributions of the Wong-Zakai approximation of such an equation is studied in [8] and [15]. The $L^{p}$-convergence of the Euler-Maruyama and Wong-Zakai approximations is obtained in [3]. We remark that more general approximations of path-dependent stochastic differential equations are studied in [5]. We also remark that recently the equations with reflecting boundary condition are also studied by rough-path theory (see [1] and [2]). The argument in rough paths is closely related with the Wong-Zakai approximation.

In the present paper, we obtain the rates of the $L^{p}$-convergence of the Euler-Maruyama and the Wong-Zakai approximation of path-dependent stochastic differential equations under the Lipschitz continuity and some conditions on the coefficients. The obtained rates of the convergences are as follows.

$$
\begin{aligned}
& E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, T] ; \mathbb{R}^{d}\right)}^{p}\right]^{1 / p} \leq C|\Delta|^{1 / 2} \\
& E\left[\left\|X-X^{\mathrm{WZ}}\right\|_{C\left([0, T] ; \mathbb{R}^{d}\right)}^{p}\right]^{1 / p} \leq C|\Delta|^{1 / 2}(1+\log N)^{1 / 2},
\end{aligned}
$$

where $\Delta=\left\{0=t_{0}<t_{1}<\cdots<t_{N}=T\right\}$ is a partition of the interval $[0, T],|\Delta|:=$ $\max _{k=0,1, \ldots, N-1}\left(t_{k+1}-t_{k}\right), X^{\mathrm{EM}}$ is the Euler-Maruyama approximation associated with $\Delta$, and $X^{\mathrm{WZ}}$ is the solution to the Wong-Zakai approximation equation associated with $\triangle$. Note that the limit process $X$ is the solution to the stochastic differential equation of Itô type in the case of the Euler-Maruyama approximation and the solution to the stochastic differential equation of Stratonovich type in the case of the Wong-Zakai approximation, and is different by each approximation. The rate of the $L^{p}$-convergence of the Euler-Maruyama approximation of stochastic differential equations with reflecting boundary condition on general domains is studied by Słomiński [14]. The obtained rate of the Euler-Maruyama approximation obtained in the present paper is the same as his one for convex polyhedral domains (see Remark 4.3).

The organization of the present paper is as follows. In Section 2 we consider the rate of the convergence of the Euler-Maruyama approximation. The argument in the section will be done by the standard techniques of stochastic differential equations. In Section 3 we consider the rate of the convergence of the Wong-Zakai approximation. The section is the main part of the present paper. We will prepare some lemmas about the estimates of the oscillation of
the solutions in each interval of the partition, and will obtain the $L^{p}$-norm of the difference between the solution to the original equation and the solution to the approximating equations. In Section 4 we will see the relation between the obtained results in Sections 2 and 3, and stochastic differential equations of Markovian type with reflecting boundary condition. Section 5 is an appendix, in which we prepare an upper estimate for the $p$-th moment of the maximum of random variables.

We prepare some notations. For $T>0, w \in C\left([0, T] ; \mathbb{R}^{d}\right)$ and $t \in[0, T]$, we define $\|w\|_{C\left([0, t] ; \mathbb{R}^{d}\right)}:=\sup _{s \in[0, t]}|w(s)|_{\mathbb{R}^{d}}$. Denote the total set of the $d \times r$-matrices by $\mathbb{R}^{d} \otimes \mathbb{R}^{r}$, and for $A=\left(a_{i j}\right) \in \mathbb{R}^{d} \otimes \mathbb{R}^{r}$ define $|A|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}:=\sqrt{\sum_{i=1}^{d} \sum_{j=1}^{r} a_{i j}^{2}}$. For $x \in \mathbb{R}^{d}$ denote the $i$ th component of $x$ by $x^{i}$. Let $\delta_{i j}$ be Kronecker's delta, i.e. $\delta_{i j}=1$ if $i=j$, and $\delta_{i j}=0$ if $i \neq j$.
2. Euler-Maruyama approximation. Let $T>0$ and let $\xi$ be an $\mathbb{R}^{d}$-valued random variable. Consider the following stochastic differential equation

$$
\left\{\begin{align*}
d X_{t} & =\sigma(t, X) d B_{t}+b(t, X) d t  \tag{1}\\
X_{0} & =\xi
\end{align*}\right.
$$

where $\sigma$ is an $\mathbb{R}^{d} \otimes \mathbb{R}^{r}$-valued function on $[0, T] \times C_{b}\left([0, T] ; \mathbb{R}^{d}\right), b$ is an $\mathbb{R}^{d}$-valued function on $[0, T] \times C_{b}\left([0, T] ; \mathbb{R}^{d}\right)$ and $B$ is the $r$-dimensional Brownian motion. We assume the Lipschitz continuity of the coefficients in the following sense.

$$
\begin{array}{r}
\left|\sigma(t, w)-\sigma\left(t, w^{\prime}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}+\left|b(t, w)-b\left(t, w^{\prime}\right)\right|_{\mathbb{R}^{d}} \leq K_{T}\left\|w-w^{\prime}\right\|_{C\left([0, t] ; \mathbb{R}^{d}\right)},  \tag{2}\\
t \in[0, T], w, w^{\prime} \in C\left([0, T] ; \mathbb{R}^{d}\right)
\end{array}
$$

where $K_{T}$ is a constant depending on $T$. Then, the solution $X$ to (1) exists, and has the pathwise uniqueness (see e.g. Theorem 7 of Chapter V in [12]).

We consider the Euler-Maruyama approximation to (1). Let $\Delta:=\left\{0=t_{0}<t_{1}<\cdots<\right.$ $\left.t_{N}=T\right\}$ be a partition of the interval $[0, T]$. Define the approximations $\sigma_{\Delta}, b_{\Delta}$ of $\sigma, b$ by

$$
\sigma_{\Delta}(t, w):=\sigma\left(t_{k}, w\right), b_{\Delta}(t, w):=b\left(t_{k}, w\right), \quad t \in\left[t_{k}, t_{k+1}\right)
$$

for $k=0,1, \ldots, N-1$, and $w \in C\left([0, T] ; \mathbb{R}^{d}\right)$. We consider the following stochastic differential equation.

$$
\left\{\begin{align*}
d X_{t}^{\mathrm{EM}} & =\sigma_{\Delta}\left(t, X^{\mathrm{EM}}\right) d B_{t}+b_{\Delta}\left(t, X^{\mathrm{EM}}\right) d t  \tag{3}\\
X_{0}^{\mathrm{EM}} & =\xi
\end{align*}\right.
$$

When $t \in\left[t_{k}, t_{k+1}\right)$, it holds that

$$
X_{t}^{\mathrm{EM}}=\xi+\sum_{l=0}^{k} \sigma\left(t_{l}, X^{\mathrm{EM}}\right)\left(B_{t \wedge t_{l+1}}-B_{t_{l}}\right)+\sum_{l=0}^{k} b\left(t_{l}, X^{\mathrm{EM}}\right)\left(t \wedge t_{l+1}-t_{l}\right)
$$

Hence, (3) is the equation of the Euler-Maruyama approximation to (1). Our purpose of this section is to estimate the $L^{p}$-norm of $\left\|X^{\mathrm{EM}}-X\right\|_{C\left([0, T] ; \mathbb{R}^{d}\right)}$ with respect to the probability measure. To give a condition on the coefficients we introduce a class of the functions on $[0, T] \times C\left([0, T] ; \mathbb{R}^{d}\right)$, which is an analogue to the class introduced in [5]. For a Hilbert
space $H$ and a positive number $K$, we define a class of $H$-valued functions $F_{K}(H)$ by the total set of $h:[0, T] \times C_{b}\left([0, T] ; \mathbb{R}^{d}\right) \rightarrow H$ such that
(F1) $|h(t, w)|_{H} \leq K$ for $t \in[0, T], w \in C\left([0, T] ; \mathbb{R}^{d}\right)$,
(F2) $|h(t, w)-h(s, w)|_{H} \leq K\left(\sqrt{t-s}+\|w(\cdot+s)-w(s)\|_{C\left([0, t-s] ; \mathbb{R}^{d}\right)}\right)$ for $s, t \in[0, T]$ such that $s<t$, and $w \in C\left([0, T] ; \mathbb{R}^{d}\right)$,
(F3) $\left|h(t, w)-h\left(t, w^{\prime}\right)\right|_{H} \leq K\left\|w-w^{\prime}\right\|_{C\left([0, t] ; \mathbb{R}^{d}\right)}$ for $t \in[0, T], w, w^{\prime} \in C\left([0, T] ; \mathbb{R}^{d}\right)$.
REMARK 2.1. The assumptions (F1) and (F3) are given for the boundedness and the Lipschitz continuity, respectively. The assumption (F2) is for the continuity of the functions with respect to the time. We need (F2) for the Euler-Maruyama approximation.

The result of this section is the following theorem.
THEOREM 2.2. Let $\sigma \in F_{K}\left(\mathbb{R}^{d} \otimes \mathbb{R}^{r}\right)$ and $b \in F_{K}\left(\mathbb{R}^{d}\right)$. Let $X$ and $X^{\mathrm{EM}}$ be the solutions to (1) and to the equation of the Euler-Maruyama approximation (3), respectively. Then, for $p \in[1, \infty)$ there exists a constant $C$ depending on $p, K$, and $T$ such that

$$
E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, T] ; \mathbb{R}^{d}\right)}^{p}\right]^{1 / p} \leq C|\Delta|^{1 / 2}
$$

Proof. In view of the magnitude relation between $L^{p}$-norms, it is sufficient to prove the case that $p \geq 2$. By the Burkholder-Davis-Gundy inequality, there exists a constant $C_{p}$ depending on $p$ and we have for $t \in[0, T]$

$$
\begin{aligned}
E & {\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, t] ; \mathbb{R}^{d}\right)}^{p}\right] } \\
\leq & 2^{p-1} E\left[\sup _{s \in[0, t]}\left|\int_{0}^{s}\left(\sigma(u, X)-\sigma_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right) d B_{u}\right|_{\mathbb{R}^{d}}^{p}\right] \\
& +2^{p-1} E\left[\sup _{s \in[0, t]}\left|\int_{0}^{s}\left(b(u, X)-b_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right) d u\right|_{\mathbb{R}^{d}}^{p}\right] \\
\leq & 2^{p-1} C_{p} E\left[\left(\int_{0}^{t}\left|\sigma(u, X)-\sigma_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{2} d u\right)^{p / 2}\right] \\
& +2^{p-1} E\left[\left(\int_{0}^{t}\left|b(u, X)-b_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d}} d u\right)^{p}\right] \\
\leq & 2^{p-1} T^{p / 2-1} C_{p} \int_{0}^{t} E\left[\left|\sigma(u, X)-\sigma_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{p}\right] d u \\
& +2^{p-1} T^{p-1} \int_{0}^{t} E\left[\left|b(u, X)-b_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d}}^{p}\right] d u .
\end{aligned}
$$

Hence, it holds that

$$
\begin{align*}
& E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, t] ; \mathbb{R}^{d}\right)}^{p}\right] \\
& \leq C_{p, T}\left(\int_{0}^{t} E\left[\left|\sigma(u, X)-\sigma_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{p}\right] d u\right. \tag{4}
\end{align*}
$$

$$
\left.+\int_{0}^{t} E\left[\left|b(u, X)-b_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d}}^{p}\right] d u\right)
$$

for $t \in[0, T]$, where $C_{p, T}$ is a constant depending on $p$ and $T$. When $u \in\left[t_{k}, t_{k+1}\right)$, (F2) and (F3) imply

$$
\begin{aligned}
E & {\left[\left|\sigma(u, X)-\sigma_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{p}\right] } \\
= & E\left[\left|\sigma(u, X)-\sigma\left(t_{k}, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{p}\right] \\
\leq & 2^{p-1} E\left[\left|\sigma(u, X)-\sigma\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{p}\right]+2^{p-1} E\left[\left|\sigma\left(u, X^{\mathrm{EM}}\right)-\sigma\left(t_{k}, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{p}\right] \\
\leq & 2^{p-1} K^{p} E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, u] ; \mathbb{R}^{d}\right)}^{p}\right] \\
& +2^{p-1} K^{p} E\left[\left(\sqrt{u-t_{k}}+\left\|X^{\mathrm{EM}}\left(\cdot+t_{k}\right)-X^{\mathrm{EM}}\left(t_{k}\right)\right\|_{C\left(\left[0, u-t_{k}\right] ; \mathbb{R}^{d}\right)}\right)^{p}\right] \\
\leq & 2^{p-1} K^{p} E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, u] ; \mathbb{R}^{d}\right)}^{p}\right] \\
& +2^{2 p-2} K^{p}\left(\left(u-t_{k}\right)^{p / 2}+E\left[\left\|X^{\mathrm{EM}}\left(\cdot+t_{k}\right)-X^{\mathrm{EM}}\left(t_{k}\right)\right\|_{C\left(\left[0, u-t_{k}\right] ; \mathbb{R}^{d}\right)}^{p}\right]\right) .
\end{aligned}
$$

Hence, we have

$$
\begin{align*}
& E\left[\left|\sigma(u, X)-\sigma_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{p}\right] \\
& \leq C_{p, K, T}\left(E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, u] ; \mathbb{R}^{d}\right)}^{p}\right]\right.  \tag{5}\\
& \quad+\left(u-t_{k}\right)^{p / 2}+E\left[\left\|X^{\mathrm{EM}}\left(\cdot+t_{k}\right)-X^{\mathrm{EM}}\left(t_{k}\right)\right\|_{\left.C\left(\left[0, u-t_{k}\right] ; \mathbb{R}^{d}\right)\right]}^{p}\right)
\end{align*}
$$

for $u \in\left[t_{k}, t_{k+1}\right)$, where $C_{p, K, T}$ is a constant depending on $p, K$ and $T$. On the other hand, for $u \in\left[t_{k}, t_{k+1}\right)$

$$
\begin{aligned}
& E\left[\left\|X^{\mathrm{EM}}\left(\cdot+t_{k}\right)-X^{\mathrm{EM}}\left(t_{k}\right)\right\|_{C\left(\left[0, u-t_{k}\right] ; \mathbb{R}^{d}\right)}^{p}\right] \\
& =E\left[\sup _{s \in\left[t_{k}, u\right]}\left|\sigma\left(t_{k}, X^{\mathrm{EM}}\right)\left(B_{s}-B_{t_{k}}\right)+b\left(t_{k}, X^{\mathrm{EM}}\right)\left(s-t_{k}\right)\right|_{\mathbb{R}^{d}}^{p}\right] \\
& \leq 2^{p-1} K^{p}\left(E\left[\sup _{s \in\left[t_{k}, u\right]}\left|B_{s}-B_{t_{k}}\right|_{\mathbb{R}^{d}}^{p}\right]+\left(u-t_{k}\right)^{p}\right) \\
& =2^{p-1} K^{p}\left(\left(u-t_{k}\right)^{p / 2} E\left[\sup _{s \in[0,1]}\left|B_{S}\right|_{\mathbb{R}^{d}}^{p}\right]+\left(u-t_{k}\right)^{p}\right)
\end{aligned}
$$

Hence, by combining this inequality with (5) we have for $u \in\left[t_{k}, t_{k+1}\right.$ )

$$
\begin{aligned}
& E\left[\left|\sigma(u, X)-\sigma_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{p}\right] \\
& \leq 2^{p-1} K^{p} E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, u] ; \mathbb{R}^{d}\right)}^{p}\right]+C_{p, K, T}\left(u-t_{k}\right)^{p / 2},
\end{aligned}
$$

where $C_{p, K, T}$ is a constant depending on $p, K$ and $T$. From this inequality we have

$$
\begin{aligned}
& \int_{0}^{t} E\left[\left|\sigma(u, X)-\sigma_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{p}\right] d u \\
& =\sum_{k=1}^{N-1} \int_{t_{k}}^{t_{k+1}} E\left[\left|\sigma(u, X)-\sigma_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{p}\right] d u \\
& \leq 2^{p-1} K^{p} \sum_{k=1}^{N-1} \int_{t_{k}}^{t_{k+1}} E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, u] ; \mathbb{R}^{d}\right)}^{p}\right] d u+C_{p, K, T} \sum_{k=1}^{N-1} \int_{t_{k}}^{t_{k+1}}\left(u-t_{k}\right)^{p / 2} d u
\end{aligned}
$$

for $t \in[0, T]$, where $C_{p, K, T}$ is a constant depending on $p, K$ and $T$. Thus, we have

$$
\begin{align*}
& \int_{0}^{t} E\left[\left|\sigma(u, X)-\sigma_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{p}\right] d u  \tag{6}\\
& \leq 2^{p-1} K^{p} \int_{0}^{t} E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, u] ; \mathbb{R}^{d}\right)}^{p}\right]^{1 / p} d u+C_{p, K, T}|\Delta|^{p / 2}
\end{align*}
$$

for $t \in[0, T]$, where $C_{p, K, T}$ is a constant depending on $p, K$ and $T$. Similarly we have

$$
\begin{align*}
& \int_{0}^{t} E\left[\left|b(u, X)-b_{\Delta}\left(u, X^{\mathrm{EM}}\right)\right|_{\mathbb{R}^{d}}^{p}\right] d u \\
& \leq 2^{p-1} K^{p} \int_{0}^{t} E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, u] ; \mathbb{R}^{d}\right)}^{p}\right]^{1 / p} d u+C_{p, K, T}|\Delta|^{p / 2} \tag{7}
\end{align*}
$$

for $t \in[0, T]$, where $C_{p, K, T}$ is a constant depending on $p, K$ and $T$. From (4), (6) and (7) we obtain

$$
\begin{aligned}
& E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, t] ; \mathbb{R}^{d}\right)}^{p}\right] \\
& \leq C_{p, K, T} \int_{0}^{t} E\left[\left\|X-X^{\mathrm{EM}}\right\|_{C\left([0, u] ; \mathbb{R}^{d}\right)}^{p}\right] d u+C_{p, K, T}|\Delta|^{p / 2}
\end{aligned}
$$

for $t \in[0, T]$, where $C_{p, K, T}$ is a constant depending on $p, K$ and $T$. By applying Gronwall's inequality, we obtain the assertion.
3. Wong-Zakai approximation. Let $T>0$. Let $A$ be a mapping from $C\left([0, T] ; \mathbb{R}^{d}\right)$ to $C\left([0, T] ; \mathbb{R}^{d}\right)$ such that
(A1) $\left\|A(w)-A\left(w^{\prime}\right)\right\|_{C\left([0, t] ; \mathbb{R}^{d}\right)} \leq K_{A}\left\|w-w^{\prime}\right\|_{C\left([0, t] ; \mathbb{R}^{d}\right)}$ for $t \in[0, T], \quad w, w^{\prime} \in$ $C\left([0, T] ; \mathbb{R}^{d}\right)$,
(A2) $\left|A(w)_{t}-A(w)_{s}\right|_{\mathbb{R}^{d}} \leq K_{A}\left(\sqrt{t-s}+\|w(\cdot+s)-w(s)\|_{C\left([0, t-s] ; \mathbb{R}^{d}\right)}\right)$ for $s, t \in[0, T]$ such that $s<t$, and $w \in C\left([0, T] ; \mathbb{R}^{d}\right)$,
(A3) $\operatorname{Var}_{[0, t]}(A(w)) \leq K_{A}\left(1+\|w-w(0)\|_{C\left([0, t] ; \mathbb{R}^{d}\right)}\right)$ for $t \in[0, T], w \in C\left([0, T] ; \mathbb{R}^{d}\right)$, where $\operatorname{Var}_{[0, t]}(w)$ is the total variation of $w$ on $[0, t]$, and let $f \in C^{1,2}\left([0, T] \times \mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ which has the bounded derivatives. Define the mapping $\Gamma: C\left([0, T] ; \mathbb{R}^{d}\right) \rightarrow C\left([0, T] ; \mathbb{R}^{d}\right)$ by

$$
\begin{equation*}
(\Gamma w)_{t}:=f\left(t, w_{t}\right)+A(w)_{t}, \quad t \in[0, T], w \in C\left([0, T] ; \mathbb{R}^{d}\right) \tag{8}
\end{equation*}
$$

We denote the derivative of $f$ in the time parameter by $\frac{\partial f}{\partial t}$ and the derivative of $f$ in the $l$-th component of the spatial parameter by $\frac{\partial f}{\partial x^{l}}$. Let

$$
\begin{aligned}
K_{f}:= & \sup _{t \in[0, T]} \sup _{x \in \mathbb{R}^{d}}\left|\frac{\partial f}{\partial t}(t, x)\right|_{\mathbb{R}^{d}}+\sup _{t \in[0, T]} \sup _{x \in \mathbb{R}^{d}} \sum_{l=1}^{d}\left|\frac{\partial f}{\partial x^{l}}(t, x)\right|_{\mathbb{R}^{d}} \\
& +\sup _{t \in[0, T]} \sup _{x, y \in \mathbb{R}^{d} ; x \neq y} \sum_{l=1}^{d} \frac{1}{|x-y|_{\mathbb{R}^{d}}}\left|\frac{\partial f}{\partial x^{l}}(t, x)-\frac{\partial f}{\partial x^{l}}(t, y)\right|_{\mathbb{R}^{d}} .
\end{aligned}
$$

From (A1) and (8), we have

$$
\begin{equation*}
\left\|\Gamma w-\Gamma w^{\prime}\right\|_{C\left([0, t] ; \mathbb{R}^{d}\right)} \leq\left(K_{f}+K_{A}\right)\left\|w-w^{\prime}\right\|_{C\left([0, t] ; \mathbb{R}^{d}\right)} \tag{9}
\end{equation*}
$$

for $t \in[0, T]$ and $w, w^{\prime} \in C\left([0, T] ; \mathbb{R}^{d}\right)$. This implies that $\Gamma$ is Lipschitz continuous in the sense of (2). From (A2) and (8), we have

$$
\begin{equation*}
\left|(\Gamma w)_{t}-(\Gamma w)_{s}\right|_{\mathbb{R}^{d}} \leq\left(K_{f}+K_{A}\right)\left(\sqrt{t-s}+\|w(\cdot+s)-w(s)\|_{C\left([0, t-s] ; \mathbb{R}^{d}\right)}\right) \tag{10}
\end{equation*}
$$

for $s, t \in[0, T]$ such that $s<t$, and $w \in C\left([0, T] ; \mathbb{R}^{d}\right)$.
Let $\sigma \in C_{b}\left([0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d} ; \mathbb{R}^{d} \otimes \mathbb{R}^{r}\right)$ such that $\sigma(t, x, y)$ is differentiable with respect to $x$ and $y$ and that there exists a positive constant $K_{\sigma}$ satisfying

$$
\begin{aligned}
& \left|\sigma\left(t, x_{1}, y_{1}\right)-\sigma\left(s, x_{2}, y_{2}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}+\sum_{l=1}^{d}\left|\frac{\partial \sigma}{\partial x^{l}}\left(t, x_{1}, y_{1}\right)-\frac{\partial \sigma}{\partial x^{l}}\left(s, x_{2}, y_{2}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}} \\
& +\sum_{l=1}^{d}\left|\frac{\partial \sigma}{\partial y^{l}}\left(t, x_{1}, y_{1}\right)-\frac{\partial \sigma}{\partial y^{l}}\left(s, x_{2}, y_{2}\right)\right|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}} \leq K_{\sigma}\left(|t-s|+\left|x_{1}-x_{2}\right|_{\mathbb{R}^{d}}+\left|y_{1}-y_{2}\right|_{\mathbb{R}^{d}}\right)
\end{aligned}
$$

for $s, t \in[0, T]$, and $x_{1}, x_{2}, y_{1}, y_{2} \in \mathbb{R}^{d}$, where $\frac{\partial \sigma}{\partial x^{l}}$ is the derivative of $\sigma$ in the $l$-th component of the first spatial parameter and $\frac{\partial \sigma}{\partial y^{\prime}}$ is the derivative of $\sigma$ in the $l$-th component of the second spatial parameter. We denote the derivative of $\sigma$ in the time parameter by $\frac{\partial \sigma}{\partial t}$. Let $b \in C_{b}\left([0, T] \times C\left([0, T] ; \mathbb{R}^{d}\right) ; \mathbb{R}^{d}\right)$ such that there exists a positive constant $K_{b}$ satisfying

$$
\left|b(t, w)-b\left(t, w^{\prime}\right)\right|_{\mathbb{R}^{d}} \leq K_{b}\left\|w-w^{\prime}\right\|_{C\left([0, t] ; \mathbb{R}^{d}\right)},
$$

for $t \in[0, T]$, and $w, w^{\prime} \in C\left([0, T] ; \mathbb{R}^{d}\right)$. Denote

$$
M:=\sup _{t \in[0, T]} \sup _{x, y \in \mathbb{R}^{d}}|\sigma(t, x, y)|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}+\sup _{t \in[0, T]} \sup _{w \in C\left([0, T] ; \mathbb{R}^{d}\right)}|b(t, w)|_{\mathbb{R}^{d}} .
$$

Let $\xi$ be an $\mathbb{R}^{d}$-valued random variable. Consider the following stochastic differential equation of the Stratonovich type

$$
\left\{\begin{align*}
d X_{t} & =\sigma\left(t, X_{t},(\Gamma X)_{t}\right) \circ d B_{t}+b(t, X) d t  \tag{11}\\
X_{0} & =\xi .
\end{align*}\right.
$$

Let

$$
\begin{aligned}
& U_{t}^{i}:=\frac{1}{2} \sum_{j=1}^{r} \sum_{l=1}^{d} \int_{0}^{t} \frac{\partial \sigma_{i j}}{\partial x^{l}}\left(s, X_{s},(\Gamma X)_{s}\right) \sigma_{l j}\left(s, X_{s},(\Gamma X)_{s}\right) d s \\
& V_{t}^{i}:=\frac{1}{2} \sum_{j=1}^{r} \sum_{l=1}^{d} \sum_{m=1}^{d} \int_{0}^{t} \frac{\partial \sigma_{i j}}{\partial y^{l}}\left(s, X_{s},(\Gamma X)_{s}\right) \frac{\partial f^{l}}{\partial x^{m}}\left(s, X_{s}\right) \sigma_{m j}\left(s, X_{t},(\Gamma X)_{t}\right) d s
\end{aligned}
$$

for $i=1,2, \ldots, d$. Then, we have

$$
\begin{equation*}
\sigma\left(t, X_{t},(\Gamma X)_{t}\right) \circ d B_{t}=\sigma\left(t, X_{t},(\Gamma X)_{t}\right) d B_{t}+d U_{t}+d V_{t} \tag{12}
\end{equation*}
$$

In view of this expression and the assumption on $\sigma$ and $b$, we have the existence of the solution and the pathwise uniqueness of (11) as we have seen in Section 2.

For a given partition $\Delta:=\left\{0=t_{0}<t_{1}<\cdots<t_{N}=T\right\}$ of the interval [0, T], we define the piecewise linear approximation $B^{\triangle}$ of $B$ by

$$
B_{t}^{\Delta}:=B_{t_{k}}+\frac{t-t_{k}}{t_{k+1}-t_{k}}\left(B_{t_{k}+1}-B_{t_{k}}\right), \quad t \in\left[t_{k}, t_{k+1}\right)
$$

We define the equation of the Wong-Zakai approximation to (11) by

$$
\left\{\begin{align*}
d X_{t}^{\mathrm{WZ}} & =\sigma\left(t, X_{t}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t}\right) d B_{t}^{\Delta}+b\left(t, X^{\mathrm{WZ}}\right) d t  \tag{13}\\
X_{0} & =\xi
\end{align*}\right.
$$

REMARK 3.1. Since $B^{\Delta}$ is the function of the bounded variation, the solution $X^{\mathrm{WZ}}$ to (13) is uniquely-determined almost surely.

The result of this section is the following theorem.
Theorem 3.2. Let $\sigma$ and $b$ as above. Let $X$ and $X^{\mathrm{WZ}}$ be the solutions to (11) and to the equation of the Wong-Zakai approximation (13), respectively. Then, for $p \in[1, \infty)$ there exists a constant $C$ depending on $p, T, d, r, K_{A}, K_{\sigma}, K_{b}, K_{f}$ and $M$, but independent of $\triangle$ and $N$, such that

$$
E\left[\left\|X-X^{\mathrm{WZ}}\right\|_{C\left([0, T] ; \mathbb{R}^{d}\right)}^{p}\right]^{1 / p} \leq C|\Delta|^{1 / 2}(1+\log N)^{1 / 2}
$$

It is sufficient to prove the case that $p \geq 2$. From now on, we use $C$ 's as constants depending on $p, T, d, r, K_{A}, K_{\sigma}, K_{b}, K_{f}$ and $M$, but independent of $\triangle$ and $N$, and we remark that $C$ 's can be different from line to line.

Before starting the proof of Theorem 3.2 we prepare some lemmas.
Lemma 3.3. We have a constant

$$
\begin{aligned}
& E\left[\sup _{s \in\left[t_{k}, t_{k}+1\right]}\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}^{q}\right]^{1 / q} \leq C_{q}\left|t_{k+1}-t_{k}\right|^{1 / 2} \\
E & {\left[\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{q}\right]^{1 / q} \leq C_{q}\left|t_{k+1}-t_{k}\right|^{1 / 2} }
\end{aligned}
$$

for $q \in[1, \infty)$ and $k=0,1, \ldots, N-1$, where $C_{q}$ is a constant depending on $q, M, K_{\sigma}$ and $K_{f}$.

Proof. For $s \in\left[t_{k}, t_{k+1}\right]$ it holds that

$$
X_{s}-X_{t_{k}}=\int_{t_{k}}^{s} \sigma\left(u, X_{u},(\Gamma X)_{u}\right) d B_{u}+\int_{t_{k}}^{s} b(u, X) d u+U_{s}-U_{t_{k}}+V_{s}-V_{t_{k}} .
$$

Hence, by the standard calculation with the Burkholder-Davis-Gundy inequality, we have the first inequality.

For $s \in\left[t_{k}, t_{k+1}\right]$ it holds that

$$
\begin{aligned}
& \sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}} \\
& \leq \sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|\int_{t_{k}}^{s} \sigma\left(u, X_{u}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{u}\right) \frac{B_{t_{k+1}}-B_{t_{k}}}{t_{k+1}-t_{k}} d u\right|_{\mathbb{R}^{d}}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|\int_{t_{k}}^{s} b\left(u, X^{\mathrm{WZ}}\right) d u\right|_{\mathbb{R}^{d}} \\
& \leq M\left|B_{t_{k+1}}-B_{t_{k}}\right|_{\mathbb{R}^{d}}+M\left(t_{k+1}-t_{k}\right)
\end{aligned}
$$

Hence, we have the second inequality.
Lemma 3.4. There exists a positive number $\varepsilon>0$ depending on $\|\sigma\|_{\infty}$ such that

$$
\begin{aligned}
& E\left[\exp \left(\varepsilon \sup _{s \in\left[t_{k}, t_{k+1}\right]} \frac{\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}^{2}}{t_{k+1}-t_{k}}\right)\right] \leq C \\
& E {\left[\exp \left(\varepsilon \sup _{s \in\left[t_{k}, t_{k+1}\right]} \frac{\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{2}}{t_{k+1}-t_{k}}\right)\right] \leq C . }
\end{aligned}
$$

Proof. In the proof of Lemma 3.3, we have obtained

$$
\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}} \leq\|\sigma\|_{\infty}\left|B_{t_{k+1}}-B_{t_{k}}\right|_{\mathbb{R}^{d}}+C\left(t_{k+1}-t_{k}\right)
$$

for $k=0,1, \ldots, N-1$. Hence, applying the Fernique theorem, we have the second inequality.

For each $k=0,1, \ldots, N-1, i=1,2, \ldots, d$ and $j=1,2, \ldots, r$, in view of Theorem $7.2^{\prime}$ of Chapter II in [9], if necessary by extending the probability space, there exists a one-dimensional Brownian motion $\tilde{B}_{i j k}(t)$

$$
\begin{aligned}
\left|\int_{t_{k}}^{s} \sigma_{i j}\left(u, X_{u},(\Gamma X)_{u}\right) d B_{u}^{j}\right| & =\left|\tilde{B}_{i j k}\left(\int_{t_{k}}^{s} \sigma_{i j}\left(u, X_{u},(\Gamma X)_{u}\right)^{2} d u\right)\right| \\
& \leq \sqrt{t_{k+1}-t_{k}} \sup _{\tilde{u} \in\left[0,\|\sigma\|_{\infty}^{2}\right]} \frac{\left|\tilde{B}_{i j k}\left(\left(t_{k+1}-t_{k}\right) \tilde{u}\right)\right|}{\sqrt{t_{k+1}-t_{k}}}
\end{aligned}
$$

for $s \in\left[t_{k}, t_{k+1}\right]$ almost surely. By this inequality we have

$$
\begin{aligned}
& \sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}} \\
& \begin{aligned}
& \leq \sup _{s \in\left[t_{k}, t_{k+1}\right]}\left(\left|\int_{t_{k}}^{s} \sigma\left(u, X_{u},(\Gamma X)_{u}\right) d B_{u}\right|_{\mathbb{R}^{d}}\right.+\left|U_{s}-U_{t_{k}}\right|_{\mathbb{R}^{d}} \\
&\left.\quad+\left|V_{s}-V_{t_{k}}\right|_{\mathbb{R}^{d}}+\int_{t_{k}}^{s}|b(u, X)|_{\mathbb{R}^{d}} d u\right) \\
& \leq \sqrt{t_{k+1}-t_{k}} \sum_{i=1}^{d} \sum_{j=1}^{r} \sup _{\tilde{u} \in\left[0,\|\sigma\|_{\infty}^{2}\right]} \frac{\left|\tilde{B}_{i j k}\left(\left(t_{k+1}-t_{k}\right) \tilde{u}\right)\right|}{\sqrt{t_{k+1}-t_{k}}}+C\left(t_{k+1}-t_{k}\right)
\end{aligned}
\end{aligned}
$$

almost surely for $k=0,1, \ldots, N-1$. Therefore, by applying the Fernique theorem, we have the first inequality.

Lemma 3.5. We have

$$
\begin{gathered}
E\left[\max _{k=0,1, \ldots, N-1} \sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}^{p}\right] \leq C|\Delta|^{p / 2}(1+\log N)^{p / 2}, \\
E\left[\max _{k=0,1, \ldots, N-1} \sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] \leq C|\Delta|^{p / 2}(1+\log N)^{p / 2} .
\end{gathered}
$$

Proof. In view of Lemma 3.4, we have the assertion by applying Proposition 5.2 to the sequences of the random variables

$$
\begin{aligned}
& \left\{\sup _{s \in\left[t_{k}, t_{k+1}\right]} \frac{\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}^{2}}{t_{k+1}-t_{k}} ; k=0,1, \ldots, N-1\right\}, \\
& \left\{\sup _{s \in\left[t_{k}, t_{k+1}\right]} \frac{\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{2}}{t_{k+1}-t_{k}} ; k=0,1, \ldots, N-1\right\} .
\end{aligned}
$$

Now we start to prove Theorem 3.2. From (12) we have

$$
\begin{align*}
d\left(X_{t}-X_{t}^{\mathrm{WZ}}\right)= & \sigma\left(t, X_{t},(\Gamma X)_{t}\right) d B_{t}+\left(b(t, X)-b\left(t, X^{\mathrm{WZ}}\right)\right) d t \\
& +d U_{t}+d V_{t}-\sigma\left(t, X_{t}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t}\right) d B_{t}^{\triangle} \tag{14}
\end{align*}
$$

By the integration by parts, we have for $k=0,1, \ldots, N-1, i=1,2, \ldots, d$ and $j=$ $1,2, \ldots, r$

$$
\begin{aligned}
& \int_{t_{k}}^{t_{k+1}} \sigma_{i j}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) d B_{s}^{\Delta, j} \\
& =\int_{t_{k}}^{t_{k+1}} \sigma_{i j}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} d s
\end{aligned}
$$

$$
\begin{aligned}
= & -\left[\left(t_{k+1}-s\right) \sigma_{i j}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}}\right]_{t_{k}}^{t_{k+1}} \\
& +\int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial t}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} d s \\
& +\sum_{l=1}^{d} \int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial x^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} d X_{s}^{\mathrm{WZ}, l} \\
& +\sum_{l=1}^{d} \int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial y^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\left.\mathrm{WZ})_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} d\left(\Gamma X^{\mathrm{WZ}}\right)_{s}^{l}}\right.\right. \\
= & \sigma_{i j}\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right) \\
& +\int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{t_{k+1}-t_{k}} \frac{\partial \sigma_{i j}}{\partial t}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right)\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right) d s \\
& +\sum_{l=1}^{d} \int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial x^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} d X_{s}^{\mathrm{WZ}, l} \\
& +\sum_{l=1}^{d} \int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial y^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\left.\mathrm{WZ})_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} d\left(\Gamma X^{\mathrm{WZ}}\right)_{s}^{l} .}\right.\right.
\end{aligned}
$$

Hence, for $n=0,1,2, \ldots, N$ it holds that

$$
\begin{equation*}
X_{t_{n}}-X_{t_{n}}^{\mathrm{WZ}}=I_{1}\left(t_{n}\right)+I_{2}\left(t_{n}\right)+I_{3}\left(t_{n}\right)+I_{4}\left(t_{n}\right)+I_{5}\left(t_{n}\right) \tag{15}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{1}^{i}\left(t_{n}\right):=\sum_{k=0}^{n-1} \sum_{j=1}^{r} \int_{t_{k}}^{t_{k+1}}\left(\sigma_{i j}\left(s, X_{s},(\Gamma X)_{s}\right)-\sigma_{i j}\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\right) d B_{s}^{j} \\
& I_{2}\left(t_{n}\right):=\int_{0}^{t_{n}}\left(b(s, X)-b\left(s, X^{\mathrm{WZ}}\right)\right) d s \\
& I_{3}^{i}\left(t_{n}\right):=-\sum_{k=0}^{n-1} \sum_{j=1}^{r} \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{t_{k+1}-t_{k}} \frac{\partial \sigma_{i j}}{\partial t}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right)\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right) d s, \\
& I_{4}^{i}\left(t_{n}\right):=U_{t_{n}}^{i}-\sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{l=1}^{d} \int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial x^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} d X_{s}^{\mathrm{WZ}, l} \\
& I_{5}^{i}\left(t_{n}\right):=V_{t_{n}}^{i}-\sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{l=1}^{d} \int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial y^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} d\left(\Gamma X^{\mathrm{WZ}}\right)_{s}^{l}
\end{aligned}
$$

$$
\text { for } n=1,2, \ldots, N \text { and } i=1,2, \ldots, d
$$

We consider the estimates of $I_{1}, I_{2}, \ldots, I_{5}$.

Lemma 3.6. For $n=0,1, \ldots, N$ we have

$$
\begin{aligned}
& E\left[\max _{k=0,1, \ldots, n}\left|I_{1}\left(t_{k}\right)\right|_{\mathbb{R}^{d}}^{p}\right] \leq C\left(|\Delta|^{p / 2}+\int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] d s\right) \\
& E\left[\max _{k=0,1, \ldots, n}\left|I_{2}\left(t_{k}\right)\right|_{\mathbb{R}^{d}}^{p}\right] \leq C \int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] d s \\
& E\left[\max _{k=0,1, \ldots, n}\left|I_{3}^{i}\left(t_{k}\right)\right|^{p}\right] \leq C|\Delta|^{p / 2}
\end{aligned}
$$

Proof. Let

$$
\Phi_{i j}(s):=\sigma_{i j}\left(s, X_{s},(\Gamma X)_{s}\right)-\sigma_{i j}\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right), \quad s \in\left[t_{k}, t_{k+1}\right)
$$

for $i=1,2, \ldots, d, j=1,2, \ldots, r$ and $k=0,1, \ldots, N-1$. Then, $\Phi_{i j}$ is adapted process and we have

$$
I_{1}^{i}\left(t_{n}\right)=\sum_{j=1}^{r} \int_{0}^{t_{n}} \Phi_{i j}(s) d B_{s}^{j}
$$

for $i=1,2, \ldots, d$ and $n=0,1,2, \ldots, N$. When $s \in\left[t_{k}, t_{k+1}\right)$, in view of the Lipschitz continuity of $\sigma,(9)$ and (10) it holds that

$$
\begin{aligned}
\left|\Phi_{i j}(s)\right| \leq & C\left(s-t_{k}+\left|X_{s}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\left|(\Gamma X)_{s}-\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right|_{\mathbb{R}^{d}}\right) \\
\leq & C\left(|\Delta|^{1 / 2}+\left|X_{s}-X_{s}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}\right. \\
& \left.\quad+\left|(\Gamma X)_{s}-\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right|_{\mathbb{R}^{d}}+\left|\left(\Gamma X^{\mathrm{WZ}}\right)_{s}-\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right|_{\mathbb{R}^{d}}\right) \\
\leq & C\left(|\Delta|^{1 / 2}+\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}\right)
\end{aligned}
$$

for $i=1,2, \ldots, d$ and $j=1,2, \ldots, r$. From this inequality and Lemma 3.3, we have

$$
E\left[\left|\Phi_{i j}(s)\right|^{p}\right] \leq C|\Delta|^{p / 2}+C E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right]
$$

for $s \in[0, T], i=1,2, \ldots, d$ and $j=1,2, \ldots, r$. Hence, by the Burkholder-Davis-Gundy inequality

$$
\begin{aligned}
E\left[\max _{k=0,1, \ldots, n}\left|I_{1}^{i}\left(t_{k}\right)\right|^{p}\right] & \leq E\left[\sup _{t \in\left[0, t_{n}\right]}\left|\sum_{j=1}^{r} \int_{0}^{t} \Phi_{i j}(s) d B_{s}^{j}\right|^{p}\right] \\
& \leq C E\left[\left(\sum_{j=1}^{r} \int_{0}^{t_{n}}\left|\Phi_{i j}(s)\right|^{2} d s\right)^{p / 2}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \leq C E\left[\sum_{j=1}^{r} \int_{0}^{t_{n}}\left|\Phi_{i j}(s)\right|^{p} d s\right] \\
& \leq C\left(|\Delta|^{p / 2}+\int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] d s\right)
\end{aligned}
$$

for $i=1,2, \ldots, d$ and $n=0,1,2, \ldots, N$. Thus, we have the first inequality.
An explicit calculation implies

$$
\begin{aligned}
E\left[\max _{k=0,1, \ldots, n}\left|I_{2}\left(t_{k}\right)\right|_{\mathbb{R}^{d}}^{p}\right] & \leq E\left[\left(\int_{0}^{t_{n}}\left|b(s, X)-b\left(s, X^{\mathrm{WZ}}\right)\right|_{\mathbb{R}^{d}} d s\right)^{p}\right] \\
& \leq C E\left[\left(\int_{0}^{t_{n}} \sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}} d s\right)^{p}\right] \\
& \leq C \int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] d s
\end{aligned}
$$

for $n=0,1, \ldots, N$. Hence, we have the second inequality.
Since Jensen's inequality implies

$$
\begin{aligned}
\left(\sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left(t_{k+1}-t_{k}\right)\right)^{p} & =T^{p}\left(\sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right| \frac{t_{k+1}-t_{k}}{T}\right)^{p} \\
& \leq T^{p} \sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|^{p} \frac{t_{k+1}-t_{k}}{T} \\
& =T^{p-1} \sum_{k=0}^{n-1} \mid B_{t_{k+1}}^{j}-B_{t_{k}}^{j} p^{p}\left(t_{k+1}-t_{k}\right)
\end{aligned}
$$

for $j=1,2, \ldots, r$, we have

$$
\begin{aligned}
& E\left[\max _{k=0,1, \ldots, n}\left|I_{3}^{i}\left(t_{k}\right)\right|^{p}\right] \\
& \leq E\left[\left(\sum_{k=0}^{n-1} \sum_{j=1}^{r}\left|\int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{t_{k+1}-t_{k}} \frac{\partial \sigma_{i j}}{\partial s}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right)\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right) d s\right|\right)^{p}\right] \\
& \leq C \sum_{j=1}^{r} E\left[\left(\sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left(t_{k+1}-t_{k}\right)\right)^{p}\right] \\
& \leq C \sum_{j=1}^{r} \sum_{k=0}^{n-1}\left(t_{k+1}-t_{k}\right) E\left[\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|^{p}\right] \\
& \leq C|\Delta|^{p / 2}
\end{aligned}
$$

for $n=0,1, \ldots, N$. Hence, the last inequality holds.

Before estimating $I_{4}$ and $I_{5}$, we prepare the following. For $i=1,2, \ldots, d$ and $j, m=$ $1,2, \ldots, r$, let

$$
\begin{aligned}
& \mu_{t}^{i j m}:=\sum_{k=0}^{N-1} \sum_{l=1}^{d}\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l m}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right) \\
& \quad \times\left(\delta_{j m}\left(t \wedge t_{k+1}-t \wedge t_{k}\right)-\left(B_{t \wedge t_{k+1}}^{j}-B_{t \wedge t_{k}}^{j}\right)\left(B_{t \wedge t_{k+1}}^{m}-B_{t \wedge t_{k}}^{m}\right)\right) \\
& v_{t}^{i j m}:=\sum_{k=0}^{n-1} \sum_{l=1}^{d} \sum_{q=1}^{d}( \left.\frac{\partial \sigma_{i j}}{\partial y^{l}} \sigma_{q m}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right) \frac{\partial f^{l}}{\partial x^{q}}\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}}\right) \\
& \quad \times\left(\delta_{j m}\left(t \wedge t_{k+1}-t \wedge t_{k}\right)-\left(B_{t \wedge t_{k+1}}^{j}-B_{t \wedge t_{k}}^{j}\right)\left(B_{t \wedge t_{k+1}}^{m}-B_{t \wedge t_{k}}^{m}\right)\right) .
\end{aligned}
$$

Then, we have the following lemma.
Lemma 3.7. For $n=0,1,2, \ldots, N$ and $i=1,2, \ldots, d$, we have

$$
\begin{aligned}
& E\left[\max _{k=0,1, \ldots, n}\left|\sum_{j=1}^{r} \sum_{m=1}^{r} \mu_{t_{k}}^{i j m}\right|^{p}\right] \leq C|\Delta|^{p / 2}, \\
& E\left[\max _{k=0,1, \ldots, n}\left|\sum_{j=1}^{r} \sum_{m=1}^{r} v_{t_{k}}^{i j m}\right|^{p}\right] \leq C|\Delta|^{p / 2} .
\end{aligned}
$$

Proof. For $i=1,2, \ldots, d$ and $j, m=1,2, \ldots, r$, let

$$
\begin{aligned}
\widetilde{\mu}_{t}^{j m} & :=\sum_{k=0}^{N-1}\left(\delta_{j m}\left(t \wedge t_{k+1}-t \wedge t_{k}\right)-\left(B_{t \wedge t_{k+1}}^{j}-B_{t \wedge t_{k}}^{j}\right)\left(B_{t \wedge t_{k+1}}^{m}-B_{t \wedge t_{k}}^{m}\right)\right), \\
\Phi_{i j m}(t) & :=\sum_{l=1}^{d}\left(\frac{\partial \sigma_{i j}}{\partial x_{l}} \sigma_{l m}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right) \quad t \in\left[t_{k}, t_{k+1}\right) .
\end{aligned}
$$

Then, $\tilde{\mu}_{t}^{j m}$ is a martingale and it holds that

$$
\mu_{t}^{i j m}=\int_{0}^{t} \Phi_{i j m}(s) d \widetilde{\mu}_{s}^{j m}, \quad t \in[0, T]
$$

for $i=1,2, \ldots, d$ and $j, m=1,2, \ldots, r$. Let $\left\langle\tilde{\mu}^{j m}\right\rangle$ be the quadratic variation of $\tilde{\mu}^{j m}$ for $j, m=1,2, \ldots, r$. Since Itô's formula implies

$$
\widetilde{\mu}_{t}^{j m}=-\sum_{k=0}^{N-1}\left(\int_{t \wedge t_{k}}^{t \wedge t_{k+1}}\left(B_{s}^{j}-B_{t_{k}}^{j}\right) d B_{s}^{m}+\int_{t \wedge t_{k}}^{t \wedge t_{k+1}}\left(B_{s}^{m}-B_{t_{k}}^{m}\right) d B_{s}^{j}\right), \quad t \in[0, T]
$$

for $j, m=1,2, \ldots, r$, we have

$$
\begin{aligned}
E\left[\left\langle\tilde{\mu}^{j m}\right\rangle_{t_{n}}^{p / 2}\right]^{2 / p} & \leq E\left[\left\{\sum_{k=0}^{n-1}\left(2 \int_{t_{k}}^{t_{k+1}}\left(B_{s}^{j}-B_{t_{k}}^{j}\right)^{2} d s+2 \int_{t_{k}}^{t_{k+1}}\left(B_{s}^{m}-B_{t_{k}}^{m}\right)^{2} d s\right)\right\}^{p / 2}\right]^{2 / p} \\
& \leq \sum_{k=0}^{n-1} E\left[\left(2 \int_{t_{k}}^{t_{k+1}}\left(B_{s}^{j}-B_{t_{k}}^{j}\right)^{2} d s+2 \int_{t_{k}}^{t_{k+1}}\left(B_{s}^{m}-B_{t_{k}}^{m}\right)^{2} d s\right)^{p / 2}\right]^{2 / p} \\
& \leq C \max _{j=1,2, \ldots, r}^{n-1} \sum_{k=0}^{n-1}\left(t_{k+1}-t_{k}\right) E\left[\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|B_{s}^{j}-B_{t_{k}}^{j}\right|^{p}\right]^{2 / p} \\
& \leq C|\Delta|
\end{aligned}
$$

for $n=0,1,2, \ldots, N$ and $j, m=1,2, \ldots, r$. Hence, by the Burkholder-Davis-Gundy inequality we have

$$
\begin{aligned}
E\left[\max _{k=0,1, \ldots, n}\left|\sum_{j=1}^{r} \sum_{m=1}^{r} \mu_{t_{k}}^{i j m}\right|^{p}\right] & \leq C \sum_{j=1}^{r} \sum_{m=1}^{r} E\left[\max _{t \in\left[0, t_{n}\right]}\left|\int_{0}^{t} \Phi_{i j m}(s) d \widetilde{\mu}_{s}^{j m}\right|^{p}\right] \\
& \leq C \sum_{j=1}^{r} \sum_{m=1}^{r} E\left[\left(\int_{0}^{t_{n}}\left|\Phi_{i j m}(s)\right|^{2} d\left\langle\left.\tilde{\mu}^{j m}\right|_{s}\right)^{p / 2}\right]\right. \\
& \leq C \sum_{j=1}^{r} \sum_{m=1}^{r} E\left[\left\langle\left.\tilde{\mu}^{j m}\right|_{t_{n}} ^{p / 2}\right]\right. \\
& \leq C|\Delta|^{p / 2}
\end{aligned}
$$

for $n=0,1,2, \ldots, N$ and $i=1,2, \ldots, d$. Similarly we obtain the proof of the estimate for $\nu^{j m}$.

Now we have estimates of $I_{4}$ and $I_{5}$, as follows.
Lemma 3.8. It holds that

$$
\begin{aligned}
& E\left[\max _{k=0,1, \ldots, n}\left|I_{4}^{i}\left(t_{k}\right)\right|^{p}\right] \leq C\left(|\Delta|^{p / 2}+\int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] d s\right), \\
& E\left[\max _{k=0,1, \ldots, n}\left|I_{5}^{i}\left(t_{k}\right)\right|^{p}\right] \leq C\left(|\Delta|^{p / 2}(1+\log N)^{p / 2}+\int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] d s\right)
\end{aligned}
$$

for $n=0,1, \ldots, N$ and $i=1,2, \ldots, d$.
Proof. For $k=0,1, \ldots, N, i, l=1,2, \ldots, d$ and $j=1,2, \ldots, r$, it holds that

$$
\begin{aligned}
& \int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial x^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} d X_{s}^{\mathrm{WZ}, l} \\
& =\sum_{m=1}^{r} \int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial x^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} \\
& \\
& \quad \times \sigma_{l m}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{m}-B_{t_{k}}^{m}}{t_{k+1}-t_{k}} d s \\
& \quad+\int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial x^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} b^{l}\left(s, X^{\mathrm{WZ}}\right) d s \\
& =\sum_{m=1}^{r}\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right)\left(B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right) \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{\left(t_{k+1}-t_{k}\right)^{2}} \\
& \quad \times\left[\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l m}\right)\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right)-\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l m}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\right] d s \\
& \quad+\sum_{m=1}^{r}\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l m}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right) \\
& \quad \times\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right)\left(B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right) \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{\left(t_{k+1}-t_{k}\right)^{2}} d s \\
& \quad+\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right) \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{t_{k+1}-t_{k}} \frac{\partial \sigma_{i j}}{\partial x^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) b^{l}\left(s, X^{\mathrm{WZ}}\right) d s .
\end{aligned}
$$

Hence, by (10), we have for $n=0,1, \ldots, N$ and $i=1,2, \ldots, d$

$$
\begin{aligned}
& \left|I_{4}^{i}\left(t_{n}\right)\right| \\
& \begin{aligned}
& \leq 1 \\
& 2
\end{aligned} \left\lvert\, \sum_{j=1}^{r} \sum_{l=1}^{d} \int_{0}^{t}\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l j}\right)\left(s, X_{s},(\Gamma X)_{s}\right) d s\right. \\
& \left.\quad-\sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{l=1}^{d} \sum_{m=1}^{r}\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l m}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right)\left(B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right) \right\rvert\, \\
& \quad+\sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{l=1}^{d} \sum_{m=1}^{r}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j} \| B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right| \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{\left(t_{k+1}-t_{k}\right)^{2}} \\
& \quad \times\left|\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l m}\right)\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right)-\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l m}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\right| d s \\
& \quad+C \sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right| \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{t_{k+1}-t_{k}} d s
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{2} \left\lvert\, \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{l=1}^{d} \sum_{m=1}^{r}\left(\delta_{j m}\left(t_{k+1}-t_{k}\right)\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l m}\right)\left(t_{k}, X_{t_{k}},(\Gamma X)_{t_{k}}\right)\right.\right. \\
& \left.-\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l m}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right)\left(B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right)\right) \mid \\
& +\frac{1}{2}\left|\sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{l=1}^{d} \int_{t_{k}}^{t_{k+1}}\left[\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l j}\right)\left(s, X_{s},(\Gamma X)_{s}\right)-\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l j}\right)\left(t_{k}, X_{t_{k}},(\Gamma X)_{t_{k}}\right)\right] d s\right| \\
& +C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{l=1}^{d} \sum_{m=1}^{r}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j} \| B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right| \\
& \times \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{\left(t_{k+1}-t_{k}\right)^{2}}\left(s-t_{k}+\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\left|\left(\Gamma X^{\mathrm{WZ}}\right)_{s}-\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right|_{\mathbb{R}^{d}}\right) d s \\
& +C \sum_{j=1}^{r} \sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left(t_{k+1}-t_{k}\right) \\
& \left.\leq \frac{1}{2} \right\rvert\, \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{l=1}^{d}\left(t_{k+1}-t_{k}\right) \\
& \times\left[\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l j}\right)\left(t_{k}, X_{t_{k}},(\Gamma X)_{t_{k}}\right)-\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l j}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\right] \\
& +\frac{1}{2} \left\lvert\, \sum_{j=1}^{r} \sum_{m=1}^{r} \sum_{k=0}^{n-1} \sum_{l=1}^{d}\left(\frac{\partial \sigma_{i j}}{\partial x^{l}} \sigma_{l m}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\right. \\
& \times\left(\delta_{j m}\left(t_{k+1}-t_{k}\right)-\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right)\left(B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right)\right) \mid \\
& +C \sum_{k=0}^{n-1} \int_{t_{k}}^{t_{k+1}}\left(s-t_{k}+\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}+\left|(\Gamma X)_{s}-(\Gamma X)_{t_{k}}\right|_{\mathbb{R}^{d}}\right) d s \\
& +C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left|B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right| \\
& \times \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{\left(t_{k+1}-t_{k}\right)^{2}}\left(s-t_{k}+\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\left|\left(\Gamma X^{\mathrm{WZ}}\right)_{s}-\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right|_{\mathbb{R}^{d}}\right) d s \\
& +C \sum_{j=1}^{r} \sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left(t_{k+1}-t_{k}\right) \\
& \leq C \sum_{k=0}^{n-1}\left(t_{k+1}-t_{k}\right)\left(\left|X_{t_{k}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\left|(\Gamma X)_{t_{k}}-\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right|_{\mathbb{R}^{d}}\right)
\end{aligned}
$$

$$
\left.\begin{array}{l}
+\frac{1}{2}\left|\sum_{j=1}^{r} \sum_{m=1}^{r} \mu_{t_{n}}^{i j m}\right|+C \sum_{k=0}^{n-1}\left(t_{k+1}-t_{k}\right)\left(|\Delta|^{1 / 2}+\sup _{s \in\left[t_{k}, t_{k}+1\right]}\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}\right) \\
+C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left|B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right| \\
\quad \times \sup _{s \in\left[t_{k}, t_{k+1}\right]}\left(s-t_{k}+\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\left|\left(\Gamma X^{\mathrm{WZ}}\right)_{s}-\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right|_{\mathbb{R}^{d}}\right) \\
\quad+C \sum_{j=1}^{r} \sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left(t_{k+1}-t_{k}\right) \\
\leq C \int_{0}^{t_{n}} \sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}} d s+\frac{1}{2} \max _{k=0,1, \ldots, n}\left|\sum_{j=1}^{r} \sum_{m=1}^{r} \mu_{t_{k}}^{i j m}\right| \\
+C \sum_{k=0}^{n-1}\left(t_{k+1}-t_{k}\right)\left(|\triangle|^{1 / 2}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}\right) \\
\quad+C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left|B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right|\left(|\triangle|^{1 / 2}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}\right)
\end{array}\right)
$$

By taking the $L^{p}$-norm of the both sides and applying Lemmas 3.3 and 3.7, Example 5.3 and Hölder's inequality, we obtain

$$
\begin{aligned}
E & \left.\max _{k=0,1, \ldots, n}\left|I_{4}^{i}\left(t_{k}\right)\right|^{p}\right]^{1 / p} \\
\leq & C|\Delta|^{1 / 2}+C \int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right]^{1 / p} d s \\
& +C \sum_{k=0}^{n-1}\left(t_{k+1}-t_{k}\right)\left(|\Delta|^{1 / 2}+E\left[\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}^{p}\right]^{1 / p}\right) \\
& +C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r} E\left[\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|^{p}\left|B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right|^{p}\left(|\Delta|^{1 / 2}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}\right)^{p}\right]^{1 / p} \\
& +C \sum_{j=1}^{r} \sum_{k=0}^{n-1} E\left[\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|^{p}\right]^{1 / p}\left(t_{k+1}-t_{k}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq C|\Delta|^{1 / 2}+C \int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right]^{1 / p} d s \\
& +C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r} E\left[\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|^{3 p p}\right]^{1 /(3 p)} E\left[\left|B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right|^{3 p p}\right]^{1 /(3 p)} \\
& \quad \times E\left[\left(|\Delta|^{1 / 2}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}\right)^{3 p}\right]^{1 /(3 p)} \\
& \leq C|\Delta|^{1 / 2}+C \int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right]^{1 / p} d s .
\end{aligned}
$$

The desired estimate for $I_{4}$ follows from this inequality.
Next we consider the estimate for $I_{5}$. Note that for $t \in[0, T]$

$$
\begin{aligned}
\left(\Gamma X^{\mathrm{WZ}}\right)_{t}-\left(\Gamma X^{\mathrm{WZ}}\right)_{0}= & \int_{0}^{t} \frac{\partial f}{\partial t}\left(s, X_{s}^{\mathrm{WZ}}\right) d s \\
& +\sum_{j=1}^{d} \sum_{l=1}^{r} \int_{0}^{t} \frac{\partial f}{\partial x^{j}}\left(s, X_{s}^{\mathrm{WZ}}\right) \sigma_{j l}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) d B_{s}^{\Delta, l} \\
& +\sum_{j=1}^{d} \int_{0}^{t} \frac{\partial f}{\partial x^{j}}\left(s, X_{s}^{\mathrm{WZ}}\right) b^{j}\left(s, X^{\mathrm{WZ}}\right) d s+A\left(X^{\mathrm{WZ}}\right)_{t}-A\left(X^{\mathrm{WZ}}\right)_{0} .
\end{aligned}
$$

To simplify the notation, let

$$
g_{i j m}(t, x, y):=\sum_{l=1}^{d} \sum_{q=1}^{d} \frac{\partial \sigma_{i j}}{\partial y^{l}}(t, x, y) \sigma_{q m}(t, x, y) \frac{\partial f^{l}}{\partial x^{q}}(t, x), \quad t \in[0, T], x, y \in \mathbb{R}^{d}
$$

for $i=1,2, \ldots, d$ and $j, m=1,2, \ldots, r$. For $k=0,1, \ldots, N-1, i, l=1,2, \ldots, d$ and $j=1,2, \ldots, r$, it holds that

$$
\begin{aligned}
& \int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial y^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} d\left(\Gamma X^{\mathrm{WZ}}\right)_{s}^{l} \\
& =\sum_{q=1}^{d} \sum_{m=1}^{r} \int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial y^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} \\
& \quad \times \frac{\partial f^{l}}{\partial x^{q}}\left(s, X_{s}^{\mathrm{WZ}}\right) \sigma_{q m}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{m}-B_{t_{k}}^{m}}{t_{k+1}-t_{k}} d s \\
& \quad+\int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial y^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}}
\end{aligned}
$$

$$
\begin{gathered}
\times\left(\frac{\partial f^{l}}{\partial t}\left(s, X_{s}^{\mathrm{WZ}}\right)+\sum_{q=1}^{d} \frac{\partial f^{l}}{\partial x^{q}}\left(s, X_{s}^{\mathrm{WZ}}\right) b^{q}\left(s, X^{\mathrm{WZ}}\right)\right) d s \\
+\int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-s\right) \frac{\partial \sigma_{i j}}{\partial y^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}^{j}-B_{t_{k}}^{j}}{t_{k+1}-t_{k}} d A^{l}\left(X^{\mathrm{WZ}}\right)_{s} \\
=\sum_{q=1}^{d} \sum_{m=1}^{r}\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right)\left(B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right) \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{\left(t_{k+1}-t_{k}\right)^{2}} \\
\times\left[\left(\frac{\partial \sigma_{i j}}{\partial y^{l}} \sigma_{q m}\right)\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{\partial f^{l}}{\partial x^{q}}\left(s, X_{s}^{\mathrm{WZ}}\right)\right. \\
\left.-\left(\frac{\partial \sigma_{i j}}{\partial y^{l}} \sigma_{q m}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right) \frac{\partial f^{l}}{\partial x^{q}}\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}}\right)\right] d s \\
+\sum_{q=1}^{d} \sum_{m=1}^{r}\left(\frac{\partial \sigma_{i j}}{\partial y^{l}} \sigma_{q m}\right)\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right) \frac{\partial f^{l}}{\partial x^{q}}\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}}\right) \\
\times\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right)\left(B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right) \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{\left(t_{k+1}-t_{k}\right)^{2}} d s \\
+\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right) \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{t_{k+1}-t_{k}} \frac{\partial \sigma_{i j}}{\partial y^{l}}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \\
\times\left(\frac{\partial f^{l}}{\partial t}\left(s, X_{s}^{\mathrm{WZ}}\right)+\sum_{q=1}^{d} \frac{\partial f^{l}}{\partial x^{q}}\left(s, X_{s}^{\mathrm{WZ}}\right) b^{q}\left(s, X^{\mathrm{WZ}}\right)\right) d s
\end{gathered}
$$

Hence, by (10), we have for $n=0,1, \ldots, N$ and $i=1,2, \ldots, d$

$$
\begin{aligned}
& \left|I_{5}^{i}\left(t_{n}\right)\right| \\
& \left.\leq \frac{1}{2} \right\rvert\, \sum_{j=1}^{r} \int_{0}^{t} g_{i j j}\left(s, X_{s},(\Gamma X)_{s}\right) d s \\
& \quad-\sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r} g_{i j m}\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right)\left(B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right) \mid \\
& \quad+\sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j} \| B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right| \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{\left(t_{k+1}-t_{k}\right)^{2}} \\
& \quad \times\left|g_{i j m}\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right)-g_{i j m}\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\right| d s
\end{aligned}
$$

$$
\begin{aligned}
& +C \sum_{j=1}^{r} \sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right| \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{t_{k+1}-t_{k}} d s \\
& +C \sum_{j=1}^{r} \sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right| \operatorname{Var}_{\left[t_{k}, t_{k+1}\right]}\left(A\left(X^{\mathrm{WZ}}\right)\right) \\
& \left.\leq \frac{1}{2} \right\rvert\, \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r}\left[\delta_{j m}\left(t_{k+1}-t_{k}\right) g_{i j m}\left(t_{k}, X_{t_{k}},(\Gamma X)_{t_{k}}\right)\right. \\
& \left.-g_{i j m}\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right)\left(B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right)\right] \mid \\
& +\frac{1}{2}\left|\sum_{k=0}^{n-1} \sum_{j=1}^{r} \int_{t_{k}}^{t_{k+1}}\left[g_{i j j}\left(s, X_{s},(\Gamma X)_{s}\right)-g_{i j j}\left(t_{k}, X_{t_{k}},(\Gamma X)_{t_{k}}\right)\right] d s\right| \\
& +C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left|B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right| \\
& \times \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{\left(t_{k+1}-t_{k}\right)^{2}}\left(s-t_{k}+\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\left|\left(\Gamma X^{\mathrm{WZ}}\right)_{s}-\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right|_{\mathbb{R}^{d}}\right) d s \\
& +C \sum_{j=1}^{r} \sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left(t_{k+1}-t_{k}\right)+C \sum_{j=1}^{r} \sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right| \operatorname{Var}_{\left[t_{k}, t_{k+1}\right]}\left(A\left(X^{\mathrm{WZ}}\right)\right) \\
& \leq \frac{1}{2} \sum_{k=0}^{n-1} \sum_{j=1}^{r}\left(t_{k+1}-t_{k}\right)\left|g_{i j j}\left(t_{k}, X_{t_{k}},(\Gamma X)_{t_{k}}\right)-g_{i j j}\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\right| \\
& \left.+\frac{1}{2} \right\rvert\, \sum_{j=1}^{r} \sum_{m=1}^{r} \sum_{k=0}^{n-1} g_{i j m}\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right) \\
& \times\left(\delta_{j m}\left(t_{k+1}-t_{k}\right)-\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right)\left(B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right)\right) \mid \\
& +C \sum_{k=0}^{n-1} \int_{t_{k}}^{t_{k+1}}\left(s-t_{k}+\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}+\left|(\Gamma X)_{s}-(\Gamma X)_{t_{k}}\right|_{\mathbb{R}^{d}}\right) d s \\
& +C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left|B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right| \\
& \times \int_{t_{k}}^{t_{k+1}} \frac{t_{k+1}-s}{\left(t_{k+1}-t_{k}\right)^{2}}\left(s-t_{k}+\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\left|\left(\Gamma X^{\mathrm{WZ}}\right)_{s}-\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right|_{\mathbb{R}^{d}}\right) d s
\end{aligned}
$$

$$
\begin{aligned}
& +C \sum_{j=1}^{r} \sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left(t_{k+1}-t_{k}+\operatorname{Var}_{\left[t_{k}, t_{k+1}\right]}\left(A\left(X^{\mathrm{WZ}}\right)\right)\right) \\
& \leq C \sum_{k=0}^{n-1}\left(t_{k+1}-t_{k}\right)\left(\left|X_{t_{k}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\left|(\Gamma X)_{t_{k}}-\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right|_{\mathbb{R}^{d}}\right)+\frac{1}{2}\left|\sum_{j=1}^{r} \sum_{m=1}^{r} \nu_{t_{n}}^{i j m}\right| \\
& +C \sum_{k=0}^{n-1}\left(t_{k+1}-t_{k}\right)\left(|\Delta|^{1 / 2}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}\right) \\
& +C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left|B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right| \\
& \times \sup _{s \in\left[t_{k}, t_{k+1}\right]}\left(s-t_{k}+\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\left|\left(\Gamma X^{\mathrm{WZ}}\right)_{s}-\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right|_{\mathbb{R}^{d}}\right) \\
& +C \sum_{j=1}^{r} \sum_{k=0}^{n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left(t_{k+1}-t_{k}+\operatorname{Var}_{\left[t_{k}, t_{k+1}\right]}\left(A\left(X^{\mathrm{WZ}}\right)\right)\right) \\
& \leq C \int_{0}^{t_{n}} \sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}} d s+\frac{1}{2} \max _{k=0,1, \ldots, n}\left|\sum_{j=1}^{r} \sum_{m=1}^{r} v_{t_{k}}^{i j m}\right| \\
& +C \sum_{k=0}^{n-1}\left(t_{k+1}-t_{k}\right)\left(|\Delta|^{1 / 2}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}\right) \\
& +C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\left|B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right|\left(|\Delta|^{1 / 2}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}\right) \\
& +C \sum_{j=1}^{r}\left(\max _{k=0,1, \ldots, n-1}\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|\right)\left(T+\operatorname{Var}_{[0, T]}\left(A\left(X^{\mathrm{WZ}}\right)\right)\right) .
\end{aligned}
$$

By taking the $L^{p}$-norm of the both sides and applying Lemmas 3.3 and 3.7, Example 5.3 and Hölder's inequality, we obtain

$$
\begin{aligned}
& E\left[\max _{k=0,1, \ldots, n}\left|I_{5}^{i}\left(t_{k}\right)\right|^{p}\right]^{1 / p} \\
& \leq C|\Delta|^{1 / 2}+C \int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right]^{1 / p} d s \\
& \quad+C \sum_{k=0}^{n-1}\left(t_{k+1}-t_{k}\right)\left(|\Delta|^{1 / 2}+E\left[\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}^{p}\right]^{1 / p}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r} E\left[\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|^{p}\left|B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right|^{p}\right. \\
& \left.\times\left(|\Delta|^{1 / 2}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}\right)^{p}\right]^{1 / p} \\
& +C \sum_{j=1}^{r} \sum_{k=0}^{n-1} E\left[\left(\max _{k=0,1, \ldots, n-1} \mid B_{t_{k+1}}^{j}-B_{t_{k}}^{j} p^{p}\right)\left(T+\operatorname{Var}_{[0, T]}\left(A\left(X^{\mathrm{WZ}}\right)\right)\right)^{p}\right]^{1 / p} \\
& \leq C|\Delta|^{1 / 2}+C \int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right]^{1 / p} d s \\
& +C \sum_{k=0}^{n-1} \sum_{j=1}^{r} \sum_{m=1}^{r} E\left[\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|^{3 p}\right]^{1 /(3 p)} E\left[\left|B_{t_{k+1}}^{m}-B_{t_{k}}^{m}\right|^{3 p}\right]^{1 /(3 p)} \\
& \quad \times E\left[\left(|\Delta|^{1 / 2}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}\right)^{3 p}\right]^{1 /(3 p)} \\
& +C \sum_{j=1}^{r} E\left[\max _{k=0,1, \ldots, n-1}^{\left.\left|B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right|^{2 p}\right]^{1 /(2 p)} E\left[\left(T+\operatorname{Var}_{[0, T]}\left(A\left(X^{\mathrm{WZ}}\right)\right)\right)^{2 p}\right]^{1 /(2 p)}}\right. \\
& \leq C|\Delta|^{1 / 2}+C \int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right]^{1 / p} d s \\
& +C|\Delta|^{1 / 2}(1+\log N)^{1 / 2}\left(T+E\left[\left(\operatorname{Var}_{[0, T]}\left(A\left(X^{\mathrm{WZ}}\right)\right)\right)^{2 p}\right]^{1 /(2 p)}\right) .
\end{aligned}
$$

Therefore, once it is shown that

$$
\begin{equation*}
E\left[\left(\operatorname{Var}_{[0, T]}\left(A\left(X^{\mathrm{WZ}}\right)\right)\right)^{2 p}\right]^{1 /(2 p)} \leq C, \tag{16}
\end{equation*}
$$

the desired estimate for $I_{5}$ is obtained. Let

$$
\Psi(t):=\sigma\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right), \quad t \in\left[t_{k}, t_{k+1}\right)
$$

for $k=0,1, \ldots, N-1$. The Burkholder-Davis-Gundy inequality implies

$$
\begin{aligned}
& E\left[\sup _{t \in[0, T]}\left|\sum_{k=0}^{N-1} \frac{t \wedge t_{k+1}-t \wedge t_{k}}{t_{k+1}-t_{k}} \sigma\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)\right|_{\mathbb{R}^{d}}^{2 p}\right]^{1 /(2 p)} \\
& =E\left[\max _{n=0,1, \ldots, N-1} \sup _{t \in\left[t_{n}, t_{n+1}\right]} \left\lvert\, \frac{t-t_{n}}{t_{n+1}-t_{n}} \sigma\left(t_{n}, X_{t_{n}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{n}}\right)\left(B_{t_{n+1}}-B_{t_{n}}\right)\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\quad+\left.\sum_{k=0}^{n-1} \sigma\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)\right|_{\mathbb{R}^{d}} ^{2 p}\right]^{1 /(2 p)} \\
& \leq C E\left[\max _{n=0,1, \ldots, N-1}\left|B_{t_{n+1}}-B_{t_{n}}\right|_{\mathbb{R}^{d}}^{2 p}\right]^{1 /(2 p)}+C E\left[\max _{n=0,1, \ldots, N-1}\left|\int_{0}^{t_{n}} \Psi(s) d B_{s}\right|_{\mathbb{R}^{d}}^{2 p}\right]^{1 /(2 p)} \\
& \leq C\left(\sum_{n=0}^{N-1} E\left[\left|B_{t_{n+1}}-B_{t_{n}}\right|_{\mathbb{R}^{d}}^{2 p}\right]\right)^{1 /(2 p)}+C E\left[\left(\int_{0}^{T}|\Psi(s)|_{\mathbb{R}^{d} \otimes \mathbb{R}^{r}}^{2} d s\right)^{p}\right]^{1 /(2 p)} \\
& \leq C\left(\sum_{n=0}^{N-1}\left(t_{n+1}-t_{n}\right)^{p}\right)^{1 /(2 p)}+C \\
& \leq C .
\end{aligned}
$$

By this inequality, (A3) and (10), we have

$$
\begin{aligned}
& E\left[\left(\operatorname{Var}_{[0, T]}\left(A\left(X^{\mathrm{WZ}}\right)\right)\right)^{2 p}\right]^{1 /(2 p)} \\
& \leq C E\left[\left(1+\left\|X^{\mathrm{WZ}}-\xi\right\|_{C\left([0, T] ; \mathbb{R}^{d}\right)}\right)^{2 p}\right]^{1 /(2 p)} \\
& \leq C+C E\left[\sup _{t \in[0, T]}\left|\sum_{k=0}^{N-1} \int_{t \wedge t_{k}}^{t \wedge t_{k+1}} \sigma\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right) \frac{B_{t_{k+1}}-B_{t_{k}}}{t_{k+1}-t_{k}} d s\right|_{\mathbb{R}^{d}}^{2 p}\right]^{1 /(2 p)} \\
& +C E\left[\sup _{t \in[0, T]}\left|\int_{0}^{t} b\left(s, X^{\mathrm{WZ}}\right) d s\right|_{\mathbb{R}^{d}}^{2 p}\right]^{1 /(2 p)} \\
& \leq C+C E\left[\sup _{t \in[0, T]}\left|\sum_{k=0}^{N-1} \frac{t \wedge t_{k+1}-t \wedge t_{k}}{t_{k+1}-t_{k}} \sigma\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right)\right|_{\mathbb{R}^{d}}^{2 p}\right]^{1 /(2 p)} \\
& +C E\left[\sup _{t \in[0, T]} \mid \sum_{k=0}^{N-1} \int_{t \wedge t_{k}}^{t \wedge t_{k+1}}\left(\sigma\left(s, X_{s}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{s}\right)-\sigma\left(t_{k}, X_{t_{k}}^{\mathrm{WZ}},\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right)\right)\right. \\
& \left.\times\left.\frac{B_{t_{k+1}}-B_{t_{k}}}{t_{k+1}-t_{k}} d s\right|_{\mathbb{R}^{d}} ^{2 p}\right]^{1 /(2 p)} \\
& \leq C+C E\left[\operatorname { s u p } _ { t \in [ 0 , T ] } \left(\sum_{k=0}^{N-1} \frac{\left|B_{t_{k+1}}-B_{t_{k}}\right|_{\mathbb{R}^{d}}}{t_{k+1}-t_{k}}\right.\right. \\
& \left.\left.\times \int_{t \wedge t_{k}}^{t \wedge t_{k+1}}\left(s-t_{k}+\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}+\left|\left(\Gamma X^{\mathrm{WZ}}\right)_{s}-\left(\Gamma X^{\mathrm{WZ}}\right)_{t_{k}}\right|_{\mathbb{R}^{d}}\right) d s\right)^{2 p}\right]^{1 /(2 p)}
\end{aligned}
$$

$$
\begin{aligned}
& \leq C+C E\left[\left(\sum_{k=0}^{N-1}\left|B_{t_{k+1}}-B_{t_{k}}\right|_{\mathbb{R}^{d}}\left(\sqrt{t_{k+1}-t_{k}}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}\right)\right)^{2 p}\right]^{1 /(2 p)} \\
& \begin{array}{c}
\leq C+C \sum_{k=0}^{N-1} E\left[\left|B_{t_{k+1}}-B_{t_{k}}\right|_{\mathbb{R}^{d}}^{2 p}\left(\sqrt{t_{k+1}-t_{k}}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}\right)^{2 p}\right]^{1 /(2 p)} \\
\leq C+C \sum_{k=0}^{N-1} E\left[\left|B_{t_{k+1}}-B_{t_{k}}\right|_{\mathbb{R}^{d}}^{4 p}\right]^{1 /(4 p)} \\
\times E\left[\left(\sqrt{t_{k+1}-t_{k}}+\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}\right)^{4 p}\right]^{1 /(4 p)} \\
\leq C+C \sum_{k=0}^{N-1} E\left[\left|B_{t_{k+1}}-B_{t_{k}}\right|_{\mathbb{R}^{d}}^{4 p}\right]^{1 /(4 p)} \\
\times\left(\sqrt{t_{k+1}-t_{k}}+E\left[\sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{4 p}\right]^{1 /(4 p)}\right)
\end{array}
\end{aligned}
$$

Hence, by Lemma 3.3 we obtain

$$
\begin{aligned}
& E\left[\left(\operatorname{Var}_{[0, T]}\left(A\left(X^{\mathrm{WZ}}\right)\right)\right)^{2 p}\right]^{1 /(2 p)} \\
& \leq C+C \sum_{k=0}^{N-1} \sqrt{t_{k+1}-t_{k}}\left(\sqrt{t_{k+1}-t_{k}}+C \sqrt{t_{k+1}-t_{k}}\right) \\
& \leq C .
\end{aligned}
$$

Thus, (16) is proved.
Now we are going to finish the proof of Theorem 3.2 by using the estimates above. From (15), Lemmas 3.6 and 3.8 we have

$$
\begin{align*}
& E\left[\max _{k=0,1, \ldots, n}\left|X_{t_{k}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] \\
& \leq C\left(|\Delta|^{p / 2}(1+\log N)^{p / 2}+\int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] d s\right) \tag{17}
\end{align*}
$$

for $n=0,1, \ldots, N$.
For $t \in\left[t_{n}, t_{n+1}\right]$, (17) and Lemma 3.5 imply

$$
E\left[\sup _{s \in[0, t]}\left|X_{s}-X_{s}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right]
$$

$$
\begin{aligned}
& \leq E\left[\max _{k=0,1, \ldots, n} \sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}-X_{s}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] \\
& \leq C E\left[\max _{k=0,1, \ldots, n} \sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}-X_{t_{k}}\right|_{\mathbb{R}^{d}}^{p}\right]+C E\left[\max _{k=0,1, \ldots, n} \sup _{s \in\left[t_{k}, t_{k+1}\right]}\left|X_{s}^{\mathrm{WZ}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] \\
& +C E\left[\max _{k=0,1, \ldots, n}\left|X_{t_{k}}-X_{t_{k}}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] \\
& \leq C\left(|\Delta|^{p / 2}(1+\log N)^{p / 2}+\int_{0}^{t_{n}} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] d s\right) .
\end{aligned}
$$

Hence, for $t \in[0, T]$ it holds that

$$
E\left[\sup _{s \in[0, t]}\left|X_{s}-X_{s}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] \leq C\left(|\Delta|^{p / 2}(1+\log N)^{p / 2}+\int_{0}^{t} E\left[\sup _{u \in[0, s]}\left|X_{u}-X_{u}^{\mathrm{WZ}}\right|_{\mathbb{R}^{d}}^{p}\right] d s\right) .
$$

Applying Gronwall's inequality, we obtain the estimate of Theorem 3.2.
4. Remark on the stochastic differential equations with the reflecting boundary condition. In this section, we discuss the relation between stochastic differential equations of the Markovian type with the reflecting boundary condition and path-dependent stochastic differential equations, and see that the results in the present paper include some stochastic differential equations of Markovian type with the reflecting boundary condition.

To study the reflection of stochastic processes, we usually consider the Skorohod equation. Let $T>0$ and let $D$ be a connected domain in $\mathbb{R}^{d}$. Denote the closure of $D$ by $\bar{D}$ and the boundary of $D$ by $\partial D$. The solution to the Skorohod equation on $D$ is defined as follows.

Definition 4.1. For given $w \in C\left([0, T] ; \mathbb{R}^{d}\right)$ with $w_{0} \in \bar{D}$, a pair $(\xi, \phi) \in C([0, T]$; $\bar{D}) \times C\left([0, T] ; \mathbb{R}^{d}\right)$ is called a solution of the Skorohod equation on $D$, if $\phi_{0}=0, \phi$ has the bounded variation on $[0, T]$,

$$
\begin{aligned}
\xi_{t} & =w_{t}+\phi_{t}, & & t \in[0, T], \\
\operatorname{Var}_{[0, t]}(\phi) & =\int_{0}^{t} \mathbb{I}_{\partial D}\left(\xi_{s}\right) d \operatorname{Var}_{[0, s]}(\phi), & & t \in[0, T],
\end{aligned}
$$

and there exists $\mathbf{n} \in C\left([0, T] ; \mathbb{R}^{d}\right)$ such that

$$
\begin{array}{ll}
\mathbf{n}_{t} \in \bigcup_{r>0}\left\{\tilde{\mathbf{n}} \in \mathbb{R}^{d} ;|\tilde{\mathbf{n}}|=1, B\left(\xi_{t}-r \tilde{\mathbf{n}}, r\right) \cap D=\emptyset\right\}, & t \in\left\{s \in[0, T] ; \xi_{s} \in \partial D\right\} \\
\phi_{t}=\int_{0}^{t} \mathbf{n}_{s} d \operatorname{Var}_{[0, s]}(\phi), & t \in[0, T]
\end{array}
$$

where $B(x, r):=\left\{y \in \mathbb{R}^{d} ;|x-y|<r\right\}$ for $x \in \mathbb{R}^{d}$ and $r>0$.
We remark that for $t \in[0, T] \mathbf{n}_{t}$ is an inward unit normal vector of $\partial D$ at $\xi_{t}$. It is known that; if the Skorohod equation has the existence and the uniqueness of the solution $(\xi, \phi)$ with respect to $w, \xi$ is a sufficiently nice process to be regarded as "the reflected process of $w$ ",
and actually the reflected process of $w$ is defined by $\xi$. When the Skorohod equation has the existence and the uniqueness of the solution, we call the mapping $\Gamma: C\left([0, T] ; \mathbb{R}^{d}\right) \rightarrow$ $C([0, T] ; \bar{D})$ given by $\Gamma: w \mapsto \xi$ the Skorohod map.

Originally the problem of stochastic differential equations with the reflecting boundary condition was considered on half spaces. In the case that $\bar{D}$ is a half space $\mathbb{R}_{+}^{d}:=\{x=$ $\left.\left(x^{1}, x^{2}, \ldots, x^{d}\right) \in \mathbb{R}^{d} ; x^{1} \geq 0\right\}$, the Skorohod equation has the existence and the uniqueness of the solution and the Skorohod map is given by

$$
(\Gamma w)_{t}=\left(w_{t}^{1}-\inf _{s \in[0, t]}\left(w_{s}^{1} \wedge 0\right), w_{t}^{2}, \ldots, w_{t}^{d}\right)
$$

(see e.g. [4], [6] or [7].) In particular, the Skorohod map is Lipschitz continuous. The case of general domains was studied by Tanaka [16]. He showed the existence and the uniqueness of the solution in the case that the domain is in a certain class, which includes the convex domains. Later, Tanaka's result was extended to the cases of more general domains by Lions and Sznitman [10] and Saisho [13]. It is known that even in the cases of such a general domain the Skorohod map is ( $1 / 2$ )-Hölder continuous (see Theorem 1.1 in [10]). On the other hand, it is also known that, even if the Skorohod equation has the existence and the uniqueness of the solution, there exist some domains such that the Skorohod map is not Lipschitz continuous (see Proposition 4.1 in [7]). Note that a necessary and sufficient condition for the Skorohod map to be Lipschitz continuous is also obtained in [7]. The boundary condition mentioned above is of a simple type of the reflection. We remark that the cases of the more general boundary conditions, for example the oblique reflecting boundary condition and the boundary condition of the Wentzell type, are also studied (see [10] and Section 7 of Chapter IV in [9]).

Now we see the relation between stochastic differential equations with the reflecting boundary condition and path-dependent stochastic differential equations. Let $D$ be a connected domain in $\mathbb{R}^{d}$ such that the Skorohod equation on $D$ has the existence and the uniqueness of the solution, and denote the Skorohod map by $\Gamma$. Consider a stochastic differential equation with the reflecting boundary condition,

$$
\left\{\begin{align*}
d X_{t} & =\sigma\left(t, X_{t}\right) d B_{t}+b\left(t, X_{t}\right) d t+d \Phi_{t}  \tag{18}\\
X_{0} & =x \in \bar{D}
\end{align*}\right.
$$

where $\Phi$ plays the role of the reflection of $X$ on $\partial D$, i.e. $\Gamma(X-\Phi)=X$. On the other hand, consider a path-dependent stochastic differential equation

$$
\left\{\begin{align*}
d Y_{t} & =\sigma\left(t,(\Gamma Y)_{t}\right) d B_{t}+b\left(t,(\Gamma Y)_{t}\right) d t  \tag{19}\\
Y_{0} & =x \in \bar{D}
\end{align*}\right.
$$

Then, there is a one-to-one correspondence between solutions to (18) and (19). Indeed, if $Y$ is a solution to (19), $X$ defined by $X=\Gamma Y$ satisfies (18). While, if $X$ is a solution to (18), then $Y$ defined by

$$
Y_{t}=x+\int_{0}^{t} \sigma\left(s, X_{s}\right) d B_{s}+\int_{0}^{t} b\left(s, X_{s}\right) d s, \quad t \in[0, T]
$$

satisfies (19). Hence, there is the equivalence between solving (18) and (19). The equivalence is originally introduced in the case of half spaces by Anderson and Orey (see Proposition 1 of [4]).

In view of this fact, the results obtained in the present paper are applicable to the stochastic differential equations of Markovian type with the reflecting boundary condition whose Skorohod map is Lipschitz continuous. Indeed, the assumptions on the coefficients in Section 2 are checked as follows.

Proposition 4.2. Let $\Gamma$ be the Skorohod map and assume that $\Gamma$ is Lipschitz continuous. If $\sigma$ is an $\mathbb{R}^{d} \otimes \mathbb{R}^{r}$-valued bounded Lipschitz continuous function on $[0, T] \times \mathbb{R}^{d}$, then $h(t, w):=\sigma\left(t,(\Gamma w)_{t}\right)$ satisfies (F1), (F2) and (F3) in Section 2 with a certain constant $K$.

Proof. From the boundedness of $\sigma$ and the Lipschitz continuity of $\sigma$ and $\Gamma$, (F1) and (F3) are immediately obtained with a certain constant $K$. To see (F2), let $s \in[0, T]$ and fix $s$. Let $(\xi, \phi)$ be the solution to the Skorohod equation with respect to $w$. Then, it is easy to see that $(\xi(\cdot \wedge s), \phi(\cdot \wedge s))$ is the solution to the Skorohod equation with respect to $w(\cdot \wedge s)$. This fact implies that for $t \in[s, T]$

$$
\begin{aligned}
\left|\xi_{t}-\xi_{s}\right|_{\mathbb{R}^{d}} & =\left|(\Gamma w)_{t}-(\Gamma w(\cdot \wedge s))_{t}\right|_{\mathbb{R}^{d}} \\
& \leq\|\Gamma\|\|w-w(\cdot \wedge s)\|_{C\left([0, t] ; \mathbb{R}^{d}\right)}
\end{aligned}
$$

where $\|\Gamma\|$ is the Lipschitz constant of $\Gamma$. Hence we have

$$
\begin{equation*}
\left|(\Gamma w)_{t}-(\Gamma w)_{s}\right|_{\mathbb{R}^{d}} \leq\|\Gamma\|\|w(\cdot+s)-w(s)\|_{C\left([0, t-s] ; \mathbb{R}^{d}\right)} \tag{20}
\end{equation*}
$$

for $s, t \in[0, T]$ such that $s<t$, and $w \in C\left([0, T] ; \mathbb{R}^{d}\right)$. From this inequality and the Lipschitz continuity of $\sigma$ we obtain (F2).

REmARK 4.3. Theorem 2.2 in [7] implies that the Skorohod map is Lipschitz continuous if the domain is a convex polyhedron. Hence, this fact, Theorem 2.2 and Proposition 4.2 yields the same rate of the convergence as Theorem 3 in [14].

Now we think of the assumptions on the coefficients in Section 3.
Proposition 4.4. Let $\Gamma$ be the Skorohod map and assume that $\Gamma$ is Lipschitz continuous. Then, $A(w)_{t}:=(\Gamma w)_{t}-w_{t}$ satisfies (A1) and (A2) in Section 3 with a certain constant $K_{A}$, and satisfies (8) with $f(t, x):=x$ for $t \in[0, T]$ and $x \in \mathbb{R}^{d}$.

Proof. It is easy to see that $A$ satisfies (A1). From (20) we have for $s<t$, and $w \in C\left([0, T] ; \mathbb{R}^{d}\right)$

$$
\left|A(w)_{t}-A(w)_{s}\right|_{\mathbb{R}^{d}} \leq(1+\|\Gamma\|)\|w(\cdot+s)-w(s)\|_{C\left([0, t-s] ; \mathbb{R}^{d}\right)} .
$$

Hence, (A2) also holds.
Even if the Skorohod map is Lipschitz continuous, it is difficult to see that the map $A$ defined in Proposition 4.4 satisfies (A3). However, some sufficient conditions on the domains for (A3) have been concerned (see Lemma 2.6 in [16]). In particular, (A3) is satisfied when
$\bar{D}$ is a half space. This fact immediately follows from the explicit form of the Skorohod map. These cases are to be examples of the result in Section 3.
5. Appendix. In this section, we consider an upper estimate for the $p$-th moment of the maximum of random variables.

Proposition 5.1. Let $\phi$ be a non-negative, strictly increasing and convex function on $[0, \infty)$, and $\left\{X_{k}\right\}$ be a sequence of random variables such that $E\left[\phi\left(\left|X_{k}\right|\right)\right]<\infty$ for $k \in \mathbb{N}$. Then,

$$
E\left[\max _{k=1,2, \ldots, n}\left|X_{k}\right|\right] \leq \phi^{-1}\left(E\left[\max _{k=1,2, \ldots, n} \phi\left(\left|X_{k}\right|\right)\right]\right) \leq \phi^{-1}\left(\sum_{k=1}^{n} E\left[\phi\left(\left|X_{k}\right|\right)\right]\right)
$$

for $n \in \mathbb{N}$ where $\phi^{-1}(t):=\inf \{s \in[0, \infty) ; \phi(s)>t\}$.
Proof. Since

$$
\phi\left(\max _{k=1,2, \ldots, n}\left|X_{k}\right|\right)=\max _{k=1,2, \ldots, n} \phi\left(\left|X_{k}\right|\right),
$$

by Jensen's inequality we have

$$
\begin{aligned}
\phi\left(E\left[\max _{k=1,2, \ldots, n}\left|X_{k}\right|\right]\right) & \leq E\left[\phi\left(\max _{k=1,2, \ldots, n}\left|X_{k}\right|\right)\right] \\
& =E\left[\max _{k=1,2, \ldots, n} \phi\left(\left|X_{k}\right|\right)\right]
\end{aligned}
$$

Therefore, we obtain the first inequality. The second inequality is obvious.
Proposition 5.2. Let $\left\{X_{k}\right\}$ be a sequence of random variables. Then,

$$
\begin{aligned}
E\left[\max _{k=1,2, \ldots, n}\left|X_{k}\right|^{p}\right] & \leq \max \{0, p-1\}^{p}+\left[\log \left(E\left[\max _{k=1,2, \ldots, n} e^{\left|X_{k}\right|}\right]\right)\right]^{p} \\
& \leq \max \{0, p-1\}^{p}+\left[\log \left(\sum_{k=1}^{n} E\left[e^{\left|X_{k}\right|}\right]\right)\right]^{p}
\end{aligned}
$$

for $n \in \mathbb{N}$ and $p \in(0, \infty)$.
Proof. Define a function $f$ on $[0, \infty)$ by

$$
f(x):=\exp \left(x^{1 / p}\right)
$$

and let $x_{0}:=\max \{0, p-1\}^{p}$. Then, it is easy to see that $f$ is strictly increasing on $[0, \infty)$ and convex on $\left[x_{0}, \infty\right)$. Hence, by Proposition 5.1 we have for $n \in \mathbb{N}$

$$
\begin{aligned}
& E\left[\left(\max _{k=1,2, \ldots, n}\left|X_{k}\right|\right)^{p} ; \max _{k=1,2, \ldots, n}\left|X_{k}\right| \geq x_{0}^{1 / p}\right] \\
& =E\left[\max _{k=1,2, \ldots, n}\left|X_{k}\right|^{p} \mathbb{I}_{x_{0}^{1 / p}, \infty}\left(\max _{k=1,2, \ldots, n}\left|X_{k}\right|\right)\right] \\
& \leq f^{-1}\left(E\left[f\left(\max _{k=1,2, \ldots, n}\left|X_{k}\right|^{p} \mathbb{I}_{\left[x_{0}^{1 / p}, \infty\right)}\left(\max _{k=1,2, \ldots, n}\left|X_{k}\right|\right)\right)\right]\right) \\
& \leq f^{-1}\left(E\left[f\left(\max _{k=1,2, \ldots, n}\left|X_{k}\right|^{p}\right)\right]\right) \\
& \leq f^{-1}\left(E\left[\max _{k=1,2, \ldots, n} f\left(\left|X_{k}\right|^{p}\right)\right]\right) \\
& =\left[\log \left(E\left[\max _{k=1,2, \ldots, n}^{\left|X_{k}\right|}\right]\right)\right]^{p} .
\end{aligned}
$$

On the other hand, for $n \in \mathbb{N}$

$$
E\left[\left(\max _{k=1,2, \ldots, n}\left|X_{k}\right|\right)^{p} ; \max _{k=1,2, \ldots, n}\left|X_{k}\right|<x_{0}^{1 / p}\right] \leq \max \{0, p-1\}^{p} .
$$

Therefore, we obtain the first inequality. The second inequality is obvious.
Example 5.3. Let $B$ be the one-dimensional Brownian motion, $\Delta=\left\{0=t_{0}<t_{1}<\right.$ $\left.\cdots<t_{N}=T\right\}$ be a partition of the interval $[0, T]$, and $p \in[2, \infty)$ Then, it holds that

$$
E\left[\max _{k=0,1, \ldots, N-1}\left|B_{t_{k+1}}-B_{t_{k}}\right|^{p}\right] \leq 2^{p}|\Delta|^{p / 2}\left[\left(\frac{p}{2}-1\right)^{p / 2}+\left(\frac{1}{2} \log 2+\log N\right)^{p / 2}\right]
$$

for $n \in \mathbb{N}$ and $p \in(0, \infty)$. Indeed, applying Proposition 5.2 to the sequence of random variables $\left\{\frac{\left|B_{t_{k+1}}-B_{t_{k}}\right|^{2}}{4\left(t_{k+1}-t_{k}\right)}\right\}$, we have

$$
\begin{aligned}
& E\left[\max _{k=0,1, \ldots, N-1}\left(\frac{\left|B_{t_{k+1}}-B_{t_{k}}\right|^{2}}{4\left(t_{k+1}-t_{k}\right)}\right)^{p / 2}\right] \\
& \leq\left(\frac{p}{2}-1\right)^{p / 2}+\left[\log \left(\sum_{k=0}^{N-1} E\left[\exp \left(\frac{\left|B_{t_{k+1}}-B_{t_{k}}\right|^{2}}{4\left(t_{k+1}-t_{k}\right)}\right)\right]\right)\right]^{p / 2} \\
& =\left(\frac{p}{2}-1\right)^{p / 2}+(\log (\sqrt{2} N))^{p / 2}
\end{aligned}
$$
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