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Abstract

In this paper, the simulation of the time-fractional-forced-damped-wave equation (the diffusion
advection forced wave) is given for different parameters. The common finite difference rules
beside the backward Grünwald–Letnikov scheme are used to find the approximation solution
of this model. The paper discusses also the effects of the memory, the internal force (resis-
tance) and the external force on the travelling wave. We follow the waves till they reach their
stationary waves. The Von-Neumann stability condition is also considered and discussed. Be-
sides the simulation of the time evolution of the approximation solution of the classical and
time-fractional model, the stationary solutions are also simulated. All the numerical results
are compared for different values of time.
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1 Introduction

Different versions of the wave equation have been used to model acoustic absorption, dispersion
in biological tissue, ultrasound wave and other huge numbers of natural phenomena. This subject
has gotten a great interest among researchers over the last decade. We begin with the traditional
Cauchy wave equations that models a vibrating string of length L, in an ideal medium, namely

∂2u(x, t)

∂t2
= a

∂2u(x, t)

∂x2
, −R ≤ x ≤ R , t > 0 , L = 2R+ 1 , (1.1)

where u(x, t) represents the vertical displacement of the vibration, and a > 0 is a general positive
constant of diffusion. u(x, t) is imposed to the initial condition u(x, 0) = f(x), and to the boundary
conditions u(−R, t) = u(R, t) = 0, i.e. the string is initially fixed at its ends. One needs another
initial condition to solve this equation, namely ut(x, 0) = g(x). This equation does not model
a vibrating string but also it models many physical and biological phenomena, such as a wave
propagation of sound travelling in a fluid, in a gas, or in any other ideal medium. Also it models
an electrical signal travelling along transmitted cable. If the string is pushed with an external force
F (x), then this equation takes the form

∂2u(x, t)

∂t2
= a

∂2u(x, t)

∂x2
− ∂

∂x
(F (x)u(x, t)) . (1.2)
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This equation models a wide range of physical phenomena. For example the motion of the internal
waves which occur throughout the atmosphere and oceans under the action of external forces such
as pressures and thermodynamic effects. It has gotten an increasingly interests among researchers,
see for example [21] and [17]. Taking under consideration the friction coefficient from an effecting
resistance source with friction coefficient k > 0, one can write equation (1.2) in the form

∂2u(x, t)

∂t2
= k

∂u(x, t)

∂t
+ a

∂2u(x, t)

∂x2
− ∂

∂x
(F (x)u(x, t)), t > 0 . (1.3)

This equation is called the forced-damped wave equation. Some mathematical researchers prefer to
call it diffusion advection wave equation. In some situations, when discussing the electrical signal

travelling along transmission cable, the term k ∂u(x,t)
∂t is called the internal resistance of the wires

comprising the transmission lines. In that case, the model is represented mathematically by the so
called telegraph equation, see [6], [18], [24] and [28]. The over diagnostic ultrasound frequencies,
acoustic absorption in biological tissue, exhibit a power law with a non integer frequency, see [10]
and [7]. Also, in a complex inhomogeneous conducting medium experimental evidence shows that
the sound waves propagate with power law of non integer orders. To model mathematically such
problems, one has to replace the second order time derivative at equation (1.3) by the Liouville–
Caputo [9] time-fractional derivative operator of order β, namely

D
t ∗

β u(x, t) = k
∂u(x, t)

∂t
+ a

∂2u(x, t)

∂x2
− ∂

∂x
(F (x)u(x, t)), a > 0, k > 0 . (1.4)

For 0 < β < 1, equation(1.4 ) represents the time-fractional diffusion under the action of an
internal friction and an external force and for 1 < β < 2, it models the time-fractional forced
damped wave. For further applications on physics and on real phenomena, see [16], [20] and [26].
The Liouville–Caputo time fractional derivative operator of order β is defined as

D
t ∗

βf(t) =











1
Γ(m−β){

t
∫

0

f (m)(τ)Kβ(t− τ)dτ} for m− 1 < β < m ,

dm

dtm f(t) for β = m ,

(1.5)

with

Kβ(t− τ) =
(t− τ)β+1−m

Γ(m− β)
,

being called the memory function. This kernel enables us to reflect the memory effects of many
physical processes, see [9] and [27]. Trials have been done to solve this equation most of them
are based on the iterative methods which give hardly approximation solutions which are not valid
on the long run. Most of these trials are to find solution of equation (1.4) without external and
internal forces. For example: Stojanovic [25] used an approximation method based on Laguerre
polynomials to find a numerical solution to the diffusion wave equation. Agrawal [4] discussed the
general analytical solution for the fourth-order fractional diffusion-wave equation. Later, the same
author [5] used the sine transform technique to convert the fractional differential equation from a
space domain to a wave number domain. Mainardi et al. [22] gave the fundamental solution (the
green functions) of the Cauchy and signaling problems governing the time-fractional wave equation.
Gorenflo et al. [12] discussed a mapping between solutions of the space-time fractional diffusion
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equations and the space-time fractional wave equations. The authors have given the solutions
in terms of the Green function in the form of convergent series. Elsayed et al also studied the
fractional order diffusion and wave equations with numerical examples, see [11] and [15]. The
signaling problem for equation (1.4) without external and internal forces, is also solved using the
Laplace-Fourier transform in a half plane, see [23].

Our main goal in this paper is to simulate the approximate solution of equation (1.4) obtained
by using the common finite difference rules beside using the backward Grünwald- Letnikov scheme.
The Grünwald–Letnikov scheme has been used successfully, see [13], [1], [14],[2], [3] and the reference
therein. The paper discusses also the effect of the memory on the travelling wave. Constantinescu
et al. [8] discussed the long range memory modelling techniques on fractal dynamic systems. So far,
the paper is organized as follows: section 1 is devoted to the introduction. Section 2, is to introduce
the discretization of the classical forced damped wave equation and the proof of the stability of
its difference scheme. In section 3, we discuss the finite difference scheme of the time–fractional
forced wave equation with damping and to give the proof of its stability too. Section 4 is to find
the approximate and analytical stationary solutions for this model. Finally section 5, is devoted to
simulate the propagation of the waves of the previous model for different values of the parameters β,
k, f(x) and t. Also, we interpret our numerical results with investigating the effect of the memory
on the propagation of the waves by comparing all the results. The stationary solution for this model
is also simulated and compared.

2 Discretization of the classical forced wave equation with damping

To find the finite difference scheme of equation (1.3), one has to identify firstly the used external
force F (x). There are many forms of F (x) which can be used depending on the kind of the model.

In this paper, we derive F (x) from the potential U(x) as F (x) = − dU(x)
dx , where U(x) must be a

symmetric differentiable potential and strictly increasing for x > 0. As an example, we consider

here the quadratic harmonic oscillator U(x) = bx2

2 , b > 0. Therefore, F (x) is a linear attractive
force. To descretize the classical forced wave equation with damping, equation (1.3), we utilize the
symmetric difference in space forward in time. So far, the space variable x is descretized by the
grid points

xj = jh, h > 0, j ∈ Z , (2.1)

where, j is restricted by j ∈ [−R,R], h = 1/(2R+ 1). Adjust τ such that

tn = nτ, τ > 0, n ∈ N0 . (2.2)

Introduce the clump y
(n)
j to approximate the integral of the displacement function u(x, t) over the

small interval h. Then constitute the vector

y(n) = {y(n)
−R, y

(n)
−R+1, · · · , y

(n)
R−1, y

(n)
R }T ,

with a suitably initial value y(0) being obtained by the aid of initial condition u(x, 0) = f(x).

Solving equation (1.3) for y
(n+1)
j , to get

y
(n+1)
j =

−1

1− kτ
y
(n−1)
j +

2− kτ − 2aµ

1− kτ
y
(n)
j +

aµ

1− kτ
(1 +

j + 1

R
)y

(n)
j+1 +

aµ

1− kτ
(1− j − 1

R
) y

(n)
j−1 +O(τ2, h2) , (2.3)
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where R = 2a
bh2 is a positive integer number, i.e. R ∈ Z and µ = τ2

h2 being called the scaling relation.

The coefficients of y
(n)
j must be positive, therefore the condition imposed on µ is

0 < µ ≤ 1

2a
. (2.4)

Physical experiments show that the internal (resistance) coefficients must not increase than one.
Therefore, for stability, the friction coefficient k must satisfy the condition

0 < k ≤ 1 . (2.5)

Our numerical results show that if k > 1, the wave damped so rapidly and reach its final stationary
solution so fast. Equation (2.3) is equivalent to

y
(n+1)
j =

−1

1− kτ
y
(n−1)
j + pjjy

(n)
j + pj,j−1y

(n)
j−1 + pj,j+1y

(n)
j+1 . (2.6)

Here y
(n+1)
j is interpreted as the probability of finding the particle at the point xj at the time

instant tn+1, n ≥ 1. While the coefficients pj,j−1, pjj , pj,j+1 represent the transition probabilities
from the points xj−1, xj or xj+1 at the time instant tn to the point xj at the time instant tn+1 and
the factor | −1

1−kτ | is also a transition probability from the point xj at the time instant tn−1 to xj

at the time instant tn+1. One can easily prove that the summation of these transition probabilities
(coefficients) is one. So far, equation (2.3) can be written in the matrix form

y
(n+1)
j =

−1

1− kτ
y
(n−1)
j + P⊤.y

(n)
j , (2.7)

where P is a tri–diagonal matrix whose its elements pi,j ≥ 0, and is defined as

Pij =











P
(1)
ij = aµ

1−kτ (1− j
R ) j = i+ 1, i = −R, · · · , R− 1

P
(2)
ij = 2−kτ−2aµ

1−kτ j = i, i = −R, · · · , R
P

(3)
ij = aµ

1−kτ (1 +
j
R ) j = i− 1, i = −R+ 1, · · · , R− 1 .

(2.8)

For the numerical computation, we introduce the row vector z(n) = (y(n))T , and the matrixH = hij ,
where −R ≤ i, j ≤ R, to write equation (2.7) in the matrix form

z(n+1) =
−1

1− kτ
z(n−1) + z(n).(

2− kτ

1− kτ
I +

µ

1− kτ
H) . (2.9)

HereH is a tri–diagonal matrix satisfying that the summation of its rows is zero. Let S0 =
R
∑

j=−R

y
(0)
j

and Sn =
R
∑

j=−R

y
(n)
j , n ≥ 1, and we suitably choose f(x) such that S0 = 1. scheme (2.3) is

conservative and hence forth is stable, if S0 = Sn , ∀n ≥ 1, which is an easy task and can be proved
by using equations (2.7) and (2.8) as

Sn =
−1

1− kτ
+

3
∑

m=1

P
(m)
ij = 1 .



Time evolution of the approximate and stationary solutions ... 131

This is the proof of the stability according to Lax-Richtmyer, see [19]. There is another proof for the
stability, namely the Von Neumann necessary condition for stability. The Von Neumann stability
analysis is local in the sense that it does not take into account the boundary effects. It is assumed
that at each grid points

y
(n)
j = ζ(n)eiκxj , (2.10)

where ζ = ζ(κ) is a complex number. The approximation solution y(n) is stable if the amplification
factor |ζ|2 ≤ 1. Since there are no conditions imposed on the constants a and b, then for simplicity
we put a = b = 1. After that, substitute equation (2.10) into equation (2.3), to get the following
quadratic equation

ζ2 − (
2− kτ − 2µ

1− kτ
+

µ

1− kτ
(2(1 +

1

R
) cosκh− 2ij

R
sinκh))ζ +

1

1− kτ
= 0 . (2.11)

By taking the limit h → 0, one gets cosκh ≈ 1 and sinκh ≈ κh. After mathematical manipulation,
equation (2.11) is rewritten as

ζ2 − 1

1− kτ
(2− kτ + (1− ijκh)τ2)ζ +

1

1− kτ
= 0 . (2.12)

This quadratic equation has two solutions

ζ1 =
(−2 + kτ − τ2 + ijκhτ2)− 2

√

4(−1 + kτ) + (−2 + kτ − τ2 + ijκhτ2)2

2(kτ − 1)
,

and

ζ2 =
(−2 + kτ − τ2 + ijτ2) + 2

√

4(−1 + kτ) + (−2 + kτ − τ2 + ijκhτ2)2

2(kτ − 1)
.

By using equations (2.4,2.5) and taking the limit as τ → 0 and h → 0, one gets |ζ1|2 ≤ 1 and
|ζ2 >> |1. Therefore, ζ2 is ignored. So far, according to Von Neumann stability condition the
difference scheme (2.3) is stable.

3 Discretization of the time–fractional forced wave equation with

damping

In this section, the discretization of the time–fractional forced wave equation with damping is
given. For this task, we replace the external force in equation (1.4), by the linear attractive force
F (x) = −bx, to get

D
t ∗

β u(x, t) = k
∂u(x, t)

∂t
+ a

∂2u(x, t)

∂x2
+

∂

∂x
(bxu(x, t)) , 1 < β < 2 , x ∈ [−R,R] , (3.1)

with 0 ≤ t ≤ T . This equation is imposed to the same previously used initial conditions u(x, 0) =
f(x) and ut(x, 0) = g(x), and to the same used boundary conditions u(−R, t) = u(R, t) = 0, to
be able to compare the numerical results of the two models. The Liouville–Caputo time–fractional
operator D

t ∗

β u(x, t) is discretized by the Grünwald–Letnikov scheme, see [13], [1], [14] and the

references therein, namely

D
τ ∗

β yj(tn+1) =
n+1
∑

m=0

(−1)m
(

β

m

)

yj(tn+1−m)− yj(t0)

τβ
, 1 < β ≤ 2 ∀n ∈ N0. (3.2)
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Observing that D
τ ∗

1 yj(tn+1) = 1
τ (yj(tn+2) − yj(tn)). Substitute equation (3.2) in equation (3.1)

and use the common finite difference rules, then solve for y
(n+1)
j , to get

y
(n+1)
j =

1

1− kτβ−1

n
∑

m=0

(−1)m
(

β

m

)

y
(0)
j +

1

1− kτβ−1

n
∑

m=2

(−1)m+1

(

β

m

)

y
(n+1−m)
j +

(
β − κτβ−1 − 2µ

1− kτβ−1
) y

(n)
j +

µ

1− kτβ−1
(1 +

j + 1

R
) y

(n)
j+1 +

µ

1− kτβ−1
(1− j − 1

R
) y

(n)
j−1+

O(τβ , h2) . (3.3)

Here, the scaling relation µ is defined as µ = τβ

h2 and it must satisfy the condition

µ ≤ β − kτβ−1

2
. (3.4)

For further calculations, it is better to introduce the two parameters, bn and cm, namely

bn =

n
∑

m=0

(−1)m
(

β

m

)

,

cm = (−1)m+1

(

β

m

)

,m ≥ 1 ,

where they have been originally introduced in [13] with b0 = c1 = β, and all ck ≥ 0, bn ≥ 0. Finally,
bn and cm satisfy the relation

bn +

n
∑

m=1

cm = 1 . (3.5)

Equation (3.3) is equivalent to

y
(n+1)
j =

1

1− kτβ−1
bny

(0)
j +

1

1− kτβ−1

n
∑

m=2

cmy
(n+1−m)
j +

qj,jy
(n)
j + qj,j−1y

(n)
j−1 + qj,j+1y

(n)
j+1 . (3.6)

Again, y
(n+1)
j is interpreted as the probability of finding the particle at the point xj at the time

instant tn+1, n ≥ 1. While the coefficients qj,j−1, qjj , qj,j+1 represent the transition probabilities
from the points xj−1, xj or xj+1 at the time instant tn to the point xj at the time instant tn+1. The
coefficients cm, 2 ≤ m < n are the transition probabilities from xj at the time instants tn−2, · · · t1
to xj at tn+1 while bn is the transition probability from xj at t0 to xj at tn+1. Equation (3.3) is
now written in the following matrix form

y(n+1) =
1

1− kτβ−1
bny

(0) +
1

1− kτβ−1

n
∑

m=2

cm y(n+1−m) +QT .y(n), (3.7)
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where, the matrix Q = qij , i, j ∈ [−R,R] has the form

qij =











q
(1)
ij = µ

1−kτβ−1 (1− j
R ) j = i+ 1, i = −R, · · · , R− 1

q
(2)
ij = β−kτβ−1

−2µ
1−kτβ−1 j = i, i = −R, · · · , R

q
(3)
ij = µ

1−kτβ−1 (1 +
j
R ) j = i− 1, i = −R+ 1, · · · , R− 1 .

(3.8)

By using the same previously used vector z(n), equation (3.7) is rewritten as

z(n+1) =
1

1− kτβ−1
bnz

(0) +
1

1− kτβ−1

n
∑

m=2

cm z(n+1−m) + z(n).Q . (3.9)

By using the same defined matrix H , equation (3.9) is rewritten as

z(n+1) =
1

1− kτβ−1
bnz

(0) +
1

1− kτβ−1

n
∑

m=2

cm z(n+1−m)

+ z(n).(
β − kτβ−1

1− kτβ−1
I +

µ

1− kτβ−1
H) . (3.10)

One can easily prove that Sn = S0 ∀n ≥ 1, by the aid of equation (3.5). Therefore, the descretization
equation (3.3) is stable according to Lax-Richtmyer, see [19]. The time-fractional approximation

solution, y(n+1) depends not only on y
(n)
j−1, y

(n)
j , y

(n)
j+1, but also on y

(n−1)
j , y

(n−2)
j , · · · and back to

y
(0)
j . That means the approximation solution of the time- fractional forced wave equation with
damping depends on the history of the system, i.e. the process has a memory. This memory has a
concrete effects on the evaluation of the dynamic behavior of the model being under discussion. The
other proof of the stability namely, the Von Neumann necessary condition for stability is difficult
as in this case y(n+1) depends on all its history. Therefore to prove the stability, one has to do it on
steps. Firstly, we ignore the coefficients of y(n−1), y(n−2), · · · , y(0), and substitute equation (2.10)
on the rest of equation (3.3), to get after manipulations

ζ = (
β − kτβ−1

1− kτβ−1
+

2µ

R(1− kτβ−1)
) cos(κjh) +

2iµ

R(1− kτβ−1)
sin(κjh) . (3.11)

By using the stability condition (2.5) and taking the limits as h → 0 and τ → 0, one gets |ζ|2 < 1.
Secondly, we take into consideration the dependence of y(n+1) on y(n) and y(n−1), only, to get after
calculations

ζ2 − (
β − kτβ−1 − 2µ

1− kτβ−1
+

µ

1− kτβ−1
(1 +

j + 1

R
)eiκjh+

µ

1− kτβ−1
(1 − j − 1

R
)e−iκjh)ζ − β(β − 1)

2(1− kτβ−1)
= 0 . (3.12)

After some long calculations and using the previous stability conditions and limits, one gets |ζ|2 ≤ 1,
which proves the stability necessary condition. The third step is assuming that y(n+1) depends only
on y(n), y(n−1), and y(n−2) only. Then add the dependence on y(n−3), and so on till reaching y(0). At
each step, one has to solve the resulted equation and the use of the previous limits, to get |ζ|2 < 1.
So far the scheme is stable for the time-fractional order β. In the next section, we simulate the
approximation solution of these models for different values of β, k, f(x) and for different t.
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4 Stationary Continuous and Approximation Solutions

The stationary solution is the solution of the partial differential equations in the long run and is
obtained by taking the limit as t → ∞ to the corresponding partial differential equation. Substitute
F (x) = −bx and a = 1 in equations (1.3) and (3.1), then take the limit at t → ∞, then both
equations go to the same partial differential equation, i.e. there is no dependence on t, namely

b
∂

∂x
xu(x) +

∂2

∂x2
u(x) = 0 . (4.1)

Regarding the initial condition, equation(4.1) has the solution

u(x) =
1√
2π

e−bx2/2 =
1√
2π

e−U(x) .

To find the stationary approximation solution of equations (1.3) and (3.1), we omit the depen-
dence on the time t at equations (2.9) and (3.9). Both go to the same matrix equation z.H = 0, i.e.
HT .y = 0. HT has an eigenvector y∗ of eigenvalue zero. Our stationary approximation solution

is ȳ = cy∗ with c = 1/
R
∑

j=−R

y∗j is a vector whose elements sum to 1. In what follows, we simulate

these stationary solutions. We expect that the classical and the time-fractional all must have the
same behavior on the long run. u(x) is simulated at figure[ 60] and its approximation solution is
simulated at figure[ 61]. It is clear that the wave equation tends to the diffusion equation as t → ∞.

5 Numerical Results and discussions

In this section, we give the numerical results of the approximation solution y(n) of equation (1.4)
for different values of the internal coefficient k, µ, β, t and for different initial functions f(x). In
our calculations, we take the function g(x) = 0. The values of h and τ are related to the scaling
relation µ and to the value of the number of mesh points R. In these simulations we have enlarged
the x−axis, as −20 ≤ x ≤ 20 with h = 0.1. This large x dimension enables us to study the effect
of the external and internal forces on the shape of the wave.

The first group of figures [ 1– 9] is plotted for fixing u(x, 0) = sin(πxL ), µ = 0.25, k = 1, and
β = 2. This group of figures represents the time evolution of the classical case, and one can observe
that the wave takes a long time, t = 65, till it reaches its stationary solution. This group also shows
that the effect of the force is more effective than the effect of the internal force.

The second group of figures [ 10– 15] is plotted for the same initial conditions of the first group
but with the time-fractional order β = 1.7. These figures represent the time evolution of the time-
fractional damped forced wave. The figures shows that the effect of the internal force is much bigger
than in the classical case and the effect of the memory enforces the wave to reach its stationary
solution, at t = 19, i.e. much faster than the classical case.

The third group has the same initial conditions of the first group, but in this case we take k ≤ 1,
i.e. k = 0.5. We have the same start at t = 1 and the model reaches its stationary solution also
at t = 55. The figures [ 16– 21] shows that the effect of the damping coefficient k has not greater
effect on the classical case.

The fourth group of figures [ 22– 27] is plotted with fixing the same initial conditions of the
second group, i.e. β = 1.7 but with k = 0.5. The model reaches its stationary solution at t = 25.
This means that as k < 1 the model is slower than as k = 1.
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The fifth group, figures [ 28– 33], is plotted with same conditions of the third group but with
β = 1.5. The model has the same start but reaches its stationary at t = 12, i.e. the stationary is
slower than as k = 1.

In the next groups of figures, we change the scaling relation µ = 0.5 and the initial conditions
of f(x). Namely, we take f(x) = δ(x). We begin by the sixth group, figures[ 34– 42]. This group
is simulated with β = 2, and k = 1. The model has the same start but it reaches its stationary at
t = 58, i.e. it is faster than the first group of figures.

The seventh group, figures [ 43– 45], is compared with the second group as β = 1.7 and k = 1.
Here the model reaches its stationary at t = 20. Its behavior likes the second group.

The eighth group, figures [ 46– 51], is classical, i.e. β = 2, with f(x) = δ(x) and µ = 0.5, but
k = 0.5, i.e. it is compared with the sixth group.

The ninth group of figures [ 52– 55] is simulated with the same f(x), k and µ of the the first
and second groups but with β = 1.5. The value of β is less than the second group. Therefore, the
effect of the memory and the damping force is much bigger and that causes the wave to reach its
stationary solution at t = 10.

The tenth group, figures [ 56– 59], is compared with the ninth group but here f(x) = δ(x) and
µ = 0.5. The stationary state here is very fast, it is corresponding to t = 10.
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5.1 Conclusion

We have studied numerically the time evolution of the approximation solution of the time–fractional–
forced–damped-wave equation (1.4). We have plotted the approximation solutions for different
values of β, k and t. We have given also results for using the initial conditions u(x, 0) = δ(x) and
u(x, 0) = sin(πxL ). The analytical stationary solution is also plotted and compared with the sta-
tionary approximation solution. The results show that the wave forced damped equation behaves
exactly as the diffusion equation as t → ∞ which is expected.
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