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A CHEBYSHEV POLYNOMIAL
COLLOCATION BIEM FOR MIXED
BOUNDARY VALUE PROBLEMS
ON NONSMOOTH BOUNDARIES

L. SCUDERI

ABSTRACT. We propose a Chebyshev polynomial collo-
cation method to solve systems of boundary integral equa-
tions arising from a BIE formulation of the mixed Dirichlet-
Neumann boundary value problem for the Laplace equation
on a nonsmooth domain. In particular, we first improve the
behavior of the solution near the corners by introducing a
smoothing transformation and then we apply to the new sys-
tem a collocation method using Chebyshev polynomial expan-
sions as approximants and the zeros of Chebyshev polynomi-
als as collocation nodes. We give a complete solvability and
stability analysis of the transformed integral equations by us-
ing localization and Mellin techniques. The numerical results
obtained show the efficiency of the method here proposed.

1. Introduction. Several boundary value problems for an
elliptic partial differential equation over a region Ω can be reformulated
as equivalent integral equations over the boundary of Ω. Such a
reformulation is called a boundary integral equation (BIE) and it
may be used to solve Laplace’s equation and many other elliptic
equations, including the biharmonic equation, the Helmholtz equation,
the equation of linear elasticity and the equation for Stokes’ fluid flow.

In this paper we consider the numerical solution of a BIE reformula-
tion of Laplace’s equation in two dimensions. In particular, we consider
the following mixed Dirichlet-Neumann boundary value problem for the
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tifica e Tecnologica of Italy, and by the Consiglio Nazionale delle Ricerche under
contract n. 98.00648.CT11.
Keywords and phrases. Polynomial collocation methods, singular integral equa-

tions, polygonal domains.
Received by the editors on May 1, 2001, and in revised form on January 2, 2002.

Copyright c©2002 Rocky Mountain Mathematics Consortium

179



180 L. SCUDERI

Laplacian

(1.1)

∆u = 0 in Ω,

u = f̄1 on ΓD,
∂u

∂n
= f̄2 on ΓN ,

in a simply connected region Ω with piecewise-smooth boundary Γ =
ΓD ∪ ΓN ; in (1.1) f̄1 and f̄2 are given on ΓD and ΓN respectively, and
∂u/∂n denotes the derivative of u with respect to the outward normal
vector n.

For a BIE reformulation of (1.1) we use the single layer representation
of the potential u, i.e.

(1.2) u(P ) = − 1
π

∫
Γ

log |P −Q|z(Q) dSQ, P ∈ Ω,

where |P −Q| is the Euclidean distance between P and Q, dSQ is the
element of arc length and z is an unknown function called the “single
layer” density. From the well-known “jump condition” for the normal
derivative of the single layer potential at the boundary, we then have
the following boundary integral equations

(1.3)

{− 1
π

∫
Γ

log |P −Q|z(Q) dSQ = f̄1(P ), P ∈ ΓD
z(P ) − 1

π

∫
Γ
∂ log |P−Q|

∂nP
z(Q) dSQ = f̄2(P ), P ∈ ΓN

where the density function z is sought on Γ.

Nonsmooth domains, especially piecewise smooth domains, and
mixed boundary conditions are very important in several problems aris-
ing from physics and engineering. Nevertheless, in the literature the
case of smooth boundaries has been more extensively discussed, (see,
for example, [1], [29] and the references given there). The nonsmooth
case is significantly different from the smooth boundary one, both in the
behavior of the solutions and in the properties of the integral operators,
and therefore its numerical treatment is a rather delicate question.

The numerical methods commonly used in the case of boundaries
with corners are product-integration, collocation and Galerkin using
piecewise polynomial approximations based on properly graded meshes
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around each singularity (see, for instance, [4], [5] and, for a review,
[1]). However, this approach is not quite satisfactory, because if on
the one hand it allows to reach optimal rates of convergence, on the
other hand it produces increasingly ill-conditioned linear systems to be
solved as the local degree increases. Therefore, arbitrarily high orders of
convergence, guaranteed by the theory, are not reached in the practical
computations, unless pre-conditioning techniques are used. Moreover,
in the literature there are only a few partial theoretical results regarding
the use of graded meshes combined with collocation methods and BIE
of first kind over polygons, (see [6]).

A recent different approach, solving BIE on planar curves with cor-
ners, consists in reformulating the integral equations in terms of a new
unknown with better regularity properties than the original solution,
see [6 10, 15, 17, 18, 23, 31]. Obviously this kind of approach
is not new in the literature and it has been already used for solving
other sorts of integral equations arising from various contexts, (see, for
instance, [16, 21, 24 28, 30]). However, even if the transformed equa-
tions admit smoother solutions, which can be efficiently approximated
by piecewise polynomials on uniform meshes or by global polynomials,
they present some difficulties in the theoretical analysis of the equa-
tions themselves and of the corresponding numerical method, because
of the complicated nature of the transformed integral kernels. A com-
plete and successful analysis using localization and Mellin techniques
has been recently given in [6], for the single layer equation, the so-called
“Symm’s equation,” arising from a Dirichlet problem for the Laplace
equation, and for a collocation method using splines of any order based
on a uniform mesh to approximate the smooth transformed solution.
Subsequently this analysis has been performed for other types of nu-
merical methods solving the Symm equation, such as quadrature and
qualocation, (with its discrete version) methods using splines, (see [7]
and [9, 17]) and a collocation, (with its discrete version), method using
trigonometric polynomials, (see [10]). Finally, in [8] a trigonometric
collocation method has been proposed and analyzed also for solving the
problem (1.1).

Following the spirit of these results, the author and Monegato have
presented in [21] a simple smoothing change of variable and have shown
in [21, 28 and 23] that this smoothing transformation combined with
a collocation method based on orthogonal polynomial expansions of
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high degree leads to a highly competitive and quite general numerical
approach. Indeed, in witness of the wideness of its applicability, we have
applied it to some 1D weakly and Cauchy singular integral equations
with nonsmooth input functions, (see [21, 28]) and very recently to
the Symm integral equation in [23].

In the present paper we enlarge the applicability of the above-
mentioned approach by applying it to solve the boundary integral equa-
tions (1.3). In particular, we introduce in (1.3) the parameterization of
the curve Γ and then our smoothing change of variable, whose smooth-
ing parameter is chosen according to the smoothness degree we ask for
the final unknown function. Hence, we apply to the transformed sys-
tem a collocation method using Chebyshev orthogonal expansions as
approximants of the transformed density on each arc of the boundary,
and the zeros of Chebyshev polynomials as collocation nodes. As we
shall see in the next section, the role of these orthogonal polynomials
is fundamental. They allow to understand the mapping properties of
our main operators and they are needed to implement efficiently the
numerical method.

Inspired by the technique developed in [8], we give a complete analysis
of the stability and convergence properties of our Chebyshev collocation
method, by using localization and Mellin techniques. As is usual in
the analysis of approximation schemes for other Mellin convolution
operators, stability is only proved by allowing the possibility that this
method be modified slightly near the corners (see, for example, [3,
6 13, 15 17, 23, 25 28]). However, this modification seems not
to be needed for stability in the practical computations. Indeed, the
numerical results given in Section 4, have been obtained by applying
the proposed collocation method without any modification. Moreover,
the above modification has the disadvantage of affecting the theoretical
order of convergence of the corresponding method. Indeed, when
“finite section” approximations are introduced for proving the stability,
then the convergence error is bounded in norm by two terms: one
depends upon the global smoothness of the solution in the form of the
Lagrangian interpolation error, the other stems from the modification
and depends upon the behavior of the solution near and away from
the corners. By using the optimal convergence of the Lagrangian
interpolator based on some Jacobi interpolation nodes, the first term
has an order of convergence which is twice that of the second term,
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provided that the boundary data f̄1 and f̄2 in (1.1) are sufficiently
smooth. Therefore, in this last case if any modification is introduced
and stability of the unmodified method is assumed, our method has
an order of convergence which is twice the smoothness degree of the
solution. Note that this property is another good consequence of the
use of the orthogonal polynomials as approximants and the zeros of
these polynomials as collocation nodes.

In the next section we give some preliminary results and definitions,
which are used in Section 3, where we will prove the stability and
convergence of the proposed numerical method. In Section 4 we test
our method for two problems already considered in the literature; the
numerical results show the efficiency of our approach.

2. Problem setting and preliminaries. In this section
we reformulate the boundary integral equations (1.3) in terms of a
system of two integral equations defined over the interval (−1, 1), whose
solution is smoother than the original one and is related to it by a
known and simple connection. To this aim, we rewrite equations (1.3)
as a 2 × 2 matrix integral equation system

(2.1)


−(1/π)

∫
ΓD

log |P −Q|zD(Q) dSQ
−(1/π)

∫
ΓN

log |P −Q|zN (Q) dSQ = f̄1(P ), P ∈ ΓD,

−(1/π)
∫
ΓD

∂ log |P−Q|
∂nP

zD(Q) dSQ + zN (P )

−(1/π)
∫
ΓN

∂ log |P−Q|
∂nP

zN (Q) dSQ = f̄2(P ), P ∈ ΓN ,

where zD := z|ΓD and zN := z|ΓN are sought on ΓD and ΓN ,
respectively.

In the sequel, for simplicity we will assume that ΓD and ΓN are
smooth open arcs. Moreover, we will denote by Pi, i = 0, 1 the two
interface points of the boundary Γ and by βi, with 0 < βi < 2π, i = 0, 1,
the interior angle of Γ at Pi.

It is known that the functions zD and zN have singularities at the
corners of Γ, even if the boundary data f̄1 and f̄2 are smooth. Indeed,
from [4] it follows that around Pi we have

u(P ) = c(Θ) r(π/2βi) + smoother terms, P ∈ Ω,
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where (r,Θ) are the polar coordinates centered at Pi. Then, using (1.2)
to define a potential not only in Ω but also in R

2 \ Ω̄, by [20] the single
layer z is the difference between the normal derivatives of u on Γ from
inside and outside Γ. Therefore, near Pi, i = 0, 1, we get
(2.2)

z(P ) = c rsi +smoother terms, si = min
{

π

2βi
,

π

2(2π−βi)

}
−1, P ∈ Γ.

Thus zD and zN have this behavior near the corners Pi. To smooth
these irregularities, we introduce a smoothing parameterization α(t),
which improves the behavior of the unknown function z by incorpo-
rating the Jacobian of the transformation. Indeed, the new unknown
function will be z(α(t))|α′(t)|, whose smoothness degree at the cor-
ners depends upon a smoothing parameter: the larger its value, the
smoother the transformed density. More precisely, we first introduce in
(2.1) a piecewise-smooth parameterization ᾱ : [0, 2] → Γ such that on
each smooth arc |ᾱ′| is bounded above and below by positive constants,
and

ᾱ :
{
t̄ ∈ [0, 1] −→ ᾱ(t̄) ∈ ΓD,
t̄ ∈ [1, 2] −→ ᾱ(t̄) ∈ ΓN .

We then consider the smoothing change of variable t̄ = γ(t), with

(2.3) γ(t) =

∫ t
0
xq−1(1 − x)q−1 dx∫ 1

0
xq−1(1 − x)q−1 dx

, t ∈ [0, 1], q > 1.

This transformation has been already defined and used in other con-
texts (see [21 23]) and it revealed itself to be very efficient and, espe-
cially, simple to handle. Note that γ maps (0, 1) onto (0, 1) and satisfies
the conditions γ(k)(0) = γ(k)(1) = 0, k = 1, · · · , q − 1, q > 1. Through
the parameter q we control the smoothness degree of the final unknown
function.

Thus, we define the following “smoothing parameterization”

(2.4) α(t) =
{
α(1)(t) := ᾱ(γ(t + 1)) ∈ ΓD t ∈ [−1, 0],
α(2)(t) := ᾱ(γ(t) + 1) ∈ ΓN t ∈ [0, 1].

We explicitly note that the interface points of Γ are given by P0 =
α(1)(−1) = α(2)(1) and P1 = α(1)(0) = α(2)(0). As we will show,
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besides the smoothing parameterization, another crucial device in the
following analysis is the introduction of the weight functions ω1(s) :=
1/

√−s(1 + s) and ω2(s) := 1/
√

s(1 − s) in the integrals on [−1, 0]
and [0, 1], respectively. Therefore, substituting P = α(t) and Q = α(s)
into (2.1), introducing the above weight functions and multiplying the
second equation of the system by |α(2)′(t)|ω−1

2 (t), we have

(2.5)



−1/π
∫ 0

−1
log

∣∣α(1)(t) − α(1)(s)
∣∣z̄1(s)ω1(s) ds

−(1/π)
∫ 1

0
log

∣∣α(1)(t) − α(2)(s)
∣∣z̄2(s)ω2(s) ds

= f̄1(α(1)(t)), t ∈ [−1, 0],

−1/π
∫ 0

−1
ω−1

2 (t) k1(t, s) z̄1(s)ω1(s) ds + z̄2(t)

−1/π
∫ 1

0
ω−1

2 (t) k2(t, s) z̄2(s)ω2(s) ds

= f̄2(α(2)(t))
∣∣α(2)′(t)

∣∣ω−1
2 (t), t ∈ [0, 1],

where

(2.6)
z̄1(s) := zD(α(1)(s))|α(1)′(s)|ω−1

1 (s),

z̄2(s) := zN (α(2)(s))|α(2)′(s)|ω−1
2 (s),

and

k1(t, s) :=
α

(2)
2

′
(t)[α(2)

1 (t) − α
(1)
1 (s)] − α

(2)
1

′
(t)[α(2)

2 (t) − α
(1)
2 (s)]

[α(2)
1 (t) − α

(1)
1 (s)]2 + [α(2)

2 (t) − α
(1)
2 (s)]2

,

(2.7)

k2(t, s) :=
α

(2)
2

′
(t)[α(2)

1 (t) − α
(2)
1 (s)] − α

(2)
1

′
(t)[α(2)

2 (t) − α
(2)
2 (s)]

[α(2)
1 (t) − α

(2)
1 (s)]2 + [α(2)

2 (t) − α
(2)
2 (s)]2

,

being α(i)(t) = (α(i)
1 (t), α(i)

2 (t)), i = 1, 2. Note that in (2.6) the weight
functions ω1 and ω2 do not spoil the smoothness degree of the solutions
z̄1 and z̄2 because the Jacobian |α(i)′|, i = 1, 2, precisely absorbs the
irregularities at the endpoints of the domain of integration.

Then, by simple linear changes of variables mapping [0, 1] and [−1, 0]
onto [−1, 1] and setting

(2.8) ω(x) :=
1√

1 − x2
,
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equations (2.5) become

(2.9)
{
V11z1(x) + V12z2(x) = f1(x)
K21z1(x) + (I + K22)z2(x) = f2(x)

x ∈ [−1, 1]

where
(2.10)

V11z1(x) := − 1
π

∫ 1

−1

log
∣∣∣∣α(1)

(
x− 1

2

)
− α(1)

(
y − 1

2

)∣∣∣∣z1(y)ω(y) dy,

V12z2(x) := − 1
π

∫ 1

−1

log
∣∣∣∣α(1)

(
x− 1

2

)
− α(2)

(
y + 1

2

)∣∣∣∣z2(y)ω(y) dy,

K21z1(x) := − 1
2π

∫ 1

−1

ω−1(x) k1

(
x + 1

2
,
y − 1

2

)
z1(y)ω(y) dy,

K22z2(x) := − 1
2π

∫ 1

−1

ω−1(x) k2

(
x + 1

2
,
y + 1

2

)
z2(y)ω(y) dy

and

(2.11)

z1(y) := z̄1

(
y − 1

2

)
, z2(y) := z̄2

(
y + 1

2

)
,

f1(x) := f̄1

(
α(1)

(
x− 1

2

))
,

f2(x) := f̄2

(
α(2)

(
x + 1

2

))∣∣∣∣α(2)′
(
x + 1

2

)∣∣∣∣ω−1(x)
2

.

Equivalently, we can rewrite system (2.9) as follows

(2.12) Bz :=
(

V11 V12

K21 I + K22

) (
z1

z2

)
=

(
f1

f2

)
=: f .

Now, let us introduce the operator

(2.13) Av(x) := − 1
π

∫ 1

−1

log |x− y|v(y)ω(y) dy,

since both in the theoretical analysis and in the numerical treatment it
is convenient to rewrite V11 as (V11 −A) + A and the matrix B as

(2.14) B =
(
A V12

0 I

)
+

(
V11 −A 0
K21 K22

)
=: A + K.
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Indeed, as we shall see shortly, in the subsequent analysis it is funda-
mental to deal with the operator A since its mapping properties (see
(2.16) and (2.17)) are essential. This is the main reason why we have
been forced to introduce the Chebyshev weight function in each integral
in (2.5).

We now introduce the function spaces which are the natural setting
for examining (2.12) and its numerical resolution. Let L2

ω be the
Hilbert space of all square integrable functions on (−1, 1) with respect
to the weight ω(x) given by (2.8), endowed with the scalar product
(u, v)ω := (1/π)

∫ 1

−1
u(x)v(x)ω(x) dx and the norm ||u||ω =

√
(u, u)ω.

When ω(x) ≡ 1 the corresponding space is L2.

Let pm be the classical Chebyshev orthogonal polynomial of the first
kind and of degree m, normalized with respect to the scalar product
(·, ·)ω and with positive leading coefficient. Furthermore, for a real
number r ≥ 0, we define the subspace L2

ω,r := L2
ω,r(−1, 1) of L2

ω as
follows

L2
ω,r = {u ∈ L2

ω : ||u||ω,r < ∞},
where

||u||ω,r :=
√

(u, u)ω,r, (u, v)ω,r :=
∞∑
m=0

(1 + m)2r(u, pm)ω(v, pm)ω.

L2
ω,r is still a Hilbert space and L2

ω,0 ≡ L2
ω. Similarly, we define

the spaces L2
ω−1 and L2

ω−1,r. In [2] it has been proved that the
“weighted Sobolev-like space” L2

ω,r has properties analogous to those
of the classical Sobolev space on the unit circle. Here we report some
of those results, which will be used in the sequel:

(i) L2
ω,r ⊆ L2

ω,t and ||u||ω,t ≤ ||u||ω,r for all 0 ≤ t ≤ r;

(ii) after denoting by Dk the operator of differentiation of k-th order
and setting ϕ(x) :=

√
1 − x2 ≡ ω−1(x), the following norms

(2.15) ||u||ω,r ∼
r∑
k=0

||ϕkDku||ω ∼ ||u||ω + ||ϕrDru||ω

are equivalent ([2, pages 196 197]) for x ∈ [−1, 1] and an integer r ≥ 0.
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Now we recall some results on the operator A, which play a funda-
mental role in the analysis that follows. First we recall the well-known
special property of A (see, for instance, [30]):

(2.16) Apm(x) =
{

ln 2 p0(x) m = 0,
(1/m) pm(x) m ≥ 1.

x ∈ [−1, 1]

This latter expression implies that the operator

(2.17) A : L2
ω,r −→ L2

ω,r+1, r ≥ 0,

is an isomorphism between the two spaces with inverse

(2.18) A−1 = Hω−1D + Iω,

where

(2.19) Hω−1v(x) := − 1
π

∮ 1

−1

ω−1(y)
v(y)
y − x

dy, Dv(x) :=
dv

dx

(the symbol
∮

denotes an integral defined in the principal value sense),
and

(2.20) Iωv(x) :=
1

π ln 2

∫ 1

−1

ω(x)v(x) dx,

(see [23, Lemma 2]). Moreover,

(2.21) Hω−1 : L2
ω−1,r −→ L2

ω,r, D : L2
ω,r+1 −→ L2

ω−1,r, r ≥ 0,

are bounded operators, while

(2.22) Iω : L2
ω,r+1 −→ L2

ω,r, r ≥ 0,

is bounded and compact.

To proceed further, as in [23, 24, 28] in order to use a Mellin
technique similar to that in [8], we shift the space setting from L2

ω,
L2
ω−1 to L2, by employing the following correspondences:

(2.23)
v ∈ L2

ω ⇐⇒ ṽ := ω1/2v ∈ L2 and ||ṽ||L2 = ||v||ω,
w ∈ L2

ω−1 ⇐⇒ w̃ := ω−1/2w ∈ L2 and ||w̃||L2 = ||w||ω−1 .
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Taking into account their mapping properties, in the L2-setting the
operators A, Hω−1 and D will be defined as

(2.24)

Ã := ω1/2Aω−1/2, Ãṽ = ω1/2Av,

H̃ω−1 := ω1/2Hω−1ω1/2, H̃ω−1w̃ = ω1/2Hω−1w,

D̃ := ω−1/2Dω−1/2, D̃ṽ = ω−1/2Dv.

We then set

(2.25)
Ṽ1i := ω1/2V1iω

−1/2, Ṽ1iṽ = ω1/2V1iv,

K̃2i := ω1/2K2iω
−1/2, K̃2iṽ = ω1/2K2iv,

where V1i and K2i, i = 1, 2, are given by (2.10).

Finally, we define the following normed space

(2.26) L̃2
1 := {ṽ = ω1/2v ∈ L2 : ||ṽ||

L̃2
1

:= ||ṽ||L2 + ||D̃ṽ||L2 < ∞},

with D̃ given by (2.24); since the following relation

||v||ω,1 ∼ ||v||ω + ||ϕDv||ω = ||ṽ||L2 + ||D̃ṽ||L2 = ||ṽ||
L̃2

1
, ṽ = ω1/2v,

holds, we then have that for any v ∈ L2
ω,1, ṽ = ω1/2v ∈ L̃2

1 and vice
versa.

Therefore, from (2.17), (2.21) for r = 0 and (2.24), in particular we
have that

(2.27) Ã : L2 −→ L̃2
1, D̃ : L̃2

1 −→ L2

are bounded.

In the L2-setting equation (2.12) becomes

(2.28) B̃
(
z̃1

z̃2

)
=

(
f̃1

f̃2

)
, z̃i, f̃i ∈ L2, i = 1, 2,

where

(2.29) B̃ =
(
Ã Ṽ12

0 I

)
+

(
Ṽ11 − Ã 0
K̃21 K̃22

)
=: Ã + K̃
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and z̃i = ω1/2zi, f̃i = ω1/2fi, i = 1, 2. We explicitly note that the
operator K̃22 : L2 → L2 is compact since it has a continuous kernel.
Moreover, by using a localization and Mellin technique ( see Lemma
5.2, Remark 5.1 and (B1) in the Appendix) we are able to show that
the operators

(2.30) Ṽ12 : L2 −→ L̃2
1, K̃21 : L2 −→ L2

are bounded. Since the technique used to prove these results is similar
to that used in [8] and the proofs are quite technical, these latters are
reported in the Appendix. For the convenience of the reader we have
summarized there also the basic properties of the Mellin operators, thus
making our exposition self-contained. For the proof of our assertions we
cannot refer directly to [8], because there are some relevant differences
with that paper. For instance, the authors of [8] have considered a
periodic setting, where a periodic Sobolev space is associated with each
arc of the polygon. Here, we study our transformed system in the L2-
space; moreover, we deal with weighted operators.

From (2.30) it is now immediate to show that the operator

(2.31) Ã : L2 × L2 −→ L̃2
1 × L2,

defined in (2.29), is an isomorphism with inverse given by

(2.32) Ã−1 =
(
Ã−1 −Ã−1Ṽ12

0 I

)
.

Therefore, we can set

(2.33) Ã−1B̃ = I + M̃,

where

M̃ := Ã−1K̃ =
(
Ã−1 −Ã−1Ṽ12

0 I

) (
Ṽ11 − Ã 0
K̃21 K̃22

)
=

(
M̃ Ẽ
K̃21 K̃22

)
,

(2.34) M̃ = Ã−1(Ṽ11 − Ã) − Ã−1Ṽ12K̃21, Ẽ = −Ã−1Ṽ12K̃22.
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From Lemma 5.2, Remark 5.3 and (B1) in the Appendix, it follows
that

(2.35) M̃ : L2 −→ L2

is bounded; further, I + M̃ is a Fredholm operator of index zero on L2,
(see Theorem 5.4 in the Appendix). Using this latter result, here we
will prove the following

Theorem 2.1. Assuming that equations (1.3) with f̄i ≡ 0, i = 1, 2
have in Lp(Γ) a unique solution z ≡ 0 for any p > 1, for q ≥ 1 the
operator

B̃ : L2 × L2 −→ L̃2
1 × L2

has a bounded inverse.

Proof. From the above-mentioned Theorem 5.4 and recalling the
compactness of Ẽ and K̃22, we have that det (I + M̃) is a Fredholm
operator with index 0 in L2 and, hence, I + M̃ is a Fredholm operator
in L2 × L2. Thus, from (2.31) it follows that B̃ = Ã(I + M̃) is a
Fredholm operator of index zero from L2 ×L2 into L̃2

1 ×L2. Therefore,
under the assumption of the theorem and proceeding as in the proof
of [6, Theorem 2], see also [8, Corollary 5.1], it can be proved that
B̃z̃ = 0 with z̃ ∈ L2 × L2 implies z̃ = 0. This last conclusion proves
the theorem.

Throughout the paper we will denote by c a generic constant and by
Ẽ the generic compact operator in L2; they may take different values
at its different occurrences.

3. Stability and convergence for a collocation method.
In this section we will study the stability and the convergence of a
collocation method we propose for solving equation (2.12).

Introducing the projector

(3.1) Pn =
(
Pn 0
0 Pn

)
,
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where Pn denotes the Lagrange interpolation projector associated with
the zeros of the n-th Chebyshev polynomial pn(x), we consider the
following collocation method

(3.2) Pn(A + K)zn = Pnf , zn ∈ Pn × Pn,

where Pn is the set of all algebraic polynomials of degree less than or
equal to n−1. Recalling (2.29) in the L2-setting, method (3.2) becomes

P̃n(Ã + K̃)z̃n = P̃nf̃ , z̃n = ω1/2zn,

where

P̃n =
(
P̃n 0
0 P̃n

)
, P̃n = ω1/2Pnω

−1/2.

To prove the stability of our collocation method, we introduce the
following truncation operator

(3.3) T rv(x) =
{
v(x), x ∈ (−1 + r, 1 − r),

0, x ∈ (−1,−1 + r) ∪ (1 − r, 1),

for 0 < r < 1/2, and we set

(3.4) T̃ r := ω1/2T rω−1/2.

Note that for ṽ ∈ L2 it is T̃ r ṽ = T rṽ.

We are only able to prove the stability by allowing the possibility
that the method be slightly modified near the corners. Therefore, we
will prove the stability of the following collocation method

(3.5) P̃n(Ã + K̃
i�

n )z̃�n = P̃nf̃ , z̃�n = ω1/2z�n ∈ ω1/2
Pn × ω1/2

Pn,

with

K̃
i�

n =
(

(Ṽ11 − Ã)T̃
i�

n 0
K̃21T̃

i�

n K̃22

)
,

for any fixed integer i� and n sufficiently large. However, the modi-
fication seems not to be needed in the practical computations, as the
numerical results confirm. Moreover, as we shall see at the end of this
section, assuming that our method is stable without any modification,
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we have derived for it an order of convergence which is twice that of
the modified method.

To prove the stability of (3.5), we rewrite it as an equivalent non-
standard projection method for the equation

(3.6) (I + M̃)z̃ = ẽ, M̃ = Ã−1K̃, ẽ = Ã−1f̃ ,

(see (2.33)). To this aim, for any z̃ ∈ L2 × L̃2
1 , let S̃nz̃ solve the

collocation system

(3.7) P̃nÃS̃nz̃ = P̃nÃz̃.

Since P̃n commutes with Ã on ω1/2
Pn, see [23] or use (2.16), the unique

solution of (3.7) is

S̃nz̃ =
(
Ã−1 −Ã−1P̃nṼ12

0 I

)
P̃n

(
Ã Ṽ12

0 I

)
z̃;

hence we have

(3.8) S̃nz̃ =
(
S̃n Q̃n
0 P̃n

)
z̃,

where S̃n = Ã−1P̃nÃ, Q̃n = Ã−1P̃nṼ12(I − P̃n). It is easily seen that
equation (3.5) is equivalent to the following one

(3.9) (I + S̃nM̃
i�

n )z̃�n = S̃nẽ, z̃�n ∈ ω1/2
Pn × ω1/2

Pn,

where

(3.10) M̃
i�

n = Ã−1K̃
i�

n =
(

M̃T̃
i�

n Ẽ
K̃21T̃

i�

n K̃22

)
.

The operator S̃n satisfies the following error estimate:

Lemma 3.1. For any z̃ = ω1/2z with z ∈ L2
ω,l × L2

ω,l, l ≥ 1, the
bound

(3.11) ||(I− S̃n)z̃||L2×L2 ≤ c

nl
||z||L2

ω,l
×L2

ω,l



194 L. SCUDERI

holds with a positive constant c independent of n and z.

Proof. Definition (3.8) of S̃n implies
(3.12)
||(I− S̃n)z̃||L2×L2 ≤ ||(I − S̃n)z̃1||L2 + ||(I − P̃n)z̃2||L2 + ||Q̃nz̃2||L2 .

Then, from [23, Lemma 3] we have

(3.13) ||(I − S̃n)z̃1||L2 ≤ c

nl
||z1||ω,l, l ≥ 1,

and from

(3.14) ||(I − Pn)z||ω,s ≤ c

nl−s
||z||ω,l, l ≥ s ≥ 0, l > 1/2,

(see [2, Theorem 3.4] or [23, equation (3.8)]), we derive

(3.15) ||(I − P̃n)z̃2||L2 = ||(I − Pn)z2||ω ≤ c

nl
||z2||ω,l, l ≥ 1.

Finally, taking into account the boundedness of the operators Ã−1 :
L̃2

1 → L2, Ṽ12 : L2 → L̃2
1 (see (2.27) and (2.30)) and of P̃n : L̃2

1 → L̃2
1

(for this latter combine (3.14) with (2.26)), from (3.15) it follows
(3.16)
||Q̃nz̃2||L2 = ||Ã−1P̃nṼ12(I−P̃n)z̃2||L2 ≤ ||(I−P̃u)z̃2||L2 ≤ c

nl
||z2||ω,l, l ≥ 1.

Finally, combining (3.13) and (3.15), (3.16) with (3.12) we obtain
(3.11).

The following lemma is crucial for the stability of (3.9).

Lemma 3.2. For q ≥ 2 and each ε > 0, there exists i� ≥ 1
independent of n such that the bound

||(I− S̃n)M̃
i�

n z̃||L2×L2 ≤ ε ||z̃||L2×L2 , z̃ ∈ L2 × L2, z̃ = ω1/2z,

holds for all n sufficiently large.
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Proof. From (3.8), (3.10) and (3.16) we derive

(3.17)

||(I− S̃n)M̃
i�

n z̃||L2×L2 ≤ [||(I − S̃n)M̃T̃
i�

n z̃1||L2

+ c ||(I − P̃n)K̃21T̃
i�

n z̃1||L2

+ ||(I − S̃n)Ẽz̃2||L2

+ c ||(I − P̃n)K̃22z̃2||L2 ].

Since S̃n converges strongly to I on L2 and K̃22 is bounded from L2 to
L̃2

1 for q ≥ 2, we get

(3.18) ||(I − S̃n)Ẽz̃2||L2 + c ||(I − P̃n)K̃22z̃2||L2 ≤ ε||z̃2||L2 ,

for all n sufficiently large. Moreover, since I− P̃n and I− S̃n annihilate
the functions of the type ω1/2 times a constant (see, for instance, [28]
and [23]) by virtue of (3.13) and (3.15), for l = 1, we can write

||(I − P̃n)ṽ||L2 + ||(I − S̃n)ṽ||L2 ≤ c

n
||D̃ṽ||L2

for any ṽ ∈ L̃2
1 or, equivalently, ṽ = ω1/2v with v ∈ L2

ω,1. Taking into
account this latter and using the definitions of the tilde-operators, the
boundedness properties of the involved operators and (2.15), we obtain:

(3.19) ||(I − S̃n)M̃T̃
i�

n z̃1||L2 + c ||(I − P̃n)K̃21T̃
i�

n z̃1||L2

≤ c

n
[||D̃M̃T̃

i�

n z̃1||L2 + ||D̃K̃21T̃
i�

n z̃1||L2 ]

≤ c

n
[||DHω−1D(V11 − A)T

i�

n z1||ω−1

+ ||DHω−1DV12K21T
i�

n z1||ω−1

+ ||DK21T
i�

n z1||ω−1 ]

≤ c

n
[||(V11 −A)T

i�

n z1||ω,2
+ ||V12K21T

i�

n z1||ω,2 + ||K21T
i�

n z1||ω,1]

≤ c

n
[||(V11 −A)T

i�

n z1||ω,2
+ ||V12K21T

i�

n z1||ω
+ ||ϕ2D2V12K21T

i�

n z1||ω
+ ||K21T

i�

n z1||ω + ||ϕDK21T
i�

n z1||ω].
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In this last bound the first term can be estimated by proceeding as in
[23, Theorem 4]. Indeed, since W in [23, Theorem 4] and V11 −A here
are the same operator, we have

(3.20) ||(V11 −A)T
i�

n z1||ω,2 ≤ c
n

i�
||z̃1||L2 .

Then, combining (2.30) with (2.25) and (2.26) the operators V12 : L2
ω →

L2
ω,1 and K21 : L2

ω → L2
ω are bounded and, hence,

(3.21) ||V12K21T
i�

n z1||ω ≤ c ||K21T
i�

n z1||ω ≤ c ||T i�

n z1||ω ≤ c ||z̃1||L2 .

It remains to estimate the following terms
(3.22)
||ϕ2D2V12K21T

i�

n z1||ω = ||ϕω−1/2Dω1/2(ω−1/2DV12K21ωT
i�

n z̃1)||L2

=: B1

and
(3.23)
||ϕDK21T

i�

n z1||ω = ||ϕω1/2Dω−1/2(ω1/2K21ω
−1/2T

i�

n z̃1)||L2 =: B2.

Note that for both terms we have to estimate in, L2-norm, a weighted
derivative of weighted functional operators, whose behavior has been
already analyzed in Lemma 5.2 in the Appendix. In particular, from
the proof of Lemma 5.2 it follows that ω−1/2DV12K21ω

−1/2ṽ and
ω1/2K21ω

−1/2ṽ with ṽ ∈ L2 take the form

(3.24) ψK0ψ¯̃v + ψK1ψ¯̃v + Ẽ¯̃v

where ¯̃v(y) = ṽ(1 − y) or ¯̃v(y) = ṽ(y − 1) according to the change
carried out for the variable y, ψ is a smooth cut-off function such that
ψ(x) = 1 whenever x ∈ [0, ε], with ε < 1/2, and supp (ψ) ⊂ [0, (1/2)],
and Ẽ = ω−1/2Eω−1/2 with E bounded (operator) from L2

ω to L2
ω−1,1.

Moreover, Ki, i = 0, 1 is a Mellin convolution operator on R
+ of type

(5.1) with kernel ki(x/y) = k̄i(x/y)(x/y)1/4, such that for q ≥ 2 (see
Remark 5.1 and (i) (iii) of Lemma 5.2 in the Appendix) k̂i(z) ∈ ∑−∞

− 5
4 ,

3
4

and ̂̄ki(z) ∈ ∑−∞
−1,1. We can now proceed to estimate B1; by (3.22) and
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(3.24) and taking into account the changes of the variables x and y, see
the proof of Lemma 5.2 below, we get

(3.25) |ψ(x)x3/4Dx−1/4

∫ ∞

0

ψ(y) ki

(
x

y

)
1
y
T

i�

n ¯̃z1(y) dy|

=
∣∣∣∣1
4
ψ(x)

∫ ∞

i�

n

ψ(y) k̄i

(
x

y

)(
x

y

)−1/4 1
y
y−1/2¯̃z1(y) dy

− ψ(x)x1/2

∫ ∞

i�

n

ψ(y) k′i

(
x

y

)
1
y
y−1¯̃z1(y) dy

∣∣∣∣
≤ c

n

i�

[ ∫ ∞

0

ψ(x)ψ(y) |k̄i
(
x

y

)∣∣(x

y

)−1/4 1
y
|¯̃z1(y)| dy

+
∫ ∞

0

ψ(x)ψ(y) |k′i
(
x

y

)∣∣1
y

∣∣∣∣ ¯̃z1(y)| dy
]
,

for i = 0, 1. Using the kernel estimates in (B2) (see Appendix B)
with m = 0, 1 and a proper ρ we have that x−1/2(|k̄i(x)|x−1/4) and
x−1/2|k′i(x)| belong to L1(R +), so that the Mellin convolution operators
with kernel |k̄i(x)|x−1/4 and |k′i(x)| are both bounded on L2(R +).
Therefore, taking the L2-norm in (3.25) we have that

(3.26) ||ϕω−1/2Dω1/2ψKiψT i�

n z̃1||L2 ≤ c
n

i�
||z̃1||L2 , i = 0, 1.

Finally, as regards the last term in (3.24) we have
(3.27)

||ϕω−1/2Dω1/2ω−1/2Eω−1/2T
i�

n z̃1||L2 = ||ϕDET
i�

n z1||ω−1

≤ ||ET
i�

n z1||ω−1,1

≤ c ||T i�

n z1||ω ≤ c ||z̃1||L2 .

Thus, combining (3.24) (3.27) with (3.22), we have proved that

(3.28) B1 ≤ c

i�
||z̃1||L2 .

To estimate B2 in (3.23) we can use the same arguments considered
for B1; to this aim it is enough to note that |ϕω−1/2Dω1/2| and
|ϕω1/2Dω−1/2| yield the same function and

||ϕω1/2Dω−1/2ω−1/2Eω−1/2T
i�

n z̃1||L2

≤ ||ω1/2Eω−1/2T
i�

n z̃1||L2 + ||ϕω−1/2DEω−1/2T
i�

n z̃1||L2

≤ c ||z̃1||L2 .



198 L. SCUDERI

Therefore, we also have

(3.29) B2 ≤ c

i�
||z̃1||L2 .

Finally, combining (3.22) and (3.23) with (3.28) and (3.29), and, then,
(3.19) with (3.20), (3.21), (3.28) and (3.29), from (3.17) (3.19) the
lemma follows.

It can be proved that for any given l ≥ 1, if the boundary data f̄1, f̄2

in (1.1) are sufficiently smooth and the smoothing exponent q in (2.3)
satisfies the condition
(3.30)

q > (l + 1/2)/(1 + si), si = min
{

π

2βi
,

π

2(2π − βi)

}
− 1, i = 0, 1,

being βi the interior angle at the corner Pi of the boundary Γ, the
unique solution of (2.12) satisfies z ∈ L2

ω,l × L2
ω,l. Moreover, it takes

the form

(3.31) z(x) = (1 ± x)lv(x), as x → ∓1, v ∈ L2
ω × L2

ω.

This result follows from (2.2) and (2.11) by using arguments similar
to [6, Corollary 5.5]. Therefore, denoting by Hk(Γ) the usual Sobolev
space on Γ, to obtain (3.31) it is sufficient that f̄1 ∈ H l+5/2(ΓD) and
f̄2 ∈ H l+3/2(ΓN ) (see [14, Theorem 5.1.3.5]).

The knowledge of the behavior of z will be needed in the following
theorem, which establishes the stability of the proposed method (3.9)
and provides a convergence estimate of the corresponding error.

Theorem 3.3. Assume q ≥ 2 and suppose that i� is an integer fixed
but sufficiently large. Then, under the assumption of Theorem 2.1, for
all n sufficiently large and f̄1, f̄2 in (1.1) belonging to L2

ω,s for some
s > 1/2, there is a unique solution z̃�n ∈ ω1/2

Pn × ω1/2
Pn of (3.9).

Moreover, if f̄1 ∈ H l+(5/2)(ΓD) and f̄2 ∈ H l+(3/2)(ΓN ), then the error
estimate
(3.32)
||z̃−z̃�n||L2×L2 ≡ ||z−z�n||L2

ω×L2
ω
≤ c

nl
(||z||L2

ω,l
×L2

ω,l
+||v||L2

ω×L2
ω

), l ≥ 1
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holds, provided that q satisfies the condition (3.30).

Proof. Using the same arguments considered in [8, Lemma 5.5], we
can prove that r0 > 0 exists such that

||(I + M̃r)z̃||L2×L2 ≥ c ||z̃||L2×L2 , z̃ ∈ L2 × L2,

for any r ≤ r0. Therefore, from this latter result and Lemma 3.2 we
immediately obtain the stability of method (3.5) equivalent to (3.9),
namely

(3.33)
||(I + S̃nM̃

i�

n )z̃�n||L2×L2 ≥ ||(I + M̃
i�

n )z̃�n||L2×L2

− ||(I − S̃n)M̃
i�

n z̃�n||L2×L2

≥ c ||z̃�n||L2×L2 .

To prove the error estimate (3.32) we note that

(3.34)
||z̃ − z̃�n||L2×L2 ≤ ||(I − P̃n)z̃||L2×L2 + ||z̃�n − P̃nz̃||L2×L2

≤ c n−l||z||L2
ω,l

×L2
ω,l

+ ||z̃�n − P̃nz̃||L2×L2

by virtue of (3.15) and (3.31). Furthermore, by using (3.33), (3.6) and
Lemma 3.1, we get
(3.35)
||z̃�n − P̃nz̃||L2×L2 ≤ c ||(I + S̃nM̃

i�

n )(z̃�n − P̃nz̃)||L2×L2

= c ||S̃n[(I + M̃)z̃− (I + M̃
i�

n )P̃nz̃]||L2×L2

≤ c[||(S̃n−P̃n)z̃||L2×L2 +||S̃n(M̃z̃−M̃
i�

n P̃nz̃)||L2×L2 ]

≤ c [||(I− S̃n)z̃||L2×L2 + ||(I− P̃n)z̃||L2×L2

+ ||(M̃ − M̃
i�

n P̃n)z̃||L2×L2

+ n−1||D̃(M̃ − M̃
i�

n P̃n)z̃||L2×L2 ],

where the first two terms on the last bound of (3.35) are of order O(n−l)
because of (3.31) and (3.11), (3.15). Taking into account that M̃

i�

n is
uniformly bounded, where M̃ is bounded on L2×L2 and T

i�

n uniformly
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bounded on L2, by (2.34), (3.10) and (2.35) we have
(3.36)

||(M̃ − M̃
i�

n P̃n)z̃||L2×L2 ≤ ||M̃ i�

n (I− P̃n)z̃||L2×L2

+ ||(M̃ − M̃
i�

n )z̃||L2×L2

≤ c

nl
||z||L2

ω,l
×L2

ω,l
+ ||M̃(I − T

i�

n )z̃1||L2

+ ||K̃21(I − T
i�

n )z̃2||L2

≤ c n−l(||z||L2
ω,l

×L2
ω,l

+ ||v||L2
ω×L2

ω
),

where this latter bound easily follows from (3.3) and (3.31). Further-
more, recalling (3.1), (3.10) and (2.34) we can write

(3.37)

||D̃(M̃ − M̃
i�

n P̃n)z̃||L2×L2 ≤ ||D̃M̃(I − T̃
i�

n )z̃1||L2

+ ||D̃M̃T̃
i�

n (I − P̃n)z̃1||L2

+ ||D̃K̃21(I − T̃
i�

n )z̃1||L2

+ ||D̃K̃21T̃
i�

n (I − P̃n)z̃1||L2

+ ||D̃Ẽ(I − P̃n)z̃2||L2

+ ||D̃K̃22(I − P̃n)z̃2||L2 .

By using the boundedness of the operators D : L2
ω,1 → L2

ω−1 , E : L2
ω →

L2
ω,1 and K22 : L2

ω → L2
ω,1 and applying (3.15), we find that the last

two terms on the righthand side of (3.37) are bounded by c n−l||z2||ω,l;
moreover, by proceeding as in Lemma 3.2 and taking into account the
form (3.31) of the solution z and (3.15), we can prove that the first four
terms on the righthand side of (3.37) are bounded by c n−(l−1)||z1||ω,l.
The details have been omitted for brevity.

Combining these last results with (3.37) and then (3.36), (3.37) with
(3.35), we derive the convergence estimate (3.32) from (3.34) and (3.35).

We note that our modified collocation method admits the same
order of convergence as the equally modified method proposed in
[8], where the authors use a mesh grading transformation depending
on a parameter q, which produces the same smoothing effect of our
transformation. However, if we assume stability for the unmodified
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method, then for the same choice of q (q > (l + 1/2)/(1 + si)) and for
sufficiently smooth f̄1 and f̄2, we obtain an order of convergence which
is twice that derived in (3.32) (see Corollary 3.4 below). This result is
a consequence of the property that when the Lagrangian interpolator
Pn is based on some Jacobi interpolation nodes, its convergence rate
is much higher for functions with weak singularities at the endpoints
than for functions with internal singularities.

Corollary 3.4. Under the hypothesis of Theorem 3.3 and assuming
the stability of the method (3.9) when i� = 0, the following estimate

(3.38) ||z̃ − z̃n||L2×L2 ≡ ||z − zn||L2
ω×L2

ω
≤ c

n2l+ 1
2
,

holds, provided that q satisfies (3.30) and f̄1 ∈ H2l+3(ΓD),
f̄2 ∈ H2l+2(ΓN ).

Proof. Proceeding as in Theorem 3.3, with z̃�n replaced by z̃n, M̃
i�

n

by M̃ and T
i�

n by I, and recalling (3.1), (3.12) and (3.16), we have

(3.39)

||z̃ − z̃n||L2×L2 ≤ c [||(I− P̃n)z̃||L2×L2 + ||(I− S̃n)z̃||L2×L2 ]

≤ c [||(I − P̃n)z̃1||L2 + ||(I − P̃n)z̃2||L2

+ ||(I − S̃n)z̃1||L2 + ||Q̃nz̃2||L2 ]

≤ c [||(I − P̃n)z̃1||L2

+ ||(I − P̃n)z̃2||L2 + ||(I − S̃n)z̃1||L2 ]
= c [||(I − Pn)z1||ω

+ ||(I − Pn)z2||ω + ||(I − Sn)z1||ω]
≤ c [||(I − Pn)z1||ω + ||(I − Pn)z2||ω],

where the last inequality follows from Sn = A−1PnA and the bound-
edness of the operators A : L2

ω → L2
ω,1, Pn : L2

ω,1 → L2
ω,1 and

A−1 : L2
ω,1 → L2

ω (for more details, see [23, equation (3.24)]). Finally,
taking into account the behavior of z and using the optimal estimate
proved in [19, page 325] we have that

(3.40) ||(I − Pn)zj ||ω ≤ c

n2l+ 1
2
, j = 1, 2.
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Combining (3.40) with (3.39), the error estimate (3.38) follows.

Remark 3.5. By assuming the stability of the collocation method (3.9)
with i� = 0 and using the optimal convergence estimate (3.40) of the
Lagrangian error, by proceeding as in Corollary 3.4 it can be proved

that the convergence rate (3.32) holds for q >
1
2

(
l + 1

2

1 + si

)
, provided

that f1 ∈ H2l+3(ΓD) and f2 ∈ H2l+2(ΓN ), (see Remark 4.1). We
remark this because, for smaller values of q the transformed solution
is less flat near the singularities and this has some advantages in the
practical computations and, in particular, in the reconstruction of the
original solution through the transformed one.

4. Numerical results. In this section we will test the collocation
method proposed in this paper for the numerical solution of the mixed
problem (1.1) via the boundary integral equations (1.3).

After having introduced the parameterization of the boundary and
the smoothing transformation (2.3), i.e. the smoothing change of
variable (2.4), we have solved the system (2.9) numerically using the
Chebyshev collocation method (3.5), with i� = 0. Indeed, in the
practical computations no modification of the collocation method was
found to be necessary for stability. To this regard we have to say that
this fact is common to all the numerical methods, whose theoretical
stability has been proved by modifying the proposed method slightly
near the singularities. In effect i� actually seems to appear only for
theoretical purposes. On the other hand, as is usually the case, stability
is proved for a fixed, but unknown, and sufficiently large integer i�.

In the implementation of our collocation method, to evaluate the
integrals of the linear collocation system we have used the Chebyshev
quadrature rule, with a number of quadrature nodes which is twice that
of the collocation nodes.

For each test, we have checked the error estimate (3.38). Since the
exact solution z of (2.9) is unknown we have computed the approxima-
tion z256 and used it as exact solution. Hence, we have computed the
norm

(4.1) errzn := ||z256 − zn||L2
ω×L2

ω
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exactly by using Parseval’s equality.

Moreover, we have tested the accuracy of our method in the compu-
tation of the solution of the boundary value problem (1.1); this can be
written

(4.2)

u(P ) = − 1
π

∫ 1

−1

log
∣∣∣∣P − α(1)

(
y − 1

2

)∣∣∣∣ z1(y)√
1 − y2

dy

− 1
π

∫ 1

−1

log
∣∣∣∣P − α(2)

(
y + 1

2

)∣∣∣∣ z2(y)√
1 − y2

dy, P ∈ Ω,

where z1, z2 are the solutions of (2.9) and α(1), α(2) denote the
smoothing parameterization of the arcs ΓD and ΓN , respectively (see
(2.4)). In particular, we have computed the error

(4.3) errun := |u(P ) − un(P )|,

where u is given in the following examples and un is the analogue of
(4.2) but with z = (z1, z2)T replaced by zn = (z1,n, z2,n)T and the
integrals evaluated numerically by a Chebyshev quadrature rule.

In the following tables, we have reported also the estimated order of
convergence EOC = (log(errn/err2n))/ log 2.

All computations have been performed on a PC using 16-digit double
precision arithmetic. In the tables below the symbol – means that the
corresponding approximation has achieved a full accuracy.

Test 1. As a first test we have applied our numerical method to the
test problem considered in [8]. Therefore, in (1.1), Ω is a domain with
a re-entrant corner, enclosed by the curve:

(4.4) Γ1 :
(
−2

3
sin

(
3π
2
x

)
,− sin(πx)

)
, 0 ≤ x ≤ 2,

and the Dirichlet and Neumann arcs ΓD and ΓN are parameterized by
the interval [0, 1] and [1, 2], respectively. In Figure 1, the contour Γ1

has been plotted; its interface points have been denoted by ∗ and the
Dirichlet and Neumann arcs by the capital letters D and N, respectively.
Moreover, the symbol + points out the position of the point P in which
potential (4.3) has been computed.
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Figure 1. The contour Γ1.

Since the angle of the re-entrant corner is 3π/2 and the other interface
point is smooth, we have that the solution takes the form (3.31) if
q > 3[l + (1/2)]. Therefore, from (3.38) one expects the convergence
orders 0.83, 1.5, 2.17, 2.83, 3.5 corresponding to q = 2, 3, 4, 5, 6,
respectively, provided that f̄1 and f̄2 in (2.9) are sufficiently smooth.

Example 1. To choose a priori a known solution u which has a realistic
behavior at the corner, as in [8] we have taken as solution of (1.1)

u(x1, x2) = Re(ξ1/3) = r1/3 cos
θ

3
ξ = x1 + ix2 = r exp(iθ), (x1, x2) ∈ R

2 \ {0}.

Because u is the real part of an analytic function, u satisfies the Laplace
equation in Ω. Let u = f̄1 on ΓD and (∂u/∂n) = f̄2 on ΓN .

Even if the functions f̄1 and f̄2 do not satisfy the smoothness proper-
ties required to derive the result (3.31) and hence the estimate (3.38),
we have nevertheless considered this test. In any case, the method
seems to be convergent and the values EOC estimated are even better
than the predicted convergence orders. This result may be explained
as follows: the functions f̄1, f̄2 have a singularity exactly at the corner
(0, 0) of Γ1 (see Figure 1) where the solution of the original problem
has a singular behavior because of the corner itself. It seems that the
solution inherits this additional singularity too (modulo logarithmic
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factors), that, however, will be made smooth by the smoothing param-
eterization. Indeed, the smoothing transformation absorbs all the cor-
ner irregularities of the solution simultaneously, so that its smoothness
degree depends upon q near the endpoints of the domain of integration
and upon the boundary data inside the domain.

TABLE 1. Errors (4.1) in Example 1.

q = 2 q = 3 q = 4 q = 5 q = 6

n errzn EOC errzn EOC errzn EOC errzn EOC errzn EOC

8 6.80−02 1.17−01 2.91−01 6.59−01 1.05+00

0.97 3.02 5.38 5.66 5.87

16 3.47−02 1.44−02 7.01−03 1.30−02 1.79−02

0.90 1.46 2.60 4.58 5.46

32 1.86−02 5.24−03 1.16−03 5.42−04 4.08−04

0.99 1.40 3.86 1.73 1.89

64 9.36−03 1.99−03 1.68−04 1.63−04 1.10−04

1.32 1.35 0.40 2.92

128 3.76−03 7.82−04 1.27−04 2.15−05 1.41−04

TABLE 2. Errors (4.3) at P = (0.4, 0) in Example 1.

q = 2 q = 3 q = 4 q = 5 q = 6

n errun EOC errun EOC errun EOC errun EOC errun EOC

8 2.97−04 8.86−04 7.48−03 2.17−03 1.70−02

1.02 5.43 7.83 4.30 7.74

16 1.46−04 2.05−05 3.28−05 1.10−04 7.93−05

2.63 3.36 5.13 7.67 7.97

32 2.36−05 1.99−06 9.38−07 5.40−07 3.16−07

2.66 3.95 5.27 6.36 6.81

64 3.74−06 1.29−07 2.43−08 6.57−09 2.81−09

2.67 4.10 5.05 8.85 3.30

128 5.89−07 7.51−09 7.31−10 1.42−11 2.85−10

Remark 4.1. To compare our numerical results with those obtained
by the trigonometric collocation method in [8], we have to take into
account that in our case an additional grading near the endpoints
±1 is produced by the nonuniform distribution of the Chebyshev
knots in (−1, 1). Therefore, since the distance of two consecutive
nodes is of order n−2 near ±1 and n−1 in the middle of (−1, 1), for
a fair comparison we have to compare our results obtained with a
smoothing parameter q with those obtained in [8] with 2q. We remark
that, even when this comparison is done, our method outperforms the
trigonometric one. It appears highly competitive especially for the



206 L. SCUDERI

computation of the potential u.

Example 2. We have chosen two boundary data f̄1, f̄2, which are
smoother than those in Example 1 and satisfy the assumptions of
Corollary 3.4. In particular, we have set

f̄1(x1, x2) = Re (ξ2) = x2
1 − x2

2, ξ = x1 + ix2,

f̄2(x1, x2) =
∂f̄1

∂n
(x1, x2)

and we have solved the corresponding equations (2.9). Note that
if P lies inside the boundary, the potential (4.2) solves ∆u = 0
inside Γ with u = f̄1 on ΓD and (∂u/∂n) = f̄2 on ΓN , and hence
u = f̄1 at all P ∈ Ω. We have considered this example to test our
theoretical convergence result; the computed EOC are far bigger than
the theoretical convergence orders.

TABLE 3. Errors (4.1) in Example 2.

q = 2 q = 3 q = 4 q = 5 q = 6

n errzn EOC errzn EOC errzn EOC errzn EOC errzn EOC

8 5.39−01 1.58+00 3.10+00 4.61+00 5.96+00

8.02 5.54 4.63 4.08 3.68

16 2.07−03 3.39−02 1.25−01 2.73−01 4.64−01

7.47 14.98 12.01 10.02 8.55

32 1.17−05 1.05−06 3.04−05 2.63−04 1.24−03

3.51 7.70 19.11 20.24 19.61

64 1.03−06 5.06−09 5.38−11 2.12−10 1.55−09

3.53 5.50 2.19 4.43 7.55

128 8.92−08 1.12−10 7.40−12 9.86−12 8.28−12

TABLE 4. Errors (4.3) at P = (0.4, 0) in Example 2.

q = 2 q = 3 q = 4 q = 5 q = 6

n errun EOC errun EOC errun EOC errun EOC errun EOC

8 8.15−03 1.35−03 1.55−02 1.24−02 2.59−02

12.94 6.29 6.25 3.13 2.93

16 1.04−06 1.72−05 2.04−04 1.42−03 3.41−03

7.50 17.98 18.04 18.65 15.91

32 5.74−09 6.63−11 7.56−10 3.45−09 5.55−08

6.03 11.14 14.85 16.95 20.91

64 8.81−11 2.93−14 2.56−14 2.72−14 2.81−14

6.03

128 1.35−12
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FIGURE 2. The contour Γ2.

Test 2. We test our method also for a domain already considered
in several papers, (see, for example [6, 7, 9, 23]) the so-called “tear-
drop shaped” region with a single corner at (0, 0), (see Figure 2); its
boundary admits the following parameterization:
(4.5)
Γ2 : sin(πx) (cos((1 − χ)πx), sin((1 − χ)πx) , 0 ≤ x ≤ 1, χ = 0.86

and the Dirichlet and Neumann arcs ΓD and ΓN are parameterized
by the interval [0, 0.5] and [0.5, 1], respectively. Using a simple linear
change of variable we recast the parameterization (4.5) to the domain
[0, 2]. The interior angle between the tangent at x = 0 and x = 1 is
(1 − χ)π.

Potential (4.2) has been computed at the points

P = a

(
cos

(
(1 − χ)

4
9
π

)
, sin

(
(1 − χ)

4
9
π)

))
,

for a = 0.1 and a = 0.5; the first point lies near the singularity at the
origin, the second near the center of Ω (in Figure 2 the symbol + points
out their position inside Ω).

Example 3. As in Example 1, to give a realistic behavior of u at the
corner, we assume that the solution of (1.1) is

u(x1, x2) = exp(x1) cos(x2) + Re(ξ
1

2(1−χ) ), ξ = x1 + ix2, χ = 0.86.
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Then let u = f̄1 on ΓD and (∂u/∂n) = f̄2 on ΓN .

These data satisfy the assumptions of Theorem 3.3; moreover, be-
ing 0.14π the interior angle at the origin while the other interface
point is smooth, we have that the solution takes the form (3.31)
if q > (93/25)[l + (1/2)]. Therefore, estimate (3.32) gives the fol-
lowing convergence orders 0.04, 0.31, 0.58, 0.84, 1.11 for the values
q = 2, 3, 4, 5, 6 respectively. However, again the numerical results are
by far better than the predicted ones. This fact seems to confirm, as
remarked in Example 1, that the smoothness of the boundary data,
required to derive (3.31), may be relaxed at the corners. Indeed, if we
apply Corollary 3.4 instead of Theorem 3.3, we derive the orders of
convergence 0.58, 1.11, 1.65, 2.19, 2.73 for the values q = 2, 3, 4, 5, 6,
which are still pessimistic but closer to the estimated EOC than those
predicted by Theorem 3.3.

TABLE 5. Errors (4.1) in Example 3.

q = 2 q = 3 q = 4 q = 5 q = 6

n errzn EOC errzn EOC errzn EOC errzn EOC errzn EOC

8 6.01−02 1.29−01 2.18−01 3.08−01 3.94−01

2.14 3.66 4.03 3.76 3.37

16 1.36−02 1.02−02 1.33−02 2.27−02 3.82−02

1.63 2.43 3.16 3.88 4.42

32 4.39−03 1.89−03 1.49−03 1.54−03 1.79−03

1.70 2.62 3.38 3.90 4.24

64 1.35−03 3.07−04 1.43−04 1.03−04 9.49−05

1.95 2.83 3.73 4.52 5.15

128 3.48−04 4.29−05 1.08−05 4.49−06 2.68−06

TABLE 6. Errors (4.3) at P = (0.098, 0.019) in Example 3.

q = 2 q = 3 q = 4 q = 5 q = 6

n errun EOC errun EOC errun EOC errun EOC errun EOC

8 6.25−03 3.97−03 1.70−02 4.53−02 7.08−02

7.76 4.04 4.85 7.96 5.59

16 2.89−05 2.41−04 5.88−04 1.82−04 1.47−03

4.98 7.27 7.04 4.19 6.31

32 9.18−07 1.56−06 4.48−06 9.99−06 1.81−05

6.77 16.73 12.17 11.08 10.24

64 8.40−09 1.44−11 9.72−10 4.61−09 1.50−08

7.00 8.72 12.45 14.19 15.09

128 6.57−11 3.42−14 1.74−13 2.47−13 4.31−13
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TABLE 7. Errors (4.3) at P = (0.491, 0.097) in Example 3.

q = 2 q = 3 q = 4 q = 5 q = 6

n errun EOC errun EOC errun EOC errun EOC errun EOC

8 2.28−03 1.24−03 1.08−02 2.29−02 3.45−02

7.21 3.20 4.35 4.69 4.34

16 2.10−05 1.35−04 5.30−04 1.13−03 1.70−03

7.40 11.86 11.23 10.27 9.16

32 1.24−07 3.63−08 2.21−07 9.15−07 2.98−06

7.32 12.09 13.89 15.53 14.77

64 7.75−10 8.35−12 1.46−11 1.94−11 1.07−10

9.61 8.68 9.74 8.48 11.41

128 9.94−13 2.04−14 1.71−14 5.44−14 3.93−14

Moreover, we can claim

Remark 4.2. A disagreement between the estimated EOC and the
theoretical ones seems to be fairly typical of the collocation methods
based on global polynomial approximations and zeros of orthogonal
polynomials (see also [23]), when the solution itself is smooth in the
interior of the domain of approximation. A possible explanation of
this may be that the constants cn in the error estimates, which for n
sufficiently large tend to c (see (3.32) or (3.38)), assume particularly
small values when n is small or moderate.
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APPENDIX

Here we present some basic facts about the Mellin convolution op-
erators on [0,∞] and the Mellin transforms, which will be used next.
These are based on [11, 6].

A. The Mellin transform k̂ of k : R
+ → C is defined as

k̂(z) =
∫ ∞

0

sz−1k(s) ds.
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It has the following properties.

(A1) The operator k → k̂ is an isometric isomorphism from L2(R +)
onto L2({Re z = 1/2}).

(A2) If K is a Mellin convolution operator, i.e.,

(5.1) Kv(x) =
∫ ∞

0

k

(
x

y

)
v(y)
y

dy,

with kernel x−1/2k(x) ∈ L1(R +) then K̂v(z) = k̂(z)v̂(z) and K is a
continuous operator on L2(R +) with norm bounded by ||K||L2(0,∞) ≤
supRe z=1/2 |k̂(z)|. More in general this result holds for the operator
of the form (5.1), provided that the Mellin transform is bounded on
Re z = 1/2.

(A3) Let K̂(z) := k̂(z) define the symbol of the operator K. If K and L
are Mellin convolution operators with bounded symbols on Re z = 1/2,
then K̂L(z) = K̂(z)L̂(z).

B. The symbol K̂(z) of the Mellin convolution operator K is said to be
of class

∑−∞
α,β , α < 1/2 < β, if it is analytic in the strip α < Re z < β

and if the estimates

K̂(z) = O((1 + |z|)−m), |z| −→ ∞, m ∈ Z
+,

hold uniformly in each substrip α′ < Re z < β′, α < α′ < 1/2 < β′ < β.
Mellin convolution operators with symbol of class

∑−∞
α,β satisfy the

following properties.

(B1) If K̂ ∈ ∑−∞
α,β , then the kernel function k(x) of K satisfies the

estimates

sup
x∈(0,∞)

|xm+ρDmk(x)| < ∞, m ∈ Z
+, α < ρ < β.

In particular, this latter implies x−1/2k(x) ∈ L1(R +) and from (A2) it
follows that K is a bounded operator on L2(R +).

(B2) Let χ be a smooth function with supp (χ) ⊂ [0, 1] and let ψ
be a bounded function such that supp (χ) ⊂ [0, 1] and let ψ(s) = 0,
s ∈ [0, ε], for some ε ∈ (0, 1). If K̂ ∈ ∑−∞

α,β for some α < 1/2 < β
and K is the corresponding Mellin convolution operator (5.1), then the
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operators χK − KχI and ψK are Hilbert-Schmidt and hence compact
on L2(R +).

We finally recall a standard result on the invertibility of a convolution
operator I + K restricted to the unit interval and on the stability of a
corresponding finite section method.

(B3) Let φ and φr, 0 < r < 1, be the characteristic functions of the
intervals (0, 1) and (r, 1), respectively. If the conditions

(i) x−1/2k(x) ∈ L1(R +),

(ii) 1 + K̂(1/2 + iy) �= 0, y ∈ R,

(iii) {arg(1 + K̂(1/2 + iy))}∞−∞ = 0

are satisfied, where {arg(·(y))}∞−∞ denotes the variation of the argu-
ment when y runs from −∞ to ∞, then the Mellin convolution opera-
tor φ(I +K)φ is continuously invertible on L2(0, 1). Further the corre-
sponding finite section operators φr(I + K)φr are stable, i.e., there is
an r0 > 0 and a c > 0 such that

||φr(I + K)φrv||L2(0,1) ≥ c||φrv||L2(0,1), v ∈ L2(0, 1),

for any r ≤ r0. This property can be checked using the theory of
Wiener-Hopf operators [12].

C. We now introduce the Mellin convolution operators considered in
our analysis:

(5.2)
H+v(x) =

∫ ∞

0

h

(
x

y

) (
x

y

)1/4
v(y)
y

dy,

H−v(x) =
∫ ∞

0

h

(
x

y

) (
x

y

)−1/4
v(y)
y

dy,

where h(t) = (1/π)(1/1 − t) and with the symbols

Ĥ+(z) = cot[π(z + (1/4))]

and
Ĥ−(z) = cot[π(z − (1/4))],

respectively;

(5.3) Lβv(x) =
∫ ∞

0

lβ

(
x

y

) (
x

y

)1/4
v(y)
y

dy,
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where

lβ(t) = − 1
π

qtq−1(tq − cosβ)
t2q − 2tq cosβ + 1

and with the symbol

L̂β(z) =
cos((π − β)( z−

3
4
q ))

sin(π( z−
3
4
q ))

;

(5.4) Kβv(x) =
∫ ∞

0

kβ

(
x

y

) (
x

y

) 1
4 v(y)

y
dy,

where

kβ(t) = − 1
2π

qtq−1 sinβ

t2q − 2tq cosβ + 1
and with the symbol

K̂β(z) = −
sin((π − β)( z−

3
4
q ))

2 sin(π( z−
3
4
q ))

.

The computation of the above symbols follows from the following
identity

f̂(z) =
∫ ∞

0

sz−1f(s) ds =
∫ ∞

0

qtq−3/4f(tq) tq(z−1)−1/4 dt = ĝ[q(z−1)+3/4]

where g(t) := qtq−3/4f(tq) or, equivalently, ĝ(z) = f̂( z−3/4
q + 1), and

by use of standard transform tables.

Remark 5.1. It is easily seen that Ĥ+(z) is of class
∑−∞

−(1/4),(3/4) and

Ĥ−(z) is of class
∑−∞

(1/4),(5/4). Moreover, L̂β(z) and K̂β(z), 0 < β < 2π,

are both of class
∑−∞

−(5/4),(3/4), for q ≥ 2. Finally, k̂β(z), l̂β(z) are of
class

∑−∞
−1,1, for q ≥ 2.

D. In view of applying a localization procedure we introduce the
following two smooth cut-off functions

ν̄0(t) =1, t∈ [−1,−1+ε]∪[1−ε, 1], supp (ν̄0)⊂ [−1,−(1/2))∪((1/2), 1],
ν̄1(t) =1, t ∈ [−ε, ε], supp(ν̄1) ⊂ (−(1/2), (1/2)),
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near the corners P0 and P1, respectively, and with 0 < ε < 1/2. Taking
into account the changes of variables carried out in Section 2, mapping
[−1, 0] and [0, 1] onto [−1, 1], we then set
(5.5)

ν0(x) := ν̄0

(
x−1

2

)
= 1, χ1(x) := ν̄1

(
x+1

2

)
= 1, x ∈ [−1,−1+2ε],

ν1(x) := ν̄1

(
x− 1

2

)
= 1, χ0(x) := ν̄0

(
x + 1

2

)
= 1, x ∈ [1 − 2ε, 1].

In the following technical lemma we will show that each of the
following operators D̃Ṽ12, D̃(Ṽ11 − Ã), K̃21, H̃ω−1 and M̃ , defined in
Section 2, can be written as the sum of two Mellin convolution operators
near the corners and a compact operator Ẽ on L2. In this lemma the
bar on the Mellin convolution operators Lβi

, Kβi
, i = 0, 1, H+ and

H− given by (5.2) (5.4), indicates that proper transformations are to
be carried out since in those terms the singularity is not at x = 0 and
y = 0. For example, Lβ0 (Lβ1) is obtained from Lβ0 (Lβ1) by the
changes of variables x → 1+x and y → 1−y, x → 1−x and y → 1+y;
the bar notation has an analogous meaning for the remaining terms and
the changes of variables are specified every time in the corresponding
proofs.

Lemma 5.2. The following equalities

(i) D̃Ṽ12 = ν0Lβ0
χ0 − ν1Lβ1

χ1 + Ẽ,

(ii) D̃(Ṽ11 − Ã) = ν0(L0 −H+
)ν0 − ν1(L0 −H+

)ν1 + Ẽ,

(iii) K̃21 = χ0Kβ0ν0 + χ1Kβ1ν1 + Ẽ,

(iv) H̃ω−1 = H̃ω−1(1 − ν0 − ν1) − ν0H−
ψ0 + ν1H−

ψ1 + Ẽ

hold, where νi, χi, i = 0, 1, are given by (5.5) while in (iv) ψ0 and
ψ1 are suitable cut-off functions such that ψ0ν0 = ν0, ψ1ν1 = ν1 and
ψ0ν1 = ψ1ν0 = 0. Moreover, for M̃ defined in (2.34) one has

(v) M̃ = ν0M0ν0 + ν1M1ν1 + Ẽ

where the associated Mi, i = 0, 1 are the following Mellin convolution
operators

(5.6) Mi := −H−(L0 −H+) + H−Lβi
Kβi

, i = 0, 1.
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Proof. For simplicity we shall make the assumption that each arc
of Γ is straight in some neighborhood of the corners. However, using
perturbation arguments it should be possible to derive the same results
without assuming this restriction. In any case, under this condition and
taking into account that

γ(t) =
{
cqt
q + O(tq+1) t ∈ [0, ε],

1 − cq(1 − t)q + O((1 − t)q+1) t ∈ [1 − ε, 1],

with cq :=
(

2q−1

q

)
and 0 < ε < 1/2, we get

α(2)

(
x + 1

2

)
− α(2)(1) = c0e

iβ0

(
1 − x

2

)q
+ O((1 − x)q+1),

x ∈ [1 − 2ε, 1],

α(1)

(
x− 1

2

)
− α(1)(−1) = c0

(
1 + x

2

)q
+ O((1 + x)q+1),

x ∈ [−1,−1 + 2ε],

α(1)

(
x− 1

2

)
− α(1)(0) = c1

(
1 − x

2

)q
+ O((1 − x)q+1),

x ∈ [1 − 2ε, 1],

α(2)

(
x + 1

2

)
− α(2)(0) = c1e

−iβ1

(
1 + x

2

)q
+ O((1 + x)q+1),

x ∈ [−1,−1 + 2ε],

where βj , j = 0, 1 is the interior angle at the corners Pj and cj are
complex constants (here, points in R

2 have been identified with com-
plex numbers in usual way). As we shall see, these latter expressions
will supply a simplest setting in which to carry out the analysis of our
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operators. Indeed, from (2.24), (2.25) and (2.10) we have

D̃ Ṽ12 ṽ(x)

= ω− 1
2 DxV12 ω− 1

2 ṽ(x)

= − 1

π
ω− 1

2 (x)Dx

∫ 1

−1

log

∣∣∣∣α(1)

(
x−1

2

)
−α(2)

(
y+1

2

)∣∣∣∣ω 1
2 (y) ṽ(y) dy

= − 1

π

∫ 1

−1

Re

(
Dxα(1)((x−1)/2)

α(1)((x−1)/2)−α(2)((y+1)/2)

)
ω

1
2 (y)

ω
1
2 (x)

ṽ(y) dy

= − 1

π

∫ −1+2ε

−1

ν̄1

(
x−1

2

)
ν̄1

(
y+1

2

)
Re

(
−q(1−x)q−1

(1−x)q−e−iβ1 (1+y)q

)

× ω
1
2 (y)

ω
1
2 (x)

ṽ(y) dy − 1

π

∫ 1

1−2ε

ν̄0

(
x−1

2

)
ν̄0

(
y+1

2

)

× Re

(
q(1+x)q−1

(1+x)q−eiβ0 (1−y)q

)
ω

1
2 (y)

ω
1
2 (x)

ṽ(y) dy + smoother terms

=
1

π

∫ −1+2ε

−1

ν1(x)χ1(y)
q(1−x)q−1[(1−x)q−(1+y)q cos β1]

(1−x)2q−2(1−x)q(1+y)q cos β1+(1+y)2q

(
1−x

1+y

)1/4

ṽ(y) dy

− 1

π

∫ 1

1−2ε

ν0(x)χ0(y)
q(1+x)q−1[(1+x)q−(1−y)q cos β0]

(1+x)2q−2(1+x)q(1−y)q cos β0+(1−y)2q

(
1+x

1−y

)1/4

ṽ(y)dy+Ẽṽ

= − 1

π

∫ ∞

0

ν0(x)χ0(y)
qx̄q−1(x̄q−ȳq cos β0)

x̄2q−2x̄q ȳq cos β0+ȳ2q

(
x̄

ȳ

)1/4

ṽ(1−ȳ) dȳ

∣∣∣∣∣x̄=1+x
ȳ=1−y

+
1

π

∫ ∞

0

ν1(x)χ1(y)
qx̄q−1(x̄q−ȳq cos β1)

x̄2q−2x̄q ȳq cos β1+ȳ2q

(
x̄

ȳ

)1/4

ṽ(ȳ−1) dȳ

∣∣∣∣∣x̄=1−x
ȳ=1+y

+ Ẽṽ,

for ṽ ∈ L2 and assuming ṽ(x) ≡ 0 outside the interval [−1, 1]. Then
(i) follows.
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Analogously, from (2.24), (2.25) and (2.10), (2.13) we have

D̃ (Ṽ11 − Ã) ṽ(x)

= ω− 1
2 Dx(V11 −A)ω− 1

2 ṽ(x)

= − 1
π
ω−

1
2 (x)Dx

∫ 1

−1

log
∣∣∣∣α(1)((x−1)/2)−α(1)((y−1)/2)

x−y

∣∣∣∣ω 1
2 (y) ṽ(y) dy

= − 1
π

∫ 1

−1

[Re
(

Dxα
(1)((x−1)/2)

α(1)((x−1)/2)−α(1)((y−1)/2)

)
− 1
x−y

]
ω

1
2 (y)

ω
1
2 (x)

ṽ(y) dy

= − 1
π

∫ −1+2ε

−1

ν̄0

(
x−1

2

)
ν̄0

(
y−1

2

)

×
[

q(1+x)q−1

(1+x)q−(1+y)q
− 1

x−y

]
ω

1
2 (y)

ω
1
2 (x)

ṽ(y) dy

− 1
π

∫ 1

1−2ε

ν̄1

(
x−1

2

)
ν̄1

(
y−1

2

)

×
[ −q(1−x)q−1

(1−x)q−(1−y)q
− 1

x−y

]
ω

1
2 (y)

ω
1
2 (x)

ṽ(y) dy

+ smoother terms

= − 1
π

∫ ∞

0

ν0(x)ν0(y)
[
qx̄q−1

x̄q−ȳq
− 1

x̄−ȳ

](
x̄

ȳ

) 1
4

ṽ(ȳ−1) dȳ
∣∣∣∣x̄=1+x
ȳ=1+y

− 1
π

∫ ∞

0

ν1(x)ν1(y)
[−qx̄q−1

x̄q−ȳq
+

1
x̄−ȳ

](
x̄

ȳ

) 1
4

ṽ(1−ȳ) dȳ
∣∣∣∣x̄=1−x
ȳ=1−y

+Ẽṽ,

which proves (ii).

By proceeding in an analogous way, from (2.25) and (2.10) we
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then have

K̃21 ṽ(x)

= ω
1
2 K21 ω

−1
2 ṽ(x)

= − 1
2π

ω
1
2 (x)

∫ 1

−1

√
1−x2 Im

(
Dxα

(2)((x+1)/2)
α(2)((x+1)/2)−α(1)((y−1)/2)

)
× ω

1
2 (y) ṽ(y) dy

= − 1
2π

∫ −1+2ε

−1

ν̄0

(
x+1

2

)
ν̄0

(
y−1

2

)
× Im

( −qeiβ0(1−x)q−1

eiβ0(1−x)q−(1+y)q

)
ω

1
2 (y)

ω
1
2 (x)

ṽ(y) dy

− 1
2π

∫ 1

1−2ε

ν̄1

(
x+1

2

)
ν̄1

(
y−1

2

)
× Im

(
qe−iβ1(1+x)q−1

e−iβ1(1+x)q−(1−y)q

)
ω

1
2 (y)

ω
1
2 (x)

ṽ(y) dy + smoother terms

=− 1
2π

∫ ∞

0

χ0(x)ν0(y)
qx̄q−1ȳq sin β0

x̄2q−2x̄q ȳq cosβ0+ȳ2q

(
x̄

ȳ

) 1
4

ṽ(ȳ−1) dȳ

∣∣∣∣∣x̄=1−x
ȳ=1+y

− 1
2π

∫ ∞

0

χ1(x)ν1(y)
qx̄q−1ȳq sin β1

x̄2q−2x̄q ȳq cosβ1+ȳ2q

(
x̄

ȳ

) 1
4

ṽ(1−ȳ) dȳ

∣∣∣∣∣x̄=1+x
ȳ=1−y

+ Ẽṽ,

from which (iii) follows.

Further, to prove (iv) we take into account the fact that a cut-off
function ψ can be actually commuted with H̃ω−1 , given by (2.24) and
(2.19); indeed we have that

ψH̃ω−1 ṽ − H̃ω−1ψṽ =
1
π

∫ 1

−1

ψ(x) − ψ(y)
x− y

ṽ(y)ω− 1
2 (y)ω

1
2 (x) dy

and, hence, the corresponding operator is Hilbert-Schmidt and, hence,
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compact in L2. Therefore, we can write for ṽ ∈ L2

H̃ω−1 ṽ = [H̃ω−1(1 − ν0 − ν1)+ν0H̃ω−1 +ν1H̃ω−1 +Ẽ]ṽ

= H̃ω−1(1 − ν0 − ν1)ṽ

− 1
π

∫ ∞

0

ν0ψ0
1

ȳ − x̄

(
ȳ

x̄

)1/4

ṽ(ȳ − 1) dȳ
∣∣∣∣x̄=1+x
ȳ=1+y

+
1
π

∫ ∞

0

ν1ψ1
1

ȳ − x̄

(
ȳ

x̄

)1/4

ṽ(1 − ȳ) dȳ

∣∣∣∣∣x̄=1−x
ȳ=1−y

+Ẽṽ

from which (iv) follows. Finally, from (2.18), (i) (iv) and the compact-
ness results in (B2), we get

Ã−1(Ṽ11 − Ã) = −ν0H−
(L0 −H+

)ν0 − ν1H−
(L0 −H+

)ν1 + Ẽ

and

Ã−1Ṽ12K̃21 = −ν0H−Lβ0Kβ0ν0 − ν1H−Lβ1Kβ1ν1 + Ẽ.

Hence, from these last two equalities and (2.34) we obtain assertion
(v).

Remark 5.3. Since the symbols of the Mellin convolution operators
Mi, i = 0, 1 are given by
(5.7)
M̂i(z) := −Ĥ−(z)(L̂0(z) − Ĥ+(z)) + Ĥ−(z)L̂βi

(z)K̂βi
(z), i = 0, 1,

from Remark 5.1 it follows that M̂i(z) is of class
∑−∞

(1/4),(3/4), i = 0, 1.

Using the notation of Lemma 5.2 but, for brevity, putting aside the
bar over the transformed operators, we prove the following

Theorem 5.4. For q ≥ 1, I + M̃ with M̃ given by (2.34) is a
Fredholm operator of index zero on L2.

Proof. Let φ0 and φ1 denote the characteristic functions of the
interval [0, (1/2)] and [(1/2), 1], respectively. From (v) in Lemma 5.2,
Remark 5.3 and (B2) we can write

I + M̃ = φ0(I + M0)φ0 + φ1(I + M1)φ1 + Ẽ.
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To prove the theorem it is sufficient to verify the invertibility of the
Mellin convolution operators φ0(I + M0)φ0 and φ1(I + M1)φ1 on
L2(0, 1

2 ) and L2( 1
2 , 1), respectively. For brevity we shall do this only

for the first term; the proof for the second term is similar.

In order to apply (B3) we have to check conditions (i) (iii); the first
of them follows from Remark 5.3, (B1) and (B3), while the second is
an immediate consequence of the third one. Therefore, we have only
to check that {arg(1 + M̂0(1/2 + iy))}∞−∞ = 0. To prove this we will
show that 1 + M̂0(z) can be rewritten as a product of two strongly
elliptic symbols; in this case the symbol of I +M0 has winding number
equal to zero and consequently (iii) is also checked. Indeed, from (5.7)
it follows that

1 + M̂0(z) = −Ĥ−(z)L̂0(z)(1 − L̂0(z)−1L̂β0(z)K̂β0(z)),

being Ĥ−(z)Ĥ+(z) = −1. Therefore, for our task the following two
inequalities

Re (−Ĥ−(z)L̂0(z)) ≥ c > 0, Re z =
1
2
,

|L̂0(z)−1L̂β0(z)K̂β0(z)| ≤ c < 1, Re z =
1
2
,

remain to be proved. Using the symbols given in Appendix C and by
simple computations, the first of them follows from

Re
(
− Ĥ−(1

2
+ iy

)L̂0

(1
2

+ iy
))

=
sin( π

2q )+sinh(2πy) sinh( 2πy
q )

2(cosh2(πy)+sinh2(πy))[cosh2( πy
q ) cos2( π

4q )+sinh2( πy
q ) cos2( π

4q )]
.

and, for q ≥ 1, the second one follows from

L̂0

(1
2

+ iy
)−1L̂β0

(1
2

+ iy
)K̂β0

(1
2

+ iy
)

= −1
2

sin(2(π − β0)(− 1
4+iy

q ))

sin(2π(− 1
4+iy

q ))
= −1

2

sinh(2(π − β0)( y+
i
4
q ))

sinh(2π( y+
i
4
q ))

= −1
2
a

(
2
(
y + i

4

q

))
,
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being a(z) := [sinh((π − β)z)/sinh(πz)] the symbol of the double
layer potential in the case of the arc-length parameterization and
sup−∞<y<∞ |a(iγ + y)| < 1 when |γ| ≤ 1/2 (see [3]).
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9. J. Elschner, S. Prössdorf and I.H. Sloan, The qualocation method for Symm’s
integral equation on a polygon, Math. Nachr. 177 (1996), 81 108.

10. J. Elschner and E.P. Stephan, A discrete collocation method for Symm’s
integral equation on curves with corners, J. Comput. Appl. Math. 75 (1996),
131 146.

11. G.I. Eskin, Boundary value problems for elliptic pseudodifferential equations,
American Mathematical Society, Providence, 1981.

12. I. Gohberg and I. A. Feldman, Convolution equations and projection methods
for their solution, American Mathematical Society, Providence, 1974.

13. I.G. Graham and Y. Yan, Piecewise constant collocation for first kind
boundary integral equations, J. Austral. Math. Soc. 33 (1991), 39 64.

14. P. Grisvard, Elliptic problems in nonsmooth domains, Pitman, Boston, 1985.

15. Y. Jeon, A Nyström method for boundary integral equations on domains
with a piecewise smooth boundary, J. Integral Equations Appl. 5 (1993), 221 242.

16. , A quadrature method for the Cauchy singular integral equations, J.
Integral Equations Appl. 7 (1995), 425 461.

17. Y. Jeon, I. H. Sloan, E. P. Stephan and J. Elschner, Discrete qualocation
methods for logarithmic-kernel integral equations on a piecewise smooth boundary,
Adv. Comput. Math. 7 (1997), 547 571.



A CHEBYSHEV POLYNOMIAL COLLOCATION 221

18. R. Kress, A Nyström method for boundary integral equations in domains with
corners, Numer. Math. 58 (1990), 145 161.
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