
ROCKY MOUNTAIN 
JOURNAL OF MATHEMATICS 
Volume 19. Number 1. Winter 1989 

n-CONVEXITY A N D MAJORIZATION 

J.E. PECARIC AND D. ZWICK 

ABSTRACT. The fact that the n t h order divided difference 
of an (n + 2)-convex function is a symmetric, convex function 
of its arguments, and is therefore Schur convex, allows us to 
apply the theory of Majorization in order to derive inequalities 
for such functions. Several consequences of this result are 
presented. In a separate section the theory of majorization is 
used to compute bounds on the derivatives of polynomials. 

1. n-Convexity and Schur convexity. The first two definitions 
are given in [2]. 

DEFINITION 1. Let x,y € R n + 1 be given. We say that y is majorized 
by x(y -< x) if and only if Y17=o Xi = 537=0 ^ a n d 

k k 

(1) ^2x[i] > ^2v[rh fc = 0 , . . . , n - l , 
i=0 i=0 

where X[0] > • • • > X[nj denotes a decreasing rearrangement of 
^ o , . . . , x n . 

Numerous example of majorization are given in [2]. 

DEFINITION 2. Let x,y e R n + 1 be given. A function ip : R n + 1 -»- R 
is called Schur convex if and only if x -< y =$> ip(x) < tp(y). 

The next definition can be found in [4]. 

DEFINITION 3. A function / is (n + 2)-convex on (a, b) if and only if, 
for all a < x0 < • • • < £n+2 < b, the divided differences [x 0 , . . . , x n + 2 ] / 
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are nonnegative. In particular, a 2-convex function is convex in the 
classical sense. 

We note that / is (n + 2)-convex on (a, 6) if and only if f^ is 
continuous and convex there. 

Let / be (n + 2)+ convex on (a,ò), and, for a <o< • • • < xn < 6, 
define 

(2) <p(x) := [x0,. • •, x n ] / , x = ( x 0 , . . . , x n ) . 

Since the divided difference is symmetric, i.e., independent of the order 
of its arguments, and f^ is continuous in (a,ò), ip may be extended 
to all of (a ,ò) n + 1 . 

LEMMA 1. Let f be (n + 2)+ convex on (a, b) and let <p be defined as 
in (2). Then tp is Schur convex on (a ,6) n + 1 . 

PROOF. The proof in [5] shows that <p is a convex function of x for 
x e (a ,ò) n + 1 . Since it also symmetric, Proposition C.2 in Chapter 3 of 
[2] implies that it is Schur convex. 

A more direct proof can be constructed with the aid of Schur's 
condition [2, p. 57]: 

( & - & ) • < * - * > > * " • < dxi dxj 

Since, as is well known, 

"Ö ~ [•^Oi ' • • i X j _ i , X i , X 0 , Xj_|_i, . . . , X n j y , 

axi 

and, for an (n + 2)-convex function/, [ZQ,. .., 2 n +i] / is an increasing 
function of its arguments, (p satisfies Schur's condition, and is therefore 
Schur convex. 

We thus get 
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THEOREM 1. Let f be (n + 2)-convex on (a,ò). If x,y G (a ,6) n + 1 

and x -< y, then [x0 , . . •, xn]f < [y0,..., yn]f. 

A sufficient condition on x and y for (1) to be satisfied is given in 
Lemma 2. 

LEMMA 2. Let x,y E R n + 1 be given. Then y -< x if the following 
conditions hold: 

n n 

(3) 5> = £w 
i=0 i=0 

(4) J^ar,. < ]T?/ 7 , * = (),••• , n - l 

(5) Xj_i < y7 , i = ! , • • • , n . 

Lemma 2 (and the variations discussed below) may be demonstrated 
by applying the results of [3] and certain characterizations of majoriza-
tion presented in [2]. We give here a more direct proof. 

PROOF OF LEMMA 2. Note first that (3) and (4) are equivalent to 
(3) and 

(6) ^2 Xi > 5Z Vh fc = 0 , . . . , n - l . 
i=k+l i=k+l 

Thus, with (5), we get 

n n n n —1 

^2 Xi- Ylyi - Yl Xi~i = ]Lxu 

i=fc+l i=k+\ i=k+l i=k 
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and hence xn > #A-, k = 0 , . . . , n - 1. From (6) we also get xn > yn 

and 
n 

(7) xn-yk> 5Z (2 / i -^ i - i ) > 0, fc = l , . . . , n - 1, 
i=fc+l 

which holds for /c = 0 as well. In particular, xn — X[0] > 2/[o]- In 
order to show that the remainder of the conditions (1) are satisfied, fix 
1 < k < n- 1 and let X[0],.. .,£[*] = xn,x3l,.. .,xjk and 2/[0],... ,2/[fc] = 
2//0,... ,yik. Further, set / := min0<i<fc{/i}- We then have 

^2(X[r) - V[i\) = fan -yi) = J2XW " H ^ 
i = 0 ?.= 1 i = 0 

k k 

= (xn -yi)+ ($!*[*•] - $ ^ ^ i - i ) 

A- k 

i = 0 i = 0 

From the definition of x ^ , it follows that 

k k 

i = l i=o 

and (7) yields 
n 

xn-yi> 5Z (y» - ^ - I ) » 

hence it only remains to show that 

n k 

^2 (vt - xi-i) > ^2(yii - xn-i) 
i = Z + l i=0 

But this is true since, for each i in the sum, li > I + I and hence the 
right-hand side is a partial sum of the left-hand side, all of whose terms 
are nonnegative. 
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REMARK 1. If the reverse inequalities hold in (4) and (5) then the 
conclusion of Lemma 2 is still valid. If one of (4) and (5) is replaced by 
the reverse inequality, then x -< y. The proofs of these assertions are 
similar to that of Lemma 2. 

We note that Theorem (2.2) of [1] is a consequence of Lemma 2 
and the Schur convexity of [xo, • • • ,Xn]f when / is an (n + 2)-convex 
function. 

2. Weak majorization. A useful form of majorization is given in 

DEFINITION 4. 

a) y is weakly majorized from above by x(y -<u' x) if 

k k 

i=0 r=0 

where X(0) < • • • < #(n) ls a n increasing rearrangement of x o , . . . , xn. 

b) y is weakly majorized from below by x(y -<w x), if 

k k 

J2yW - H X M ' k = 0,...,n, 
i=0 i=0 

with x o , . . . , xn a decreasing rearrangement of x o , . . . , xn. 

LEMMA 3. lfYli=oxi - X^=o^ ' * ~ 0, . . . , n , and either Xj-1 < 
yt, i = 1 , . . . , n, or ?/i_i < xM i = 1 , . . . ,7i, £Aen ?/ - ^ x. 7/ £Ae 
reverse inequalities hold then y <^ x. 

PROOF. The proof of these assertions may be carried out in much the 
same manner as in the proof of Lemma 2. 

The importance of weak majorization is given in 
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PROPOSITION 3. [2]. y - ^ x => <p(y) < <p(x) for all increasing, Schur 
convex functions, and y -<" x => <p(y) < ç(x) for all decreasing, Schur 
convex functions. 

The following theorem generalizes Theorem (2.2) of [1]. 

THEOREM 2. Let f be (n + 2)-convex in (a, b) and let x, y e (a, ò ) n + 1 

be given. Then 

[x0,...,xn]f < bo, . . - ,2/n]/ 

if any of the following conditions are satisfied: 

a) x -< y; 

b) x - ^ y and f is (n + 1)-convex; 

c) x -<" y and —f is (n + \)-convex. 

PROOF. AS noted above, the function p(x) := [x0 , . . . , £ „ ] / is Schur 
convex. If / is (n -f l)-convex then ip is increasing, hence if — / is 
(n + l)-convex then <p is decreasing. The theorem now follows from the 
definition of Schur convexity and from Proposition 3. 

REMARK 2. We note that the results of Theorem 2 are valid for the 
closed interval [a, 6], provided / ( n ) is continuous on [a, 6]. 

3. Some applications. The results of §1 can be used to demon­
strate that certain functions are Schur convex. We give a few examples: 

EXAMPLE 1. The complete symmetric functions 

Ck(x) := ^2 Xit...xik, fe=l,...,n, C0{x) = 1, 
()<*/< —<ifc<n 

can be generated by taking divided differences of monomials: 

cA.(x) = [x 0 , . . . ,x n]r+ A \ fc>o. 
Since r+A" is (n 4- 2) -convex for t > 0 and A: > 0, the functions CA are 
Schur convex, provided that xi > 0, z = 0 , . . . , n. 



n-CONVEXITY AND MAJORIZATION 309 

EXAMPLE 2. Let 

Then 

Since 

1 -at 

(p{x) := [ x 0 , . . . , x n ] / = 
UÎ=Q{1-axiï 

fin+2){t)
 (n + , < n + 2 , m _ ( * + 2)!a»« 

( l - o O n + 3 ' 

it follows that ip is Schur convex, provided n is even and axj < 
1 (i = 0 , . . . , n), or n is odd and either ax; > 1 (z = 0 , . . . , n), or 
axj < 1 (i = 0 , . . . , n) with a > 0. 

Theorem 2 can be used to derive divided difference inequalities for 
(n + 2)-convex functions (see [1]). 

EXAMPLE 3. For a given x e (a,fe)n+1, denote by Ç the average 
^+T Xir=o x*' a n d l e t * : = (C • • • > 0 - Then z < x, hence ^(z) < <p(x) for 
all Schur convex functions p. In particular, for ip(x) := [x 0 , . . . , x n ] / , 
with / an (n + 2)-convex function, we get 

n! 

In [1] several applications of this inequality are given. 

4. Derivatives of polynomials. In this section we apply the theory 
of Majorization to the problem of computing bounds on the derivatives 
of polynomials. These results are independent of the results of the 
previous sections. 

We recall that the elementary symmetric functions are defined as 

Sk(x) := ^2 xri,...,xlk, SQ(X) = 1. 
0<ii<-<ik<n 

As easily follows from Schur's condition, the functions Sk{x) are in­
creasing and Schur concave for Xj > 0. Since —SA is thus decreasing 
and Schur convex it follows that, for x,y € R n + 1 , 

x^y=>-Sk(x)<-Sk(y), 
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i.e., 
Sk(y) < Sk{x). 

Let p(t) := Y\"=0(t - £,), where & < 77,, i = 0, . . . , n . We have 
P'(t) = E J U I W ' - tj), hence p(b) = S„{x) and p'(b) = S„_i( i ) , 
where x? := ò — £,, i = 0 , . . . , n. In general, 

?-±l = Sn-j(x), j = 0 , . . . , n . 

Now suppose that </(£) := n"=o(^ ~~ Vi)^ ^ — ^ z = 0 , . . . , n, and define 

2/i := 6-?7i, z = 0, . . . , n . 

As observed above, if x -<" y then 5A-(y) < Sk(x), that is, 

q{k){b)<p{k)(b), k = 0 , . . . , n . 

A simple calculation shows that x - ^ y if 

A- il-

provided that 6 > £o > * * * > £n and 6 > 770 > ••• > 7/n, or, 
by Lemma 3, if (8) holds and either £ < r/7_i, z = l , . . . , n , or 
Vi < &-i> i = l , . . . , n . 

We now give an application of this result. 

EXAMPLE 4. Let p(t) := Y\"=l(t - rjt) with 1 > //! > •. • > r/n > - 1 
and let Tn(t) be the monic Chebyshev polynomial of degree n on [—1,1]: 

n 

Tn(t):=Y[(t-ti), 
i=l 

with £7 = cos^^7T, i = l , . . . , n , the zeros of Tn arranged in 
decreasing order in ( — 1,1). 

Now 
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as readily follows from the identity 

7T 2 l — 1 . Z7T 1 — 1 
2 sin — cos ——7T = sin sin n. 

2n 2n n n 

Thus we get the following result: 

If 

then 

p ( l ) < T n ( l ) = l 

2 n - l 

and 

p ( l ) < i „ ( 1 ) - 2 „ - i - i - 3 . . . ( 2A- - 1) ' * ' - 1 ' - " ' n -
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