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INFINITELY DIVISIBLE GIBBS STATES 

ED WAYMIRE 

ABSTRACT. A notion of infinite divisibility for Gibbs states which 
is based on the structure of the configuration space for lattice sys­
tems as a direct product of cyclic groups of order two is explored. 
Simple examples are provided to show that infinitely divisible 
probability measures do exist within the class of Gibbs states. 
This suggests a line of problems for which a few general results 
are obtained. It is also shown by example that passage to the ther­
modynamic limit maybe required before infinite divisibility appears 
as a property of the state. Finally, it is shown that infinite divisibility 
is a sufficient condition for an interesting correlation inequality. 

1. Introduction. Group analysis has previously been applied to the 
study of classical lattice systems in a wide variety of directions; see 
McKean [6] for a specific illustration, and Gruber, Hintermann, and 
Merlini [3] for the more comprehensive theory. Likewise the study of 
infinitely divisible probability measures on abstract group structures has 
been explored in several directions; see Parthasarathy [7] for example. 
However, the line of problems and examples given here appear to repre­
sent a first look at the extent to which the class of Gibbs states intersect 
the class of infinitely divisible probability measures. By no means are all 
of the issues resolved though. The motivation for such a study is based on 
the availability of the Levy-Khintchine formula for the characteristic 
function of infinitely divisible probability measures [7], the identification 
of «-point correlations of Gibbs states with their characteristic function, 
and the fundamental importance of «-point correlations in mathematical 
statistical mechanics. 

Let Zd denote the rf-dimensional integer lattice and let 0 = {0, \}zd 

be given the product topology and corresponding Borei sigma-field 08. 
The collection of Gibbs states on (0, ^ ) for a potential 0 will be denoted 
by 9(0). 

A configuration TJ e Q will be represented as a subset X of Zd in the 
usual way. Under symmetric difference A we have that(£?, A) is a compact 
abelian group with identity <f> and inverses X~x = X, XeQ. The dual 
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group of Q is the collection Q0 of finite subsets of Zd under A. In particular 
each Ae O0 corresponds to a character of Q of the form 

(1.1) XA(X) = A(X) = ( - l ) '** i , XeQ. 

The characteristic function (Fourier transform) of a probability measure 
(state) fi on (0, &) is given by fi : O0 -• C with 

(1.2) fi(A) = §Q(-iyAWfx(dX). 

In the mathematical physics literature fi(A) is referred to as an |^|-point 
correlation between particles in the configuration A. 

A state fx is infinitely divisible if and only if for each n ^ 1 there is a 
probability measure fxn on (0, $) such that 

(1.3) fi = ß% A T = 1 , 2, . . . . 

Equivalently, for each n^l, fi may be represented as the «-fold convolu­
tion fx*n of fin with itself where the convolution of states fi, v is given by 

(1.4) fi* v(B) = f fi(BA X)v(dX\ Be<%. 

Although we have adopted the lattice gas formalism, the Ising model 
for ± spin magnetism will appear in the examples. In such cases a spin 
configuration 7] e {— 1, \}zd is identified with a subset X of Zd according 
to the 'spin down' convention 

(1.5) X= {ieZä:v(i)= - 1 } . 

In the lattice gas framework A corresponds to pointwise addition of 
configurations modulo two, while in the magnetic spin framework A cor­
responds to ordinary pointwise multiplication of configurations. 

For the most part the discussion will be restricted to finite range po­
tentials 0 although the statements of the various problems only require 
enough to insure that <2>(Q) is non-empty; see Preston [8] for general 
existence conditions. In the case of the Ising models we find it to be 
more convenient to represent 0 in terms of the usual coupling constants. 
In the case of the classical homogeneous Ising model with pairwise nearest 
neighbor interactions under zero external magnetic field and coupling 
constant / we have 

(1.6) 0(X) = 

- 4dJ, X = {/} 

4/, * = { U } , | / - y | = 1 

0, otherwise. 

For the treatment of the problems given here we also find the definition 
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of Gibbs states on (Û, @t) given by Lanford and Ruelle [5] to be more con­
venient than the equivalent version in terms of conditional probabilities 
given by Dobrushin [2]. For this first note that the sigma field & is gen­
erated by finite dimensional rectangles of the form 

(1.7) [Y9F] = {XzQ-.Xf) F= Y}, Ycz FeQ0. 

For fixed F e Q0 the rectangles [Y, F], Y c F, partition Q into 2IFI disjoint 
rectangles. 

Next define Tx: Q -+ Q, XeQ, by 

(1.8) TX(Y) = XAY 

Since Tx: [Y, F] -• [(X Ç] F) A Y, F] is one-to-one and onto it follows 
immediately that Tx is measurable. Moreover Tx is continuous for the 
product topology on 0. The definition (1.9) follows Lanford and Ruelle 
[5]. 

DEFINITION 1.9. A probability measure // on (Q, 3Ì) belongs to Q>(0) 
if and only if for each F e ß0, X c F, 

(i) p ^ 1 < < j U o n [<f>, F] 

( i i ) dfioTx\Y) = £ 0(W)} f o r y e [<f>9 F]. 
au WCXAY 

Define/#, F e Q0, o n ß b y 

(1.10) hf{X) = exp{/3 2 ®(W)}. 
WczX 

The focus of the present paper is directed upon the following set of 
problems stated in their order of decreasing difficulty. 

PROBLEM 1.11. Find conditions on 0 under which the state /j,e<3(0) 
is infinitely divisible. 

PROBLEM 1.12. Find conditions on 0 for which /a*fi e Q){0') for some 
potential 0' given that /u e Q>(0). 

PROBLEM 1.13. Find conditions on 0 such that for /Lie@(0) and for 
a l l F e ß 0 , /4*/ /°7y< <ju*/u on [<f>, F], 

PROBLEM 1.14. Find conditions on 0 such that for each XeQ, vx = 
fi o Tx

l e ^(0X) for some potential 0X. 
The main problem is problem (1.11). The others are in the direction of 

providing a solution to (1.11). Problem (1.11) seems to be non-trivial 
indeed. At this stage we can do no more than verify infinite divisibility 
for certain examples and give some results for problems (1.12)—(1.14). 
The examples and proofs of infinite divisiblity are given in section two. 
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The Levy-Khintchine measure is also calculated for these examples in 
section two. 

Some results for problems (1.12)—(1.14) are given in section three. 
Problem (1.13) is a part of problem (1.12); namely the local absolute 
continuity condition (i) of (1.9). So a solution to (1.13) solves (1.12) up 
to the identification of the Radon-Nikodym derivative. Problem (1.14) is 
based on the observation in connection with (1.12) that fx*fi is the convex 
combination 

(1.15) /,*//(•) = JflAior^( - )/j(dX) = §QVX('MdX). 

Although @(0) is convex (a Choquet simplex in fact) the potential for vx 

will typically depend on Xso that (1.14) does not completely resolve (1.11). 
However the solution to (1.14) can be used to solve (1.13). 

Correlation inequalities of various sorts play an extremely important 
role in statistical mechanics. In section four it is shown that infinite 
divisibility is a sufficient condition for a correlation inequality first studied 
by Kelly and Sherman [4]. By means of a simple finite volume example, 
they show that this particular inequality cannot be expected to hold in 
general. However, in this connection it is of interest that we show (by 
example) that it may be necessary to pass to the thermodynamic limit for 
infinite divisiblity to appear as a property of the state. 

2. Some examples. In general the set of sites will be denoted by S 
although we take S = Zd in most cases. In any case S is a countable 
(including finite) set. 0 = {0, 1}S is generally represented as the power 
set of S according to the usual convention that X — {ie S: rj{ï) = 1}, 
7] e 0, for lattice gas models. The 'spin down' convention (1.5) is used in 
the case of lattice magnets. 

EXAMPLE 2.1. Ideal Gas. In the case of the ideal gas with parameter 
p, - o o ^ p ^ oo. 

(2 2) 0(X) = ° f0r Xe °°' for m > 1 °r X = 0 ' 
1 ' } 0(X) = pforX= {x}. 

In this case ^(0)is a singleton consisting of the Bernoulli product measure 
tip, p = eto/2 cosh(/3p), given by 

(2.3) ftJLY, F] = p\r\q\F\-m9 Y c= Fe Q0, 

where q = 1 - p. In particular, 

Up * /'/»(IX x]) = 2pq and 

MP * Ml<f>> * D = P2 + 02> <1 = 1 - P-
(2.4) 
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Note that in the case/? = 1/2 (i.e.,p = 0) ju1/2 is normalized Haar measure 
for the group (Ö, A). The characteristic function of (JLP is given by 

fip(A) = §a(-iy*™ f*(dx) 
(2.5) 

= (<? - p)m. 

It follows that jj,p is infinitely divisible for p ^ 1/2 (i.e., p ^ 0). In par­
ticular if p„ = (1 - ^/l - 2/>)/2, then 

(2.6) (t=fip"n,n= 1,2, .... 

In the special case p = 1/2, note that 

(2.7) /}1/204) = | J' 
I, A = 0 

otherwise. 

Moreover //1/2 is idempotent (i.e., ^1 /2 = ^1/2*^1/2)-

EXAMPLE 2.8. Mixed Phase Ideal Gas. Let fj, = p/uPl 4- #/^2 where 
0 < / ? < l , p + # = l , and ^ , ^ 2 are Bernoulli product measures with 
parameters pl9 p2, respectively. Certainly if 0 g p1 = p2 ^ 1/2 then /u is 
infinitely divisible. For a real mixture we restrict the example to pi ^ p2, 
say 0 <; px < p2 ^ 1/2. 

In the case of real valued random variables with the ordinary group 
structure it is generally not to be expected that mixtures of infinitely 
divisible laws are again infinitely divisible although there are special 
exceptions (see Steutal, [9]). One special case here is the case 0 <i pi < 
p2 = 1/2. Since Haar measure /iV2 is idempotent fln = pnjup[ + (1 — 
pn)Hi/2. It is therefore apparent how to construct //„, n ^ 1, for (1.3). In 
general note that for 0 ^ px < p2 ^ 1/2 

fi(A) = pßPl(Ä) + qßP2(A) 

= AA\P + q(hlhyM) 

where Xx = 1 — 2px > 0, and X2 = 1 - 2p2 ^ 0. It follows that 

V = MPI * 0w> + tf/W 

where 

^ " 2 V1 ~h) * 1 - 2 ^ = 2 • 

Since the class of infinitely divisible laws is closed under convolution it 
suffices to consider the case ^ = pfi0 + q/xP2. Note that ß0 = <?{0} and 
fj.fr 1 ^0 f ° r P2 > 0. In this case we have 

http://fj.fr
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ß(Ä) = pß0(A) + qßP2{A) 
= p + q{\ - 2p2y*. 

It can be shown from here that ju is not infinitely divisible unless p2 = 0 
or p2 = 1/2; an easy way to do this is to assume the Levy-Khintchine 
representation (2.19) noting that H = {0} for 0 < p2 < 1/2 and arrive 
at a contradiction of the form F([{x, y}, {x, y}]) < 0. 

EXAMPLE 2.9. One dimensional Ising ferromagnet. 
The one dimensional Ising ferromagnet with zero external field is given 

by a parameter / ^ 0 with 

r - 4 / , * = { i } 
(2.10) 0(X) = 4/, X = {/, j}, \i - y | = 1 

1 0, otherwise. 

In this case @(0) is a singleton consisting of a stationary ± 1 valued 
(double-ended) Markov chain juj on Z with ///([0, 0]) = ///([0, 0]) = 1/2 
and stationary transition law 

- 1 

(2.11) P = 

+ 1 

- 1 +1 
eßJ e~ßJ 

2 cosh(/3/) 2 cosh(/3/) 

2 cosh(/3/) 2 cosh(/3/) 

In general it is not the case that the sum of two independent Markov 
chains is a Markov chain. The following lemma further illustrates the 
richness of the structure of the one-dimensional Ising ferromagnet. 

LEMMA 2.12. Let ju^ and /btj2 denote one-dimensional Ising ferromagnets 
with coupling constants Jx > 0 and J2 > 0, respectively. Then pLjx*fJLj2 is 
a one-dimensional Ising ferromagnet with coupling constant J' given by 

(2.13) tanh^/') = tanh^/j) . tanh(/3/2). 

PROOF. Let {TJ(Ì): i e Z} and {a(i): * G Z} denote the respective Markov 
chains with states ßh and fih, respectively. Also let £(i") = rj{î)a{i\ i e Z. 
Since o and j] are independent, we have upon taking ß = 1, 

p]\+Ji p-J\-h 
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In particular P(£(j + 1) = 11 7]{j\a(j)) is a function of £0) = 7}(J)-<T(J). 

So, for any real-valued function/ 

^I/"C€0" -*- i » I €Ci> €0">l 
= E{E[f(Ç(j + 1))|(<7(1), V(l)) - - - (aU)9 VÜ))]I«D, - - -, e(/)} 

= E{E\flffJ + 1)) I (<*/), 90))] I « 0 , - • -, «0")} 

= E[f{&j + 1)) | £(;)]. 

So the Markov property for {£(j): / e Z } is established. To see that the 
transition probabilities (2.14) may be expressed in the Ising model form 
(2.11) for s o m e / ' let 

2 cosh(/') (eh + e-h)(eh + e~~/2) 

e-r el\-h + eh-h 
2 cosh(/') (e11 + e~Il)(e^ + e-ty ' 

Equation (2.13) is an algebraic equivalent. Note that equation (2.13) has 
a solution / ' > 0 since Ji and J2 are positive. 

Infinite divisibility now follows in the case of the one-dimensional Ising 
ferromagnet from Lemma (2.12). Specifically since 0 ^ tanh(/3/) ^ 1 
for / > 0, for each n ^ 1 there is a /„ > 0 such that 

(2.15) tanh(/3/) = [tmh(ßJJ\*. 

From the lemma we get that 

(2.16) /</ = / * > « * 1-

REMARK 2.17. A simple calculation of the two-point correlation func­
tion for the finite volume Ising model on the torus (i.e., periodic boundary 
conditions) makes it clear that this example is not infinitely divisible. 
However, according to the above we do get infinite divisibility in the 
thermodynamic limit. 

EXAMPLE 2.18. Poisson (Group) Sums. Suppose that Xl9 X2, . •. are 
independent and identically distributed as the state v. Let Nx be a Poisson 
random variable independent of Xl9 X2, . . . and consider 

X = A Xi9 

with X0 = <j) with probability one. Let p. denote the state of X. Then, 

fi(A) = E(y{A))N> 

= exp{^[v(^) - 1]}. 
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So, ju is infinitely divisible regardless of the state v. 
The characteristic function of an infinitely divisible state ju on (fl, A) 

admits the Levy-Khintchine representation 

(2.19) fi(A) = XH(A) exp {J [( -1)'*™ - \}dF(X)}, A e Q0, 

where lH is the Haar measure of a compact subgroup of Q and F is a 
^-finite measure which has finite mass outside every neighborhood of <j> ; 
see Parathasarathy [7]. Also, 

(2.20) f [1 - ( - \yA^]dF(X) < oo for all A e fl0. 

Finally, since every element of the compact group Q is of order two the 
representation is unique (see [7] p. 112). The simple form of the Levy-
Khintchine formula (2.19) is related to the fact that Q is totally discon­
nected for the product topology; in particular note that [x, x] and [<f>, x] 
are disjoint open sets which decompose the space Q. 

The calculations of the Levy-Khintchine representation for the examples 
given above are rather straightforward so we omit the details and leave 
the verification of the following results to the reader. 

Ideal Gas. In this example H = Q for p = 1/2. In the case p < 1/2 
H = {̂ } and Fp is concentrated on the singleton configurations; i.e., 
configurations Ö1,- e Û of the form 

(2.21) ff,0) = { ( ! ' 7 ^ ! 
(0,j # /. 

That is, <j; = {/}. Moreover for any finite set D c Zd, 

(2.22) Fp({ffi: i e D}) = \D\ log((l - 2p)-^), 0 è P < -£• 

One-Dimensionai hing Ferromagnet. In this example H = {<j>, Z} = 
{a+, a~) where a+, a~ are the pure phases given by 

„ „ v tf+(0= 1 for a l l / e Z 
(2.23) 
v ' a-(i) = - 1 for a l l / G Z. 
The Levy-Khintchine measure Fj is concentrated on the set of configura­
tions {rji'. i e Z} of the form 

(124) ' '<H U>L 
That is, 7],-={,..., —2, — 1, 0, 1, . . . , / — 1, /} . Moreover, Fj is given 
by 
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(2.25) Fj(Vi) = log((tanh(./))-i'2). 

Note also that 

(2.26) IH = T8*++~T8'-

Poisson (Group) Sum. In this example H = {0} and F = Àv. Note that 
Fis a totally finite measure in this model. 

3. General results. Partial solutions to the problems stated in the intro­
duction are given in this section. First we consider problem (1.14). Al­
though the result shows that it is always the case that vY — ß° Ty1, Ye 0, 
is a Gibbs state, the result needs improvement in the direction of identify­
ing the structure of the potentials in the various interesting models of 
statistical physics. However, the intent of this section is only to provide 
some general results in the direction of the basic problem (1.11). 

The theorem which solves (1.14) for finite range potentials will be 
preceded by two lemmas which have well-known versions in terms of 
Gibbs specifications in the sense of Dobrushin, see Preston, [8]. It is not 
hard to deduce the versions given below from this. 

LEMMA 3.1. Let $ be a finite range potential. Then jue@(0) if and 
only if for each x e S 

(i) juoT-1 << /non [ci, x] 

(ii) AËIIÎL (Y) = exp{/3 £ 0(W)} for Y e [0, *]. 
dix wcgp 

LEMMA 3.2. Suppose that hx\ Q -+ R is & measurable and depends on 
only finitely many coordinates. Then there is a finite range potential 0 
such that 

hx(X A x) = exp{ß £ 0(W)} 
W^YAx 
xŒW 

if and only if hx(X A x)hy(XAxAy) = hy(X A y)hX(X A x A y) for all 
x, y e S and X e Q such that x$ X and y $ X. 

THEOREM 3.3. Let p. e <3(0) for a finite range potential 0 Then for 
Y e fl, vy = fi o Tyl e @(0Y) for a finite range potential 0Y. Moreover, 

hf(X A x) = ^ x l y ^ for Xe Q. 

PROOF. Let / be an arbitrary continuous function on Q. Then for X e 
[<f>9 x] w e h a v e 
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f f(XAx)dvY{X)= f f(XAx)dMoTy\X) 
J tx, xl J [*, xl 

= f f(XA YAx)da(X) 
J l(Yf\X) Ax,xl 

f(XA Y A x)dfi{X) if x e Y IL 
f(XA Y A x)dju(X) ifxtY. 

I lx, xl 

We treat the two cases xe Y and x $ Y separately. First if x $ Y then 

f f(X A x)dvY(X) = f f(X AY A x)dju(X) 
J Lx, xl J [#, xl 

= f f(XA Y)h*(X A x)dfjL{X) 
Jlfaxl 

= f f(XWx{X A Y A x)dvY(X) 
Jifaxi 

since Ty maps [0, x] on to [<f>, x] for x $ Y. S i n c e / i s arbi t rary it follows 
tha t dvYoT-lldvy{X) = h?x(X A Y A x) on [<f>, x]. In the second case 
x G F simply note tha t 

by case 1 above. Therefore, 

^ ï F - w = ÄirWon ^ *]for *e y-
Since for any potent ial 0 we have h%X) = 1 if JC $ X, it follows tha t in 
either case we have 

dvyoT? (y) __ hfjXAYAx) f x r . , 

Define A, on Q by 

A f YÏ — "x(X A Y) y Q 
HÀX) ~ h*{XA F A x ) 7 ' ^ 

Note that hx(X) = 1 if x $ X. Also, Ax depends on only finitely many 
coordinates and hx(XAx) = dvy^T^jdvy^X). Also, the consistency condi­
tion required by Lemma (3.2) is easily verified for hx since it holds for 
h0 

R E M A R K 3.4. No te tha t if ju is a n infinitely divisible probabil i ty measure 
then for Y ^ <j), vY = ju*ô{y} is generally not infinitely divisible, a l though 
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ßi/2 = /"i/2*d{y} certainly is infinitely divisible. However, this is a minor 
technicality which can be dealt with by amending the definition of infinite 
divisibility (as is done in Parthasarathy [7]). 

For an example illustrating the change in the potential take the Ber­
noulli field [ip and Y = {y}. Since vY is jup with a 'flip at / we get 

<-0(y\ X={y} 
(3.5) 0W{X) = 0{x\ X = {*}, x * y 

[ 0, otherwise. 

We now proceed to a solution of problem (1.13). The theorem which 
solves this problem is a consequence of (3.3) and the following lemma. 

LEMMA 3.5. Let {vr} and {fir} be two families of measures indexed by a 
measure space (R9 p) such that the maps r -» vr(A) and r -• fir(A) are 
measurable for measurable sets A. If vr < < fir for reR then §R vr(-)p(dr) 
< < \R Vr(')p(dr). 

PROOF. If §Rjur(A)p(dr) = 0 then by non-negativity of the measures 
jur(A) = 0 for p — a.e. reR. So vr(A) = 0 for p — a.e. reR and the 
result follows. 

THEOREM 3.6. Let /ieQ}(0) with 0 finite range. Then fu*juo T~l < < ja * ju 
on [(j), x] for all x e S. 

PROOF. First note that (fi*ju) ° T~l = jn * (ju o T~l). Therefore, 

ft * M ° T-i = ^/i o 7V o T?(-)dv(Y) 

= f fioTy'oT-^d^Y). 

Jo 
Since fi e QJ(0) it follows that ju ° Ty1 e 3)(0Y). In particular p o Ty1* T~l 

<< fi o Ty1 on [0, x]. The result now follows by an application of 
Lemma 3.5. 

4. A correlation inequality. The inequality appearing in Proposition 4.1 
below was first studied by Kelly and Sherman [4]. Since they were able to 
construct an example of a finite volume state for which the inequality 
does not hold, it follows from Proposition 4.1 that neither is this state 
infinitely divisible ; perhaps the inequality will prove useful for ruling out 
infinite divisibility in other cases as well. However, in this connection it 
should also be noted that by (2.16) and (2.17) the breakdown of the 
inequality in finite volumes need not imply non-infinite divisibility in the 
thermodynamic limit. 

PROPOSITION 4.1. Let fj, be an infinitely divisible finite volume state on 
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Q with S = {1, 2, . . ., N) such that H = {<j)}\ i.e., ß(A) > 0, A e Q0. 
Then 

TlfiW è Y\ß(A) for each B c S. 
^.•I^n^leven A:\A[]B\oàà 

PROOF. Since H = {<f>} the Levy-Khintchine representation is given by 

/ ^ ) = e x p { L [ ( - i r n s i _ i]F(B)} 
BcS 

so that 

log fi(A) = £ ( - 1 ) ' * ! « / ^ ) _ 2 F(2»). 
BczS BaS 

Let F(S) = SBes * W = log/(5). Then 

loglf(S) fi(A)] = L ( - l ) ' B ^ i F ( 5 ) . 

Apply Fourier inversion to get for A ^ 0, 

0 ^ F(B) = 2-^ 2 ( - l)w n B I log[/(5)/J(^)] 

= 2 - " £ ( - 1 ) 1 ^ 1 log/<(/<) + 2 - ^ l o g / ( S ) i ; ( - 1 ) ' ^ " 
XcS / l e s 

= 2"" [ 2 log/504)- S J o g £04) 

So, 

iog( n/K^o ) ̂  iog( n ^ ) ), 
A:\Af)B\even A:\AfiB\odd 

and the result follows. 

In closing this section we shall make one final observation with regard 
to the role of the Levy-Khintchine representation in the Ising model. 
For this consider the finite volume Ising ferromagnet with coupling 
constants {JA: A a S}9 S = {1, 2, . . . , N}. Namely, the state ju is given 
by 

(4.2) / i O - Z - ^ e x p t f S ' W 
A<=S 

where we use the conventional ± spin representation of configurations 
a e { - 1 , l } 5 and 

(4.3) aA=U a(i). 
i^A 

Now observe that 

file://A:/AfiB/odd
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(4.4) 

where 

M<7) = Z - i / ^ exp{ 2 \aA - 1] /„} 

= exp{-/ty(S)}exp{ 2 K - 1 ] F ( ^ ) } 

(4.5) # S ) = - Ç / ^ + j - l o g Z 

is the sum of the ground state energy (for ferromagnetism) plus the free 
energy, and F has point mass at {̂ 4} given by 

(4.6) F(A) = ßJA ^ 0. 

The point here is that the second factor appearing in (4.4) is the Levy-
Khintchine representation of the characteristic function of an infinitely 
divisible random field Q. So, 

(4.7) f*(p) = exp{-MS)}.Q(X) 

where 

(4.8) X = {ieSiffi = - 1 } . 

The random field Q can be identified by the so-called 'finite sum ex­
pansion' method after first doing a Fourier inversion in (4.7) to get Q in 
terms of the characteristic function (i.e., correlations) of ju. Doing the 
expansion we get the following representation of Q which has already 
appeared in other contexts ; see Kelly and Sherman [4]. Let Bl9 B2, . . . , Bh, 
h = 2N, be an enumeration of the subsets of S and define independent 
Bernoulli (i.e., two-valued) random variables Xh . . . , Xh by 

Then 

(4.9) 

where 

Pro** - B ) - t a n h ( W < -L FrobO, -B,)- l + t a n h ( / 3 / ß ) = 2 

Pmh(Y. — (7^ — = / 
Frob(A, - Y)) l + tanHßjB) > ' 

Q(X) = Prob(SÂ = X) 

i = 1, 2, . . . , A. 

(4.10) Sh = Xx A X2 A • •. A Xh. 

For an exploitation of the probabilistic as well as the graph theoretic 
structure of Q as represented by (4.9) see Aizenman [1]. It would be very 
interesting to determine the extent to which (4.7) has an infinite volume 
analog; perhaps a local analog in terms of Fourier transforms of the 
Radon-Nikodym derivatives which describe the state locally. 
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ADDED IN PROOF. The author has recently shown that regardless of the 
temperature, there is always at least one infinitely divisible Ising ferroma-
gnet on the Bethe lattice. However methods different from those used in 
Lemma 2.12 are required in this setting. 
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