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Introduction
Let R be a commutative ring, and let G be a finite group, represented as

R-automorphisms of a commutative R-algebra S. Consider the cohomology
group H(G, U(S)), where U(S) is the multiplicative group of units of S.
To each cohomology class f, we associate a tower

R S A(f, S, G)

of R-algebras, where A(f, S, G) is the crossed product algebra, or semi-linear
group ring with factor set f. Classically, this tower has received considerable
attention. For example, when SIR is a Galois extension of fields, or of rings,
then h(f, S, G) is an R-central simple, or separable, algebra split by S, and
defmes an element of the Brauer group B(S/R).

This is the case when S is an unramified extension of the integrally closed
noetherian domain R, in a Galois extension L/K of their quotient fields. It is
natural to consider the tower in a more general setting--for example, when the
integral closure S of R in L is a tamely ramified extension of R. It is this
case which is the focal point for the present investigations.
In particular, we consider the structure-forgetting functor from Af

h(f, S, G)-modules to S-modules. In our main theorem, we show that this
functor preserves homological dimension for every cohomology class f if,
and only if, the extension SIR is tamely ramified. The major corollary of
this result indicates that all of the ramification in the tower R S hf
takes place in the extension R S.

Afortiori, a crossed product in a tamely ramified extension SIR is an order
over R which is a reflexive R-module, and whose localization at every minimal
prime ideal p of R is an hereditary order over R. Such an order is called a
tame order. In Chapter I, we study the ideals and automorphisms of a tame
order.

In Chapter II, we consider crossed product algebras and apply the theorems
of Chapter I.
In Chapter III, we consider also Amitsur Cohomology, and applications to

the study of the Brauer Group.
Although the main applications of these results are to integral extensions of

integrally closed noetherian domains whose quotient field extension is finite
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Galois, the formal techniques applied here make it undesirable to assume such a
restrictive hypothesis as a blanket condition. We make only the conventions
that all rings have unit elements, that all modules and ring homomorphisms
are unitary, and that all modules are finitely generated unless explicitly staed
otherwise. Additional hypotheses will be stated in the text as they become
necessary.
We mention here several notational conventions. If E is a right module

over a ring 1, then Endr(E) denotes the ring of r-endomorphisms of E, and
E will always be considered as a left Endr(E)-module. A similar convention
will hold for left r-modules. The trace ideal rr(E) is defined to be the image
of

r E (R) r Homr(E, r) --* r,
given by r(e (R) f) f(e), and is a two-sided ideal of 1. Its main application
will be with the Morita theorems [3, Appendix]. We also recall here the
notion of conductor, i.e., if A r are orders in the same simple algebra 2,
then the conductor C(F) of 1 with respect to A is defined to be

C(r) {x ; rx } Home(r, .).

(For a functor F of A-modules, we will use the notations F(.), F(,), i.e.,
left and right, whenever there is ambiguity.)
The author wishes to acknowledge here his deep gratitude to Professor

D. S. Rim, without whose encouragement this paper would not have been
possible.

I. Tame orders
1. Orders over a tame order. In this section we prove an aalogue of

Theorem 1.7 of [12] for orders over general integrally closed noetherian do-
mains.
Throughout chapter I, the following hypotheses will hold without any fur-

ther mention. R denotes a commutative integrally closed, noetherian domain
with quotient field K. All R-modules and R-algebras are finitely generated
over R.

DEFINITION. Let R be an integrally closed domain. An order A over
R will be called tame if

(i) A is reflexive as an R-module;
(ii) A is an hereditary order over R for every minimal prime p of R.

IEMMA 1.1. Let R be an integrally closed domain and X the set of minimal
primes of R. Then

(i) R= R;
(ii) a torison-free R-module E is reflexive if and only if E E
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Proof. Well known. For example, it follows directly from 3.4 of [1].

COROLLARY 1.2. If A is a tame order, then A [, A,. If A, B are R-re-
flexive ideals of A, then A B = A B, for all minimal primes p.

DEFNTOq. Two ideals of a tame order A are quasi-equal if A** B**
i.e., if A B for all minimal primes p. The relation of quasi-equality is
obviously an equivalence relation on the set of left, or right, or two-sided
fractionary ideals of A [11]. An R-reflexive two-sided ideal A such that A
is quasi-equal to A will be called quasi-idempotent.

LEMX 1.3. Let R be any commutative ring and M R a multiplicative set.
Let F E be R-modules, not necessarily finitely generated. Then FM EM
if and only if for each x e E, Ann(F -k Rx/F) and M have a non-empty inter-
section.

Proof. Clear by standard techniques.

COIOARY 1.4. Let A be an R-algebra which is reflexive as an R-module.
Suppose that, for each minimal prime p, we are given a left ideal I(p) of A,
such that I(p) A, for all but a finite number of p. Then I f, I(p) is a left
ideal of A and I is R-reflexive as a module.

Proof. Suppose first that I(p) A for all p. Then by 1.2, I A.
Consider the exact sequence

0 - - - (/(q)).

Localizing at p, we obtain the exact sequence

o
(A/I(q) ) (Ag)/I(q) and Ann(A/I(q) qR n R q(, the nth
symbolic power of the prime ideal q. If p # q, then q( p, i.e.,
q(n(R p) #. ByLemmal.3, (A) I(q)ifq # p. Thus

( A/I(q)) A/I(p) and .!(p) I.
So I is reflexive as an R-module.
In general let 0 # x e K such that xI c A. Then xI(p) A for all p,

and xI(p) A for almost all p, since x is a unit of R for almost all p. Then
xI xI(p) is a reflexive R-module and an.ideal of A by the foregoing, and
so is I.

LEM 1.5. If E, F are A-modules and F is R-reflexive, then Homx(E, F)
is R-reflexive.

Proof. Hom(E, F) Homx(E, F**) Hom(F* @ E, R) by [7,
II.5.2].



COROLLARY 1.6. If A is an R-reflexive algebra, then a A-reflexive module is
R-reflexive.
LEMMA 1.7. Let A be any ring and P a (finitely generated) left A-projective

module. Then the trace ideal r(P) is an idempotent two-sided ideal.

Proof. This follows easily from the appendix of [3].

THEOREM 1.8. Let A be a tame order over a domain R. Then every R-re-
flexive order containing A is again tame, and there exists a one-to-one correspond-
ence between R-reflexive orders containing A, and quasi-idempotent two-sided
ideals of A, through the conductor.

Proor. If A F, then A 1 for all minimal primes p R, so by [12,
Corollary 1.4], I’ is hereditary for all p. Hence 1 is tame if I’ is R-reflexive.
Now C(F) Home(r, A) is an R-reflexive two-sided ideal of h. C(I%

C(r) is idempotent for all p, and (C(F)) C(r), i.e., (A) (A)
for any ideal A since they are both the image inA of (A (R) A A @ A.
Hence by Theorem 1.7 of [12], Cx(1) is quasi-idempotent. By localization,
it is obvious that End(C(r)) 1.

Conversely, if A is a quasi-idempotent ideal of A, then End(A) is a tame
order containing A, and, finally, C(End(A)) A by localization.

COROLLAnY 1.9. If A is a tame order over R, then there are only a
finite number of R-reflexive orders containing A. In fact, there are exactly
e (e(p)) tame orders containing A (including A), where e(p) is the
number of (necessarily hereditary) orders containing A for each minimal prime
pofR.

Proof. It follows from the conductor that A is a maximal order over R
for all but a finite number of p. By [12, Theorem 1.7], the number e(p) is
finite. Since a quasi-idempotent ideal is R-reflexive by definition, we have
the first statement and the inequality e _< ,(e(p)).
For each minimal prime p, let I(p) be an idempotent two-sided ideal of

A. Let I I(p). Since A is maximal for almost all p, we must have
I(p) A for almost all p. It follows from 1.4 that I is a two-sided R-re-
flexive ideal of A, with I I(p). It is now trivial that I is quasi-idempotent,
i.e., (I) (I) I for all p. The equality e (e(p)) now follows.

If A is a quasi-idempotent ideal of a tame order A, then r(A) A by
Lemma 1.5 of [12] and localization. On the other hand, by Lemma 1.7,
r(A ** is quasi-idempotent for every left ideal A of h. The following simple
proposition will clarify further the relation between A and r(A)**.

:PROPOSITION 1.10. Let A be an R-reflexive left ideal of the tame order A.
Let A F be the tame order corresponding to r(A)** as in Theorem 1.8. Then
F is the unique largest order of such that A is a left F-module. Moreover,
((A))** r.
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Proof. It suffices to prove this-statement when 4 is an h-order.
r End(rA(A) ). Also, A rA(A). A, hence

We have

A r(A).A rx(A).A A forer,

so A is a left r-module. If x e 2 such that xA A, then xAA- AA-,
i.e., xr(A) c r(A), so x e r by definition. Finally, by 1.8, rr(A) r,
since rr(A ) is idempotent and End(rr(A) r by the first assertion of this
proposition.
From this proposition, we can see that the theory of R-reflexive ideals of

a tame order A has two separate facets: The first is the determination of
all tame orders containing 4 over R, e.g., Theorem 1.8. The second is the
study of those ideals which admit A as left order, i.e., r - A in Proposition
1.10. We begin this study in the next section.

2. Quasi-equality classes. We consider in this section the set of quasi-
equality classes of certain two-sided ideals of a tame order. It is clear that
every quasi-equality class has a unique representative which is a reflexive
R-module, and we will deal with these representatives. We consider here a
generalization of a group formulated by O. Goldman for maximal orders in
[111.
The conventions stated in 1.1 remain in force throughout this section.

PROPOSITION 2.1. Le A be a $wo-sided fractionary ideal of a tame order
4. The following are euivalent:

(i) r(A)** 4;
(ii) End(A) 4;
(iii) r(A)** A;
(iv) End(A) 4;

Proof. By localization, it suffices to prove the equivalence for an h-order
h. By the same arguments as in Proposition 1.10, it is clear that

End(r(A)) End(A) and End(r(A)) End(A),
so (i) ,: (ii), (iii) ** (iv) are clear. By symmetry, it is enough to show
(i) (iv). By Theorem A.5 of [3], 4 and End(A) have the same number of
maximal two-sided ideals. But 4 c End(A), so equality holds, cf. Theorem
4.3 of [12].

DEFINITION. A two-sided R-reflexive fractionary ideal A satisfying one,
hence all, of the conditions of Proposition 2.1 will be called a divisor of A.
It is clear that A is a divisor if, and only’if, A is R-reflexive andA is invertible
at every minimal prime p of R. For the rest of this section, the word "ideal"
will mean a two-sided fractionary divisor of A.

We proceed as in [11]. If A, B are ideals, we define their product by
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A.B (AB)**. This may be looked at as the product of the quasi-equality
classes of A and B.

LEMMA 2.2. Le A, B, C be ideals.

A B is an ideal.
(ii) (A.B).C = A.(B.C).
(iii) A.B B.A.

Proof. It suffices to show this when A, B, C are divisors of an h-order A.
However, by Theorem 6.1 of [12], the divisors of an h-order are simply the
invertible ideals, and they form a cyclic group generated by the radical.

THEOREM 2.3. Let D(A) denote the set of ideals (or of quasi-equality classes
of two-sided ideals) of the tame order A. Then D(A) is an abelian group.
In fact, D(A) is the free abelian group generated by the ideals r(h) A, for all
minimal primes p, where r( denotes the Jacobson radical of the ring.

Proof. If .A e D(A), then Hom(A, A) e D(A). In the h-order A, we
know that Hom[(A, A) is again invertible. Moreover, A.Hom[(A, A)
r(A)** A by definition of A. HenceD(h) isagroup. Definea D(A)
D(A) by (a(A)) A. By Lemma 1.2, ais one-to-one. By definition
of the multiplication in D(A), a is a homomorphism. Finally, if
(A(p)) e D(A), then by 1.4, A A(p) is a finitely generated R-re-
flexive two-sided A-module in 2:, and is thus an element of D(A) with
a(A) (A (p)). Therefore, a is onto and an isomorphism.

COROLLARY 2.4. For A e D(A), Hom(A, A)

Proof. By uniqueness of the inverse in a group and Proposition. 2.1,
i.e., A.Hom(A, A) Hom(A, A).A A.

Remark. This could be demonstrated directly from Endk(A)
End(A) A, using the isomorphism Hom(E, A) --* Homr(E, 1) de-
fined iust before Theorem A.2 of [3], where E is any A-module and r End(E).

3. Invertible ideals.

DEFINiTiON. A_ divisor A of the tame order A will be called invertible if
A is left and right A-projective. The following proposition justifies this
terminology.

PROPOSITION 3.1. For a divisor A of A, A is left A-projective =, r(A A.
Hence A is invertible =, AA- A-A A.

Proof. See Theorem A.2(g) of [3]. This shows that r(A) h A
is left A-projective. Moreover, since the map

h" Hom(A, A) --* Hom(A, A)
is an isomorphism (see the note following 2.4), we have that A is left A-pro-
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jective (A) A by the same theorem. The second assertion follows
trivially by symmetry.

PROPOSITION 3.2. Let A, B be invertible. Then A-1 and A.B AB are
invertible. Hence, the invertible ideals form a subgroup of D(A), and multiplica-
tion of invertible ideals in D(A) corresponds to the ordinary multiplication of
two-sided ideals.

Since A is right A-proiective, we have an exact commutativeProof.
diagram

A @4B -----" A A (R)4A/B 0

AB A A/AB 0

where all the maps are canonically defined. Since is the identity and a is
onto, we have by [7, III.3.3] that a is an isomorphism. Now by [7, II.5.2],

Hom[(A (R)4 B, E) Hom(B, Hom(A, E))

for all left A-module E. Passing to derived functors, we see that A (R) 4 B is
left A-projective. Similarly, A (R)4 B is right A-projective. In particular,
AB A (R)4 B is already R-reflexive and is forced to be the same as A.B.

Let D’(A) denote the group of invertible divisors of A. Recall that U(T)
denotes the group of invertible elements of a ring T. Let x e U(K). Then
Ax is a well-defined element of D’(A), and

Ax Ay = Axy- A =, xy-eU(A) ,= xy-eU(R).
Hence D’(A) contains a subgroup canonically isomorphic to U(K)/U(R).
This subgroup can be identified as all those elements of D’(A) which are
isomorphic with A as modules over the enveloping algebra A A (R) A of A.
In fact, if A, B are two-sided A-modules in 2, then

so that
Hom4, (A, B) Homz e(2;, 2;) K,

Hom4e (A, B) {x eK; xA c B}.

The set C(A) of Ae-isomorphism classes of invertible divisors is clearly a

group, under the multiplication A.B A @ B. Then we have

LEMMA 3.3. 0 U(K)/U(R) D’(A) --* C(A) --* 0 is an exact sequence
of abelian groups.

4. Automorphisms. Let R be any commutative ring, and A any R-cen-
tral algebra, not necessarily finitely generated as an R-module. Denote by
U(A) the group of units of A, and by Aut(A) the group of R-algebra auto-
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morphisms of A. There is a natural map U(A) -- Aut(h) which associates
to a unit u e A the inner automorphism x ----> uxu- determined by u. The
group 0(A), called the group of outer automorphisms of , is defined by the
exact sequence

0--, U(R) ---+ U(A) --, Aut(A) --* 0(A) --+ 0.

In this section, we will compute 0(A) for a tame order A over the integrally
closed noetherian domain R. This is essentially a generalization of [15].
The conventions stated in 1.1 remain in effect throughout this section.

LEMMA_ 4.1. Let e . Suppose that At is an invertible two-sided ideal of A.
Then At th and e U(Z), hence a() tkff defines an automorphism a

of A.

Proof. tA At because At is a right ideal. Since r(At) A by 3.1,
1 (x()t)), where ),eA and xe (At)-, so (z k)t 1 and is
a unit of X. Then - e Hom(At, A) Hom(At, A)

so -A A. Hence A tA and we have equality. The final assertion is
now trivial, since t-h A- is also invertible.
We define now C’(A) to be the set of left A-isomorphism classes of invertible

diVisors of A. Multiplication in C’(A) is again defined by the tensor
product (R),.

PROPOSITION 4.2. C’( A) is an abelian group.

Proof. Let A, B be left A-modules in 2. Then

Hom(A, B) Homz(2, 2)

ifA (R)K B (R)K 2;,soHom(A,B) {xe2;;AxB}. HenceA
and B are left A-isomorphic if, and only if there exists e 2; such that At B.
Now suppose that A and B are invertible divisors which are isomorphic as

left A-modules and write A B. Then At A-B is an invertible divisor,
so that is a unit of 2; and h- A by 4.1. Moreover, by commutativity of
D(A), A A for any invertible divisor A. Now let l’ At, B Bs,
where A, A’, B, B’ are all invertible divisors. Then A’B’ (A)(Bs)
A(B)s A(B)s ABs so that multiplication in C’(A) is well defined.
Since the map j C(A) --+ C’(A), which associates to every h%isomorphism
class its left A-isomorphism class, is onto and preserves multiplication, the
proposition follows.

Remark. It is clear by the above proof that invertible ideals are left A-iso-
morphic , they are right A-isomorphic. Of course, this is not the same thing
as A%isomorphic.
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THEOREM 4.3. Let A be a tame order. Then there exists an exact sequence

o 0.

Proof. We have already noticed that j is clearly onto. Let a be an R-al-
gebra automorphism of A. Then a is uniquely extended to

a(R) I’A(R)RK---A (R)RK,

which is a K-Mgebra automorphism of the K-central simple algebra 2. By
the Skolem-Noether theorem, there exists e U(2:) such that a(x) txt-1

for all x e 2. Then, in particular, A tat-1 and At th, so At is an invertible
divisor of A. i(a) is defined to be the class of At in C(A). If also
a(x) sxs-, with s e U(2), then t-lsx xt-s for all x e2:, hence
t-is e U(K). Thus As t-s(At) is A%isomorphic with At, hence i is well
defined on Aut(h). If a is an inner automorphism, then a(x) txt-1 for
some e U(A), whence At A. Hence i is well defined on 0(A). If As, At
are invertible divisors, then As. At hst by 4.1, so i is a homomorphism. By
4.1 again, it is clear that ker(j) im(i). Finally, if i(a) 1, then At is
he-isomorphic to A, where a(x) txt- for all x e 2. Hence At Ar, some
reK. This entailst ur, st r, for some u, seA. Thent ur ust,
so us 1, and these are units of h. Then

a(x) txt- (ur)x(ur)-1 uxu-since r e K. Hence a is inner.

COROLRY 4.4. 0(A) is an abelian group.

Let S be a maximal commutative subring of the tame order A, and
L S (R) R K. The group 0s(h) is defined by the exactness of

o Aut ( ) --, 0

where Auts(A) is the group of R-algebra automorphisms of A which leave S
elementwise fixed, and the map U(S) -- Auta(A) associates with a unit u
of S the inner automorphism x -- uxu- of A. 0a(A) is a subgroup of 0(A)
since if a(x) uxu-1 is an inner automorphism of A leaving S elementwise
fixed, then u and u- both lie in S by definition of a maximal commutative
subring. Hence we have a monomorphism 0a(A) -- C(A) by 4.3. We will
compute the cokernel of this map.
Let A, B be two-sided A-modules in 2. Since A (R) S c Ae, we can consider

then as left A @ S-modules, where @ means @. Then

HomA(R)s(A, B) {x L; Ax B}.
Then A, B are (A (R) S)-isomorphic = B Ax for x e L. Define Ca(A) to
be the set of A (R) S-isomorphism classes of invertible divisors. It is trivial
that Ca(A) is a group under (R)A.
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COROLLARY 4.5.

o o
is an exact sequence of abelian groups.

Proof. We have only to show for an invertible ideal A of A, A is (A (R) S)-
isomorphic to A = A At for some e L. By the above remarks and Theorem
4.3, this is trivial.

Another special computation is the case of a maximal order in a total
matrix ring, i.e., by [3, Proposition 4.2], an order End(E), where E is a
reflexive R-module. We begin with a general lemma.

:LEMMA 4.6. Let F, A be rings. Let A be any right F-module, C any left
A-right F-bimodule, and B a finitely generated A-projective module. Then there
is a natural isomorphism

a B (R)4 Homr(A, C) --* Homr(A, B (R)4 C).

Proof. We define [a(b (R) 9)](a) b (R) q(a). IfxeA, then

[a(bx (R) 9)](a) bx (R) 9(a) b (R) xg(a) b (R) (xg)(a) [a(b (R) xg)](a)

so that a is well defined. For B A, a is clearly an isomorphism, hence a

is an isomorphism for any finitely generated right A-projective module B
by a direct sum argument.

COROLLARY 4.7. Let E be a reflexive R-module, A End(E),. and A a
right A-projective module. Then

Hom(E, A (R) E) A (R) x Hom(E, E) A

as right A-modules. Consequently, for an invertible divisor A, A .- A as right
A-modules A (R), E E as R-modules.

Proof. From 4.6, a A --+ Homn(E, A (R)4 E) is an isomorphism of abelian
groups defined by [a(a)](e) a (R) e. Then for f e A,

[o(af)](e) af (R) e a (R) fe [(x(a).f](e),

so a is an isomorphism of right A.modules.
as R-modules, then

Hence if A @x E m E

A Hom(E, A (R)4 E) Hom(E, E) A

as fight A-modules. Conversely, if A A as right A-modules, then A tA
for some e U(2), and A (R) x E tE is R-isomorphic to E since is by defini-
tion a monomorphism on E.
Let C(E) be the set of R-isomorphism classes of A (R)4 E, where A runs

through the invertible divisors of A End(E). A natural multiplication
is given by

(A (R)4 E) (B (R)4 E) AB (R)4 E.
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THEOREM 4.8. C(E) is an abelian group, and the sequence

0 --+ 0(End(E) --. C(End(E) --. C(E) --+ 0

is exact.

Proof. It follows immediately from 4.3 and 4.7.

II. Crossed products
1. Relative dimension. Let S be a commutative ring. Let G be a finite

group represented as automorphisms of S. Let R be the fixed-point subring.
Let f e Z(G, U(S)) be a 2-cocycle, i.e., f G X G U(S) such that

f(r, p)f((, -p) f(r, p)f(cr, r)

for all , r, p, e G. (See [17] for definitions and properties.) The crossed
product A(f, S, G), or A] if there is no ambiguity, is defined to be the free
left S-module generated by {u ; e G}, where

su tu stf(a,

whenever s, e S (t means a(t) ). Associativity of this multiplication follows
from the above formula for f. We will always assume that f is a normalized
2-cocycle, i.e., f(a, 1) f(1, a) 1 for all a e G, so that u is the identity of
the crossed product. Every element of H(G, U(S)) can be represented by a
normalized cocycle.

If f and g are cohomologous 2-cocycles, it is well known that A and A
are isomorphic, and the tower R S A] of rings is an invariant, up to iso-
morphism, of the class of f in H(G, U(S) ).

If S is aa integrally closed noetherian domain with quotient field L, then R
is an integrally closed domain with quotient field K La, and L is a Galois
extension of K. If feH(G, U(L)), then 2 A(f, L, G) is a K-central
simple algebra split by L when G acts faithfully. If f H(G, U(S)) then
A is an order over R in Z, where we identify f with its image under

H(G, U(S))---+ H(G, U(L)).

It is this case which is the most interesting.
The inapt S --* R given by t(x) x is the trace in SIR with respect

to G. In nice cases, actually is the trace of multiplication in S. (see [4])

POPOSTON 1.1. Let f e H( G, U(S) ), and A h. For every l-module
A and S-module C,

Exts*(A, C) Ext(A, h @ s C),

Hence, dhs(A <__ dh(A and equality holds when dh(A is finite.

Proof (See Lemma 3.4 of [4]). Define

p Homs(A, C) Hom(A, (R)s C)
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by pg(a) u (R) g(u-la) whenever aeA and g eHoms(A, C). Then
for s e S, r e G,

--1 --1

pg(su a) u (R) s-1
f(r-’ r)f(a r, r a) g((u_)_la)

:(-,

u,, (R)
f( " -z ) g(u, a)

--I --I 0") --if( )f(-, (

su pg(a)

since f is a 2-cocycle. Hence p is well defined. We have also

e Homs(A @ s C, C)
given by

(u(R) c) cl and x

for all x e A (R)s C. Hence given g e HomA(A, A (R)s C), g e Homs(A, C)
and

[p(qg)](a) u (R) qg(u’a) u (R) (u-g(a)) g(a)

so p is onto. Since p is clearly injective, we have the desired isomorphism.
Hence Exts(A, C) ExtA(A, A @ s C) so dhs(A

_
dhx(A for all A-modules

A. If dh(A) n < , then Ext](A, A) 0, and thus Ext](A, S) 0
and dhs(A n.

PROPOSTO 1.2. Let f e H( G, U(S) and A A/.
(i) t(S) R every short exact sequence of A%modules which splits over

S (R) A splits over A. The converse holds if G acts faithfully in S.
(ii) If t( S) R, then every short exact sequence of A-modules which.splits

oer S splits over A.

Proof. (i) Suppose t(S) R, and let s e S with t(s) 1. Let

O ----> E ---, E g-. E# ---.0

be a short exact sequence of A’-modules, and let h e Homs(R)(E", E) such that
gh is the identity on E#. Define p E" -- E by

p( e") u h( su-je

The proof that p e Hom, (E#, E) is exactly analogous to the proof of Propo-
sition 5.1, and will be omitted. Then

gp( e" g(u h( su-le" u gh(suTe
(,:)e"

and p splits the sequence over
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Conversely, suppose that G acts faithfully in S, and that every short exact
sequence of Ae-modules which splits over S (R) A splits over Ae. Consider the
following exact sequence of A%modules"

Then it is easy to check that for a A*-module E,

Hom,(A,E) {eeE;(X@ 1 1 @X)e 0

Homs(R)(A.E) {eeE;(s@ 1 1 (R) s’)e 0

for all k e A},
for all s e S}.

Since the above exact sequence splits over S (R) A, it splits over h6. Then there
exists

such that(s(R) 1- 1(R) s)O= 0, and(u@ 1- l@u:)O= 0forallseS,
p e G, and, also, q(0) 1. Now

((R) )= Za,u,(R), ( (R) ;)o= a,u,(R)u,
hence a. 0 ** s s for all s e S = ar 1 since G acts faithfully in S.
Rewriting accordingly, we have

Now
0 _,,au, (R) u-[

(up (R) 1)0 upa,u (R) uT

(a-,)f(p, )u, @ (u-,,)-
(a-,) f(P, )f(,)

](, f)
u, @ u-,u

(a-,)% u-
since f is a 2-cocycle. Also, (1 @ u:)0 a u, @ uu. Comparing,
we have a (a-) for all a, peG. In particular, a (a) for all

e G. Finally, from (0) 1, we get t(a) 1, as desired.
(ii) The proof exactly duplicates (i) and will be omitted.

Remark. The situation of Proposition 1.2 is described in terms of relative
cohomology in [13, ch. IX], i.e., every A%module is relatively (A’ S @ a A)-
projective, etc.

THEOREM 1.3. The following statements are equivalent:
(i) t(S) R.
(ii) For every feH2(G, U(S)) and every A]-module E, dhs(E) dh(E).
(iii) For every A-module E, dhs(E) dh(E).
Proof. (ii) (iii) is trivial. (iii) S is A-projective, so (iii) (i) is

proved [4, Proposition 3.5]. It remains to show (i) (ii).
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Using Proposition 1.2(ii), it follows that for every left 3. h-module E,
E is a A-direct summand of h (R) s E, e.g., the sequence

A @sE---->E---->O

is exact and split over S, so split over A. Thus for any left A-module F,
Ext,(F, E) is a direct summand of

Ext,(F, h @ s E) Exts(F, E)

by 1.1. Hence, dhx(F) <_ dhs(F). On the other hand, A is S-free, so
dh(F) >_ dhs(F) always, and we have equality.

Remark. As an immediate corollary, we have Williamson’s result [18].

HCOROLLRY 1.4. Let R be local and f e G, U(S) ). If t(S) R, then
the radical r(A/) of A/is equal to r(S)A/.

Proof. Let m be the maximal ideal of R. Let 93, ..., it be the maxi-
mal ideals of S (the reader will recall that all algebras are finitely generated
R-modules, so that S is an integral extension of R). It is well known that G
acts transitively in the set !fits, il, i.e., iI ) for some a e G. Then
we have r(S) j , and r(S)A At(S) is a two-sided ideal,
A A.
Now it is clear that we hve t($) /, where we hve written S/r(S)

nd R/m. Applying Theorem 1.3 to the situation/, $, G, we find that
dh(E) dhs(E) 0 for every . A(f, , G)-module E. Hence every
-module is _-projective, and is semi-simple using the characterization of
[7]. The assertion of the corollary is clear

Actually, is a separable algebra over/ [5], i.e.,/ (R) t is semi-simple for
every field k containing/, by Theorem 1.3. The theorem is applied to the
extension k ] (R) $, in which G acts through its action on $, using the
following:

k(R)nX k(R)nA(f,g’,G) A(l(R)f,k@n$,l (R) G)
and

In an important special case, we have

COROLLarY 1.5, Let R be an integrally closed noetherian domain with
quotient field K, and let S be the integral closure of R in a finite Galois extension
L of K, G the Galois group. The following statements are equivalent:

i) S is a tamely ramified extension of R.
(ii) A(f, - G) is [,-separable for all f e H( G, U(S) ), and every maximal

ideal m of R.
(iii) A(1, S":, G) is R-:-separable for every maximal ideal m of R.

Proof. It remains only to show (iii) =, (i). Since A A(1, -, G) is
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semi-simple, then is A-projective, so by proposition 3.5 of(4], (’) .
Hence, t(S) R. Since this is true for every maximal ideal m, we have
t(,s) R.

Remark. The main use of the above theorems has been as a technique for
generating examples of orders with given global dimensions and studying their
properties. For example, one can prove.

(i) A maximal order over an integrally closed local domain R can have an
arbitrary (finite) number of maximal two-sided ideals. The only bound
seems to be the Krull dimension of R.

(ii) If R is the center of an order A of finite global dimension, then
gl dim(R) may be infinite.

2. Modules over crossed products. We begin with a very formal lemma.
The proof is a simple computation and will be omitted.

LEMMA 2.1. Let f, g H( G, U(S) ). Let A be a left A-module, B a left
Ag-module. Then A (R) s B is a left A/o-module under

(sw)(a (R) b) sua (R) v,b

and Homs(A, B) is a left A]-lg-module under

sw q) a) sv,.q( u-la).
LEMMA 2.2. Let R c S be an integral extension of integrally closed noetherian

domains. Then an S-module E which is R-reflexive is also S-reflexive.
Proof. Let E be R-reflexive, and we use the characterization of I, Lemma

1.1. Since SIR is integral and E is torsion-free over R, then E is torsion-free
over S. If p is a minimal prime of R, then S is a dedekind domain, and E is
S-projective. Then E lq (E)q E where q runs through the
minimal primes of S with q n R p. Then

and E is S-reflexive

If C and D are abelian categories, an isomorphism of C and D will consist of
covariant additive funcors from C o D and from D to C which yield the re-
spective identity functors on composition.

THEOREM 2.2. Denote by C the category of left A]-modules.
(i) If there exists a A/-module P which is S-projective of rank one, then Cg

and C/ are isomorphic abelian categories for all g H( G, U(S) ).
(ii) Let R be an integrally closed noetherian domain with quotient field K,

and S the integral closure of R in a finite Galois extension L of K, with G the
Galois group. Suppose that every S.reflexive module of ran one is S-projective,
i.e., S is locally a UFD. Then the converse of (i) holds. In particular, C] is
isomorphic to CI ,f ----> 1 in H( G, U(L) ).
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Proof. (i) We observe first that if P is a At.module which is S-proiective
of rank one, then Horns (P, S) is a A}-1 module which is S-proiective of rank
one, and then the canonical isomorphisms

S -/Homs(P, P) P (R) s Hom(P, S)

are also isomorphisms of Al-modules, where

[(a (R) )l(b) (b)a, a, b e P, e Horns(P, S);

[i(s)l(a) sa,

Now if A is a Ag-module, then P (R) s A is a A]g-module.
then Homs(P, S) (R) s B is a Ag-module. Also

seS, aeP.

If B is a A-module,

P(R)sHoms(P,S) (R)sBB
as A modules,

Homs(P,S) (R)sP(R)sA_A

as A-modules by the above observations. Moreover, the canonical map

HomAg(A, A’) --, HomAfo(P (R) s A, P @ s A’)
is obviously an isomorphism.

(ii) It remains only to prove that, under these restrictive hypotheses,
Cs and C1 are isomorphic ,=f is a coboundary in H"(G, U(L)). If C and C1
are isomorphic, let F be a covariant additive functor fom C1 to Cs which is an
isomorphism. Since a functor must preserve composition of maps, it follows
that F leads to a ring isomorphism of End,l(E) with Endf(F(E)) for all
/h-modules E. In particular, let P F(S). Then Endz(P) R, so P has
rank one as an S-module. Hence, there exists a 2-module of L-rank one, so
2s must be a total matrix algebra over K, i.e., f must be a coboundary in
H"(G, U(L) ).

Conversely, suppose that f becomes a coboundary. Then 2s is a total
matrix algebra over K, and As is an order over R in 2s Let 1" be a maximal
order containing A. Then by [3, Proposition 4.2], 1" End(E), where E is
a reflexive R-module. Then E is a reflexive S-module by Lemma 2.2. More-
over, by an elementary counting argument, [E:S] 1. Since S is locally a
UFD, E is a As-module which is S-projective of rank one, and the isomorphism
follows from (i). This completes the proof.

We consider now the special case f 1. Denote by P(S, G) the set of
hi-isomorphism classes of A-modules which are S-projective of rank one. If
P, Q are such modules, then P (R) s Q is also such. Moreover, if

a:P-->P’ and B:Q--*Q’

are A-isomorphisms, then a (R) t is again a A-isomorphism. Thus, we have a
well-defined multiplication in P(S, G). Associativity follows from the as-
sociativity of the tensor product, and commutativity is obvious from the
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definition in Lemma 2.1. By the proof of 2.3, S - P (R) s Homs(P, S) as
A-modules if P e P(S, G). We have proved

PROPOSTO 2.4. The set P(S, G) of A-isomorphism classes of A-modules
which are S-projective of rank one forms an abelian group for which S is he
identity.

In the most interesting special case, we have the following canonical compu-
tation of P(S, G) Weassumeas usual thatR isan integrally closednoetherian
domain and S is the integral closure of R in a finite Galois extension L of the
quotient field K of R, G G(L/K). Then h is an order over R in the total
matrix ring 2 /(1, L, G). Since P (R) K is a simple 2-module for
P P(S, G), it is clear that every element of P(S, G) has a representative
which is a A-submodule of L, i.e., a projective fractionary ideal of S which is
closed under the action of G.
Let D(S) denote the group of projective fractionary ideals of S, i.e., the

subgroup of the group of divisors consisting of projective ideals. D(S) is a
G-module, where the action of G comes from its action on L.

PoPOSTO 2.5. If R is a noeherian, integrally closed domain and S is the
integral closure of R in a finite Galois extension L of its quotient field K, with
G G(L/K), hen there is an exac sequence

0 v(g)IV(R) .o D(S) o p(S, G) .--. O.

Proof. By the above remarks, D(S) P(S, G) is onto, so we have only to
compute the kernel. If a is a G-invariant ideal which is &-isomorphic to S,
then a Sa is a principal fractionary ideal generated by a e L such that
a a for all e G, i.e., a e K. The rest is immediate.

We next prove a theorem which is in part a reformulation of some results in
[14]. It is true without restrictive hypotheses on S or G. Before stating the
theorem, we make the following general observation: If E is an S-module and

e G, then we define a new S-module E which is R-isomorphic to E, such that
s.e se for s e S and e e E. If P(S) denotes the group of isomorphism
classes of S-projective modules of rank one, then this defines the structure of
G-module on P(S).

THEOREM 2.6. There exists an exac sequence

0 ---. H(G, U(S)) P(S, G) P(S) H(G, U(S)).

Proof. We define

: H(G, U(S) --* P(S, G)

as follows: Let h: G ---. U(S) be a 1-cocycle, i.e., h(cr)h(r) h(zr) for all
z, r e G. (h) will be the class of anS-free module Sx, whereusx sh(z)x
for all s e S, z e G. This is easily seen to define a A-module. It is clear that

is well defined.
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If l(h) S, then Sx is generated by some x’ such that ux’ x’ for all
eG. We have x’ ax, x a’x’, for a, a’eS, so an’ 1, aeu(S).
ux’ u, ax ah(r)x ax, hence h() a1- and h is a 1-coboundary.
Hence 1 is injective.
The map P(S, G) --, P(S) simply forgets the A-module structure. Exact-

ness at P(S, G) is obvious.
We define

: P(S) a .._, H.(G, V(S)

as follows" Let P be an S-projective module of rank one such that P and P
are S-isomorphic for every a e G, and let g: P --* P be an S-isomorphism,
i.e., g e Auto(P) with g s sg whenever s e S, a e G. Then g g g,-
f(a, r) e Auto(P) commutes with all of S, andhencef(a, r) e U(S) Auts (P)
for all a, r e G. It is clear that f must be a 2-cocycle. (cl (P)) is defined
to be cl (f). This clearly does not depend upon the choice of the isomorphism
g Moreover, (P) depends only on the isomorphism class of P, since if
t Q --* P is an S-isomorphism, then -lg, t is an S-isomorphism of Q with Q
and

(-g, fl)(-g)(-g)- -If(, r) f(.r, r).

Hence . is well defined. The exactness at P(S) is now trivial once one ob-
serves that the g give rise to a 2-coboundary if and only if they generate a
A-module structure on P.

3. Invertible ideals and automorphisms. Let R be an integrally closed
noetherian domain with quotient field K. Let L be a Galois extension of K
with Galois group G, and assume that the integral closure S of R in L is tamely
ramified over R. Then for allf e H(G, U(S) ), Theorem II.3 states that A is
a tame order over R in 2:. These notations will persist throughout this sec-
tion. The proof of the following lemma is an easy computation, which will be
omitted. See 1.4.

:LEMMA 3.1. Suppose R is a discrete valuation ring, and M is the radical of S.
Let f H( G, U(S) and N be the radical of A Then N- M-A
PROPOSITION 3.2. Let A be an invertible divisor of A A (see definition

in Section 1.3). Then A r L is a A-module, hence defines an element of P(S, G)
and A (A L)A. Hence C(A]) P(S, G) for every feliX(G, U(S)).

Proof. Write A fA over all minimal primes p of R. By 1.2.3,
II.1.4, and II.3.1, A ffl(r(S))A, and this is equal to (ffl r(S)’)h, by the
properties of localization, and because A is S-free. Clearly, ffl r(S)p is a
h-module and is equal to A n L. Moreover, A (A n L).A is the direct
sum of copies of A n L as S-module, so A is S-projective ** A n L is S-projec-
tive, i.e., by tame ramification and II.1.3, A is Ay-projective = A n L is A-pro-
jective. The last conclusion now follows from II.2.5, i.e., we have only to
show that A B as A-modules ** A n L B n L as Al-modules. But A B
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as h-modules ,B Aa for some aeK :, (AnL)a BnL since
A (A n L)h.

We will now compute Os(h), the group of "outer S-automorphisms", and
Cs(h), the group of S (R)R A-isomorphism classes of invertible divisors of
A=A. (See 1.4.5.)

Let h:G -- U(S) be a one-cocycle. By Hilbert’s Theorem 90 [17, X,
Propositon 2], h(a) s-is for some s e U(L). If X au e A, then

so the 1-cocycle h gives rise to an S-automorphism of A. A coboundary gives
rise to an inner automorphism, clearly, so the map

Hi(G, U(S)) --. Os(a)

is well defined. Actually, it is a monomorphism, for suppose that h gives rise
to an inner automorphism. Then s-IM t-kt for all e h, some e U(S).
Putting u, we get s-s t-t for all a, as desired.

Let P’(S) be the image of P(S, G) P(S), using the map which assigns to
eachh-isomorphism class its S-isomorphism class. (See II.2.6.) Then P’(S)
is the group of S-isomorphism classes of h-projective modules which are
S-modules of rank one, by II.1.4. There is a natural map
which associates to the ambiguous ideal class a the S (R) R A-isomorphism class
of the invertible divisor

THEOREM 3.3. Hi(G, U(S)) 0s(h]) and P’(S) Cs(A.) are iso-
morphisms.

Proof. We have the commutative diagram

0 H(G, U(S)) ---. P(S, G) ---+ P’(S) ---, 0

o 0

where the rows are exact by II.2.6 and 1.4.5, and the middle vertical map is an
isomorphism by II.3.2. The left vertical map is injective by the observations
preceding the statement of the theorem. By the five lemma, it suffices to
prove that Hi(G, U(S)) - O(A]) is onto. By the Skolem-Noether the-
orem, and the fact that L is a maximal commutative subring of 2, any
S-automorphism of A] can be written as ()) x-x for some x e U(L),
all eh]. Then x-ux x--xueA],sox-x"eSforaIlaeG. It is
easily seen that this means x-ix e U(S), and we are done, since this is a
1-cocycle of G in U(S).

III. Relations with Amitsur cohomology
1. A(S, G) and End(S). Throughout this section, R will be an in-

tegrally closed noetherian domain with quotient field K, S the integral closure
of R in a finite Galois extension L of K, and G G(L/K).



The order h(1, S, G) A, is contained in the maximal order End(S);
i.e., as usual we have A(1, S, G) --* End(S) by (_, a, u)(s) _, a, s,
and this is injective since the quotient field extension is Galois. End(S) is
a maximal order by [3, Proposition 4.2] once we know that S is a reflexive
R-module. But by 1.1.1, S**

_
S is a subring of L which is finitely generated

as an R-module, hence S S** since S is integrally closed. If the extension
SIR is unramified [1], or S/R is a Galois extension in the terminology of [8],
then hx End(S). In this case, 0s(EndR(S)) HX(G, U(S)) by 3.3.
It is interesting to compute this group in a more general case. We will do so
using the concept of Amitsur cohomology, the details of which are found in
[16] or [9]. The following brief outline is reproduced from [10] for the con-
venience of the reader.

Let R be a commutative ring and T a commutative R-algebra, R not neces-
sarily neotherian and T not necessarily finitely generated as an R-module.
Let T" denote the n-fold tensor product of T over R, in the category K of
commutative R-algebras. For all i 0, 1, n -t- 1, we have R-algebra
homomorphisms

ei: Tn+l Tn+2

defined by

e(t0(R) tx@ (R) t.) t0(R) @ t_x(R) 1 (R) t(R) (R) t.

The e satisfy cosemisimplicial identities ej ej+x e for i

_
j.

covariant functor from K to the category Ab of abelian grouus.
complex C( T/R, F) is defined by

C’( T/R, F) F( T’*+)
with coboundary A" C’*( T/R, F) C’+( T/R, F) defined by

" ,-+0

Let F be a
A cochan

for n>_0.

The n-th cohomology group of this complex, written H"( T/R, F), is the n-th
Amitsur cohomology group.
The Galois cohomology canbe defined in a similar manner. Let G be repre-

sented as R-automorphisms of T, and let E. denote the T-algebra of functions
of n variables, defined on G, with values in T. As an R-algebra, E is iso-
morphic to the direct product of n 1 copies of T. We define R-algebra
homomorphisms : E E.+ as follows: For f e E.,

..., "’,

for i 1,2,’",,

and
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A cochain complex C(G, F) is defined by

C"(G, F) F(E,,) for n >_ 0,

with coboundary d’" F(E,) -* F(E.+I) given by

d _+-o 1)’F(O,).
Suppose that F is a multiplicative functor from K to Ab (called "additive" in
[8]), i.e., F commutes with direct products. This means that the canonical
map

F(TI T) F(T) X F(T,),

generated by the projections T T --* T, is an isomorphism of
abelian groups for every finite set T, T of R-algebras. In this case,
F(E) is the abelian group of all functions of n variables, defined on G, with
values in F(T) it is then clear that the complex C(G, F) is the standard non-
homogeneous cochain complex of G with coefficients in F(T), whose nth co-
homology group is H’(G, F(T) [17].
We define a map h." T"+1

-* E. by

h,(to @ @ t,+x)(a,... a,) to(t)’(t)"’’... (t,+)"’’’’’’".

This is a map of R-algebras for all n >_ O. Moreover, the following diagram
commutes for nll n > O, nll i O, 1, ..., n -t- 1"

T+I h,

T+2 h,+ E,+I.

Therefore, the h, define a chain map h C( T/R, F) ----> C(G, F) for any multi-
plicative functor F. In [9], it is proved that h is an isomorphism of complexes
when T/R is a Galois extension with group G. In general, we have a map

h*, H’( T/R, F) .--. H"( G, F(T) ).

This map will be studied more closely in Section 2.
Let U denote the multiplicative functor which assigns to an R-algebra T its

group of units U(T), and UK the multiplicative functor which assigns to T
the group U(K (R) R T), where we assume that R is an integrally closed no-
etherian domain with quotient field K. The natural transformation of U to
UK induced by the injection R -- K defines maps on cohomology

H"( T/R, U) .--. H"( T/R, vg) H"( T (R) K/K, U).

We consider the special case n 1.
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Let S be the integral closure of R in a finite Galois extension L of K,
G G(L/K). Then we have

Hi(S/R, UK) Hi(L/K, U) HI(G, U(L)) 0

by Hilbert’s Theorem 90. Using the coboundary maps explicitly, we find that
an Amitsur 1-cocycle is therefore an element a (R) a-1 e U(S), where a e U(L),
and that this is a coboundary if, and only if, a (R) a-1 b @ b-1 for some
b. u().

THEOREM 1.1. There is a natural map

Hq (S/R, U) ---. Os(End(S) ),

which is a monomorphism.
as a module.

Moreover, q is an isomorphism if S is R-projective

under
First we observe that Hom(S, S) is naturally an S (R) S-module

(s(R) t)f(a) sf(ta) for s,t, aeS,(R) (R).

Moreover, Anns(R)s(Hom(S, S)) (0), since Hom(S, S) (R) K HomK
(L, L) is an (L @ K L)-free module generated by the trace t,/, by definition
of a Galois extension.

It follows that if a e U(L) such that a @ a-e U(S"), then

f ---+ a (R) a- f afa-
is an S-automorphism of End(S). Moreover, if afa-= bfb- for all
f e Hom(S, S), then a (R) a- b @ b- in U(S"). In particular, a and b
define the same element of H(S/R, U). Finally, if we define (a (R) a-) (f)
afa-, then is a well-defined monomorphism of abelian groups by these re-
marks.

Next, suppose that S is R-projective and let a e U(L) such that f afa- is
an S-automorphism of End(S). It is clear that every S-automorphism must
be of this type. Now

Hom(S, S) (R) S-- Hom(R)s(S @ S, S @ S)

is an isomorphism since S is R-projective. Hence every S-automorphism of
End(S) can be extended to an (S (R) S)-automorphism of Ends(S (R) S).
By [8, Lemma 3.9(c)], every (S @ S)-automorphism of Ends(S @ S) is
inner. Hence, there exists u e U(S @ S) such that

u(f (R) s)u-(a (R) 1)(f(R) s)(a @ 1)-1 afa- @ s for all f eEnd(S), s eS.

By the same reasoning as above, Hom,(L, L") is LS-free on one generator.
Thus,

a @ a- @ 1 e(u)e0(u-) in L.
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Hence, a (R) a-1 (R) 1 e U(S), by definition of u. Applying the natural de-
generacy operator S --. S which maps so (R) s (R) s, onto So @ s s., it follows
that a (R) a-le U(S), as desired.

COROLLARY 1.2. If S is R-projective, then every S-automorphism of EndR (S)
maps A( 1, S, G) onto itself.

Proof. This follows directly from the theorem, along with Theorem II.3.3.

2. A spectral sequence. The relation between the Galois cohomology
and the Amitsur cohomology, studied briefly in the previous section, can be
expressed in terms of a spectral sequence. The terminology of the last sec-
tion will be used here without further definition.

Let S be an R-algebra and G a finite group represented as R-automorphisms
of S. For any multiplicative functor F from commutative R-algebras to
abelian groups, we define the functor FS from commutative R-algebras to
G-modules by FS(T) F(S (R) T). If F is multiplicative, then so is FS,
since the tensor product of R-algebras distributes over finite direct products.
We define a double complex of cochains C(S/R, G, .) as follows: For

every pair p, q, of non-negative integers, let Cvq(S/R, G, .) be the S-algebra of
functions of q variables, defined on G, with values in Sv+2, i.e.,

C(S/R, G, .) E (R) S+,
so C(S/R, G, .) is the tensor product of the standard non-homogeneous co-
chain complexes C(G, .) and C(S/R, .) for Galois and Amitsur cohomology,
respectively, as defined in the previous section. In the usual manner, the
differentiations

hv S+ --* S+, dq Eq -- E+I,,
) dgive rise to differentiations Dv 1 (R) /x, Dq (- 1 (R) 1 which are de-

fined on Cvq(S/R, G, .), with the total coboundary operator D D’ + D",
and these form a double complex. Let F be a multiplicative functor from
R-algebras to abelian groups. Then the double complex C(S/R, G, F) is
given by

C’q(S/R, G, F) F[Cq(S/R, G, .)].

This is the group of functions of q variables from G to F(Sv+) or the G-module
of functions of q variables from G to FS(S+1). The coboundary operators

D’v" Cvq(S/R, G, F) C’+’q( S/R, G, F)
and

are given by
D Cvq(S/R, G, F) C’q+(S/R, G, F)

D, (1)’FS(,) (1) )

D =o ( 1)+ES(
where the e nd re defined in the previous section.
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Differentiating first with respect to D", we get, for every q, the Amitsur
complex C(S/R, F), where F is the multiplicative functor from R-algebras
to abelian groups defined by

Fq(T) Hq(G, F(S @ R T)

for any R-algebra T. Differentiating next with respect to D’, we get the
bigraded cohomology E H(S/R,Fq).
To compute the total cohomology of C(S/R, G, F), we will show that the

so-called first spectral sequence of C(S/R, G, F) is degenerate, i.e., we differ-
entiate first with respect to D’, then with D".
We begin with some observations about the complex C(S (R) R S/S, .) for

Amitsur cohomology in the extension S @ SIS. Let S+2 --. S+1 be the
"degeneracy" given by

The following identities are easily verified"

sl 1, qA -{- el 1,

for p_l.

From these identities, we conclude immediately that is a contracting
homotopy for the complex C(S (R) S/S, F), where F is any functor from
S-algebras to abelian groups, and therefore"

H"(S (R) S/S, F) 0 for n

_
0,

" F(S) ---. H(S (R) S/S, F).

We now return to the discussion of the double complex C(S/R, G, F).
Differentiating with respect to D’, we have, for each p > 0, the complex

C( G, H’(S/R, FS) C( G, H’(S (R) S/S, F) ) 0

and, for p 0, the complex

C( G, H(S/R, FS) C( G, F(S) ).

It follows that H’(Tot (C(S/R, G, F))) H"(G, F(S)) for all non-negative
integers n. We summarize these results"

THEOREM 2.1. Let G be a finite group represented as R-automorphisms of an
R-algebra S. Let F be a multiplicative functorfrom R-algebras to abelian groups.
Then there is a sectral sequence

H’(S/R, F) Hn( G, F( S)
P

where Fq(T) Hq(G, F(S (R) T)) defines a multiplicative functor from
R-algebras to abelian groups.
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We next compute the first subgroup F1H in the filtration of

H(Tot (C(S/R, G, F) ) ).

We observe that FI C(S/R, G, F) is the subcomplex of C(S/R, G, F) generated
by all bihomogeneous elements of bidegree p, q, with q >_ 1. The quotient
complex C(S/R, G, F)/F C(S/R, G, F) is canonically isomorphic with the
complex C( G, F(S @ S) for the Galois cohom’ology in S @ SIS. It follows
that the natural projection

p C(S/R, G, F) ----> C(S/R, G, F)/F C(S/R, G, F)

induces an exact sequence on cohomology
p

0 -- FH H(G, F(S) H(G, F(S @ S)

Moreover, p* e is exactly the map generated by

’SS@S.
This can be most easily seen by studying the collapsing of the first spectral
sequence of C(S/R, G, F).
To obta the ma consequence of this spectral sequence, we state here a

formal lena, which is well own [9, Lemma 7.5].

LEx 2.2. Let E be any cohomology spectral sequence, i.e., E 0 for
p < 0 or q < O. Let H be a graded, filtered abelian group ch hat

E’ H.
P

Then there is an exact sequce

0 E’ H E’ E’ FH E’ E’
where F, H is he firs$ filtrati bgroup of H.
THEORE 2.3. Le G be a finite group represented as R-automorphis of a

commutative R-algebra S. Let F be a multiplicative funcor from R-algebras to
abelian grips. Le F be he functor from R-algebras to abelian grips defined
by

F( T) H(G, F(S @ T) ).

Th there exists an exac sequence

0 H(S/R, F) H(G, F(S)) H(S/R, F)

H*(S/R, F) ker [H(G, F(S) H(G, F(S @ S) )]

F F)

Remark. If R is local and S is a finitely generated projective R-module
then H*(S/R, U) B(S/R) by [16], where U(T) is the group of its for an
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R-algebra T and B(S/R) is the Brauer group [2]. Then the above spectral
sequence computes the kernel and cokernel of the map

B(S/R) .---, ker [H2(G, U(S) ----) H2(G, U(S (R) S))1.

3. The Brauer group and crossed products. Let R be a local ring and S
a commutative R-algebra which is a finitely generated R-module. Let A be
an R-central separable algebra split by S [2], i.e., A (R) S Ends (E) for some
faithfully S-projective module E. Using techniques similar to those of [16],
we define a map

" B(S/R) H(G, U(S))

as follows" for each e G, E is a (A @ S)-module defined by (X (R) s).e
() (R) s)e for e e E, s e S, ) e A. It is clear that E is faithfully S-projective,
so E is faithfully (A (R) S)-projective by separability. Using the appendix of
[3], we have E E as (A (R) S)-modules, since every projective module over
the semi-local ring S is free. Let

g" E --, E, g Auto(E),

be the given isomorphism. Then
--1ggg f((r, .) e Aut(R)s(E) --- U(S)gives a 2-cocycle, leading to an element of H(G, U(S)) represented by f.

It is clear that this map is well defined. Actually, if we identify B(S/R) with
the Amitsur cohomology group H(S/R, U) using [16], then 0 is exactly the
map in the exact sequence of Section 2.
We wish to identify the subgroup of H(G, U(S)) which is the image of

B(S/R) under 0"

PROPOSITION 3.1. Given a 2-cocycle f, cl (f) e I,,(O) = there is a As-module E
which is faithfully S-projective such that Endr(E) is central R-separable.

Proof. If End(E) is central R-separable, then

End(E) (R) S
_

Ends(E).

Applying the construction of 0, we clearly retrieve the cocycle f. On the other
hand, if A (R). S _-- Ends (E) represents the splitting of an R-central separable
algebra h with O(cl (A)) cl (f), then it is clear from the definition of 0 that
E is a As-module, and h End(E).

In general, it is an open question to characterize those f which have this
property. We proceed to examine a special case"

COROLLARY 3.2. Let R, S be integrally closed noetherian domains and sup-
pose S is an fig. projective R-module. Then for f e H(G, U(S)
f e O(B(SIR)) ,: A/is contained in an R,separable order r which is S-projective.
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Proof. In case such 1 exists, then Endf(1) I, and 1 is split by S, since
(R). S

_
Ends(r) by [2.4.1 and 7.1]. Moreover, f

On the other hand, let f e O(B(S/R)) and E as in 3.1, A Af.
have a canonical R-algebra map

Then we

A (R) End(E) --+ End(E).

Since S is R-projective, then E is R-projective, and End(E) is R-central
separable. By [2, Theorem 3.3], the commutant F of End(E) in End(E)
is R-separable. Clearly, A c r. By [2, Theorem 2.1], R is a direct summand
of End(E) as R-modules, hence r is a direct summand of End(E) as
F-modules, thus as S-modules. Then r is S-projective since Hom(E, E) is
S-projective by the appendix of [3].

Remark. The proof and construction of I’, can be gotten from Amitsur
cohomology using the techniques of [16].

THEOREM 3.2. Let R S be a tamely ramified extension of a discrete rank
one valuation ring R in a Galois extension K L of the quotient fields, where S is
integrally closed and G is the Galois group. Let f H( G, U(S) ). Then Af is
contained in a separable order over R if and only if A has exactly e maximal two-
sided ideals, where e e( S/R is the ramification index.

Proof. By Theorem II.1.3, A is an hereditary order over R.
finite number of maximal two-sided ideals by standard methods.

has a

As in [6, Chapter 5], we define the different of the hereditary order A to be
the inverse of the invertible ideal

1 Hom(h, R) A* {x e A @. K; trd (xA) R}

where trd h (R). K -- K is the reduced trace [5]. If N is the Jacobson. radical
of A, we can write N-1 for some integer n >_ 1. If I’ is a maximal order
containing A, and r r(1)m-1, then by Theorem 5.6 of [6], mr n, where r
is the number of maximal two-sided ideals of A. Furthermore, we apply [10,
Satz 3, p. 84], and the fact that A is R-separable =, its completion is separable
over the completion of R, to conclude that 1 is R-separable =, m 1. Hence,
1 is R-separable =, n r.
The reduced trace in a crossed product 2:/defined in L/K can be computed

from right multiplication by 2:/on itself as an L-free module, using the L-iso-
morphism

n (R) : Z End (s).

It follows that trd (au) 0 if r 1, and trd (aul) a trs/(a).
Therefore,

trd (xSu-) tr(a S) for x (at u) e El.
It follows that trd (xA) R =, trs/.(aS) R for all r. Hence, )
s/..h], where s/ is the classical different in SIR from the trace map [1].



34 L. SILVER

Finally, let m be the radical of S, and write sm m- for some integer e.
It is well known that e e(S/R) is the ramification index. Then )
m’-A] (mhr)- r(h)- by II.1.4. The conclusion of the theorem now
follows.

Remark. Using the results of [18], those f such that h has exactly e maxi-
mal two-sided ideals are exactly those f such that f H(DM, U(--M) is in the
image of the inflation map

H(D/T U(--) --, H(D U(--) ),

for a maximal ideal M of S, D and T being respectively the decomposition
and inertia subgroups of M in A. This means that B(S/R) and B(//) have
the same image in H DM, U()).
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