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tron. They should not use a complicated model
where a simple one will do.

The history of the projection pursuit regression
(PPR) model illuminates some of the differences be-
tween the two fields. As noted by Cheng and Tit-
terington, the PPR model has the same form as a
single layer perceptron. When PPR was introduced
into the statistics field by Friedman and Stuetzle in
1981, it did not have much practical impact. There
are a number of possible reasons for this. Compu-
tationally, it was ahead of its time: many statisti-
cians still do not feel comfortable using very large
amounts of computation in an analysis. In addi-

Rejoinder
Bing Cheng and D. M. Titterington

We are very grateful to the discussants for the
time and effort they have expended in comment-
ing on our paper. When we submitted the revised
version of the paper, we felt some trepidation that,
in spite of our best effort at brevity, the paper still
seemed very long in comparison to many other con-
tributions to the journal, and yet we were fully
aware that we had not done justice to important
aspects of the field. Fortunately, some of our sins
of omission have been absolved by the choice of dis-
cussants, and we are happy to regard many of their
comments as complementary to our presentation.
Statistical Science can, therefore, be said to be pub-
lishing a 10-author review of the interface between
statistics and neural network research rather than a
two-author review plus discussion. We are glad that
the discussants include representives from what one
may call (against Breiman’s advice) the mainstream
neural-network community (McClelland), as well as
distinguished statisticians with both short and long

. (in terms of time) records of involvement in the area.
We apologize to all discussants for not having space
to respond to each of the many points they have
made.

Later in our rejoinder we shall remark on some
points raised by individual discussants, and we
shall finish by pulling together views about the fu-
ture of the interface. First, we mention three areas
of research on which several discussants expressed
views. These areas were implicitly identified by
Amari and, in slightly different form, by Breiman.

e Mathematical modeling of real cognitive pro-
cesses
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tion, statisticians do not often tackle the large pre-
diction problems that can often benefit from such
an approach. Finally, the particular fitting (learn-
ing) procedure might have been too greedy to work
effectively with large number of projections.

In contrast, neural network researchers have de-
veloped and applied the PPR model to some dif-
ficult problems with considerable success. In re-
cent years, they have further improved their results
by applying classical statistical techniques such as
regularization, cross-validation and Bayesian mod-
elling. This suggests that both fields should be lis-
tening and learning from each other. Cheng and
Titterington’s paper will help this cause.

¢ Theoretical investigations of networks and neu-
rocomputing

e Development of useful tools for practical pre-
diction and pattern recognition

MODELING OF REAL COGNITIVE PROCESSES

The dominant discussant here is McClelland. He
emphasizes the fact that machine intelligence still
has far to go to emulate many human mental pro-
cesses, a view echoed by Bienenstock and Geman.
McClelland sounds more hopeful than they do that
concepts closely akin to artificial networks, presum-
ably as known today, might prove to be key as-
pects. Furthermore, he suggests that the mechanics
of statistics will be important in the development
of such realistic cognitive machines: first, manip-
ulation of probability models using Bayes’ theorem
could be the way to mimic the brain’s approach to
data analysis (“interpretation”); second, nondeter-
ministic elements seem to be inevitable in modeling
any realistic learning process. Practical realization
of such models does, however, seem to be a daunt-
ing prospect. In the “interpretation” question, for
instance, the equivalent of a prior distribution will
have to include representation of all useful contex-
tual and background information.

However, it seems clear from McClelland’s penul-
timate paragraph that there are important new de-
velopments in areas such as speech processing, even
in irritatingly irregular languages such as English
and even then in the arguably less irregular Amer-
ican version. We are, nevertheless, doubtful about
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regarding pronunciation as necessarily statistical.
Given enough context, in terms of neighboring let-
ters, the correct pronunciation is presumably deter-
mined. Our very naive view would, therefore, be
that a system of general rules with exceptions may
be more natural; but perhaps the necessary com-
plexity renders the approach too unwieldy.

MATHEMATICAL THEORY OF NETWORKS AND
NEUROCOMPUTING

Major contributors under this heading are Amari
and Barron, both of whom feel the lack of theoreti-
cal underpinning of certain aspects of the subject, in
spite of what Amari calls the superficial, if positive,
achievements of ANN models in applications. He
mentions various approaches to the question of esti-
mating generalization error, and he reemphasisizes
the relevance of information geometry and the EM
algorithm in studying and training Boltzmann ma-
chines. Also see Titterington and Anderson (1994).

Barron provides important details of the latest re-
sults in approximation theory, and his discussion
of the case of feed-forward networks with two hid-
den layers is of particular interest. The ability to
bound the risk associated with estimation proce-
dures is of great value, although it appears that
much still needs to be achieved in the practical
area of bounding the risk associated with data-based
model selection criteria: the practitioner wants to
know how well he or she is doing in particular appli-
cations. Barron emphasizes the fact that the scale
of computation time required for network estima-
tion is still a problem and earmarks this area as
“the most important_task for theoretical research in
neural networks.” For instance, he solicits theoreti-
cal work both to tidy up the fuzzy (in a nontechnical
sense) and sometimes contradictory folklore about
techniques such as gradient search and to identify
whether or not associated optimization techniques
can be shown to produce a good solution in a rea-
sonable time.

USEFUL TOOLS FOR PATTERN RECOGNITION

We shall use this heading to draw together the
discussion about the practicalities associated with,
in particular, the use of feed-forward networks in
prediction and classification.

Breiman sets the scene with a clear description of
what he calls the single (hidden) layer feed-forward
network. (In the main paper, of course, we use the
nomenclature “two-layer” for this architecture.) He
highlights the “tinkering and tailoring” approach to
network design and the practical awkwardnesses
encountered when trying to estimate parameters
by optimizing a multi-minima surface. Should one

try several starting points and compare the result-
ing local minima? Should one use a validation set
to determine the stopping point of the algorithm?
Or, should one prevent overfitting by regulariza-
tion? These are the sorts of questions to which
Barron would like some theoretical answers to re-
inforce guidelines formulated from empirical stud-
ies. They are clearly relevant in complicated opti-
mization problems beyond the estimation of param-
eters in feed-forward neural networks. However,
the practice of optimization is clearly a messy bussi-
ness. Ripley issues caveats about the use of a vali-
dation set and comments that the empirical experi-
ences of himself and other investigators are differ-
ent. At best, this suggests that behavior of optimiza-
tion procedures in this area depends more than one
might like on the particular application. Systematic
recommendations may, therefore, be hard to come
by, leading us to fall back on Breiman’s experience-
backed tinkering. To this end, well-designed and
carefully assessed empirical studies such as those
in Ripley’s papers are clearly valuable, especially if
they can include a wide range of really large prob-
lems.

Amari and Ripley highlight the issues of model
complexity and assessment of generalization as im-
portant questions, reinforcing feedback we gleaned
from our spy at the NATO Advanced Study Insti-
tute at Les Arcs. Although these are both theoret-
ical questions, they are clearly related to practice,
and we noted with interest the mention of stepwise
model construction in the contributions by Barron
and, in particular, Breiman. This is surely an im-
portant area for development.

Related to this is the question of the resulting
classifier’s interpretability. This is clearly one area
where Ripley feels that multilayer perceptrons fail
in comparison to some of their competitors. In ad-
dition, he is concerned about the computational de-
mands they make and their complexity relative to
other approaches. Classification trees, in contrast,
have easily interpreted rules. Sometimes, however,
interpretability can be a double-edged sword, es-
pecially if the classification tree is interpreted as
portraying a physical explanation of the differences
among the classes. In multiple regression with
many covariates, many regressions based on differ-
ent subsets of the covariates may provide predictors
of comparable abilities; however, some of the mod-
els may not include covariates that influence the re-
sponse in a direct, physical way. Similarly, many
classification trees are likely to be closely compara-
ble in terms of performance, and there is no guar-
antee that the particular one chosen by a computer
package represents a rule that directly reveals a
physical process.
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As promised earlier, we shall come back to some
general issues at the end, but we now highlight a
few points made by some of the individual discus-
sants.

AMARI

We appreciated the extra historical perspective
provided by Amari. We readily agree that it is
wrong to lay all the blame for the dark period on
Minsky and Papert. We are grateful for the un-
surprising information that some of the basic ideas
appeared in papers that predate the most familiar
references. We too have recently read with interest
the work of Jordan and Jacobs (1993), and we have
a general interest in the various roles that the EM
algorithm plays in this area.

BIENENSTOCK AND GEMAN

The comments of Bienenstock and Geman will
strongly influence the final part of our discussion.
Here, we merely note their discussion of the appeal
of generalization and highlight their warning that
it seems virtually impossible that adequate training
sets will be available for the training of such sophis-
ticated devices as fully successful object-recognizers.
The demands of generalizability are too high. Bi-
enenstock and Geman recommend that future em-
phasis should be on modeling rather than training.
This is somewhat related to Ripley’s point about us-
ing a family of functions well rather than worrying
about which family of functions to choose.

BREIMAN

We apologize to Breiman that we have continued
to use the phase “neural-network community” even
in this rejoinder if only for the fact that we pre-
fer not to write “nonmainstream-statistical commu-
nity”! Breiman and others emphasize the problem-
- oriented approach of the “other” community. One
might be indignant, sad or indifferent about the fact
that they have the “good fortune not-to have any
formal statistical training”. We hope (and assume)
that this is not meant to imply that formally trained
statisticians should not try to get involved!

RIPLEY

We are glad that Ripley has included the formula-
tion of a more general projection-pursuit regression,
and we are grateful for the recent references on var-
ious topics, including handwritten digit recognition.

To the latter, we contribute the recent special is-
sues of Pattern Recognition (March 1993) and Pat-
tern Recognition Letters (April 1993). No doubt, sev-
eral dozen further references relevant to our review
will appear before its publication date: a measure of
the speed of current development at this interface!

TIBSHIRANI

We look forward with great interest to the fruits
of the Hinton-Tibshirani collaboration. We note the
two-way flow of benefits between the two communi-
ties and are mildly surprised that statisticians ap-
pear to have something to gain in more ways than do
neural network researchers. The two points labelled
“1” have bearing on the final part of our rejoinder.
So, in a way, does point 6 about statisticians being
good self-sellers, which echoes the spirit of remarks
of Bienenstock and Geman. At the risk of offend-
ing many nonarchetypal (and other) friends on both
sides of the Atlantic, we should be less surprised
about point 6 if most statisticians were British and
most neural-network researchers non-British. Per-
haps statisticians have just been around longer and
are perceived as nondynamic; or perhaps, yet again,
the title of their profession engenders an image of
unimaginativeness.

STATISTICS AND NEURAL NETWORKS: THE WAY
FORWARD

In this final part of our rejoinder, we try to for-
mulate a perspective of the future synergy, if any,
between research in statistics and neural networks.

The development and application of (artificial)
neural networks has clearly been explosive and ac-
companied by much hype. Hype can cause two types
of reaction. First, it can, like any successful and
energetic advertising campaign, stimulate great in-
terest and many acolytes as a result of appealing
packaging, ambitiously stated goals and apparently
successful applications, as described by Bienenstock
and Geman. On the other hand, hype can be off-
putting. Breiman appears to have been affected this
way initially, and we must confess that an instinc-
tive suspicion of glossy advertising was the stimu-
lus of our early reading in the area a few years ago.
We felt that there must be something of statistical
interest going on but surely nothing fundamentally
novel.

At one level, the conclusion is anticlimactic. In
the context of classification, in particular, neural-
network models provide nonlinear predictors that
are, under certain weak conditions, universal ap-
proximators. However, they both overlap with pro-
cedures that are well known to statisticians and,



52 B. CHENG AND D. M. TITTERINGTON

in many applications, seem to have no advantage
over simpler methods. In addition, implementation
of the predictors in practice appears to involve ei-
ther simply recourse to a black-box application or
a development process that is much less systematic
than would satisfy statisticians. We might, there-
fore, decide to refer to the lessons offered by the
comparative experiments of Ripley that they would
be better advised to use different tools, and abandon
the field.

We feel that this would surely be a mistake. While
feed-forward networks, trained by the generalized
delta rule, may not be cure-all classifiers let alone a
realistic prototype for real neural structures, some
of the contexts in which they have been used in-
volve data of great volume and complexity. It is
clear that the frontiers of complexity will continue
to be attacked and, in principle, statisticians ought
to be involved. Perhaps, as Breiman and Tibshirani
indicate, statisticians will have to stray from their
traditional paradigms in order to make meaningful
impact, and many people will, no doubt, be reluc-
tant to do so. Perhaps the paradigms can be suitably
adapted; they are, after all, increasingly permeating
the neural-network literature. In any case, many
of the underlying problems of interest are of deep
practical significance. As Bienenstock and Geman
remark, they are attracting extremely able people
who will inevitably have very clever ideas. It would
be unworthy of statisticians to dismiss all of these
as being too ad hoc, and it would certainly be foolish
to be so blinkered as not to become informed about
and involved in the key developments in this area.

We are pleased that all the discussants were pos-
itive about the involvement of statisticians at the
interface, that McClelland saw the possible benefit
of this to the cognitive science community and that
the others indicated that statisticians would be en-
riched by participating. It seems to us that much of
the challenge of the future has to involve the treat-
ment of very large-scale problems, that whatever de-
velops from current neural-network research should
not be cursorily ignored and that statisticians have
a-contribution to make. ’
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