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BACKWARD STOCHASTIC DIFFERENTIAL EQUATIONS
WITH REFLECTION AND DYNKIN GAMES!

By JAKSA CVITANIC AND I0ANNIS KARATZAS

Columbia University

We establish existence and uniqueness results for adapted solutions
of backward stochastic differential equations (BSDE’s) with two reflecting
barriers, generalizing the work of El Karoui, Kapoudjian, Pardoux, Peng
and Quenez. Existence is proved first by solving a related pair of coupled
optimal stopping problems, and then, under different conditions, via a pe-
nalization method. It is also shown that the solution coincides with the
value of a certain Dynkin game, a stochastic game of optimal stopping.
Moreover, the connection with the backward SDE enables us to provide a
pathwise (deterministic) approach to the game.

1. Introduction. The notion of backward stochastic differential equation
(BSDE) was introduced by Pardoux and Peng (1990), who proved existence and
uniqueness of adapted solutions, under suitable square-integrability assump-
tions on the coefficients and on the terminal condition. Independently, Duffie
and Epstein (1992) introduced stochastic differential utilities in economics
models, as solutions to certain BSDE’s. More recently, El Karoui, Kapoudjian,
Pardoux, Peng and Quenez (1995) generalized these results to BSDE’s with
reflection, that is, to a setting with an additional continuous, increasing pro-
cess added in the equation; the function of this additional process is to keep
the solution above a certain prescribed lower-boundary process and to do so
in a minimal fashion. Moreover, these authors make the crucial observation
that the solution is the value function of an optimal stopping problem; their
paper provided much of the inspiration and motivation for our work.

We generalize these results to the case of two reflecting barrier processes,
that is, to a setting where, in addition to agreeing with a target random vari-
able ¢ at the terminal time ¢ = T, the solution process of our BSDE has to
remain between two prescribed upper- and lower-boundary processes, U and
L, respectively, almost surely. This is accomplished by the cumulative action of
two continuous, increasing reflection processes, which keep the solution within
the prescribed bounds when it attempts to cross either of them. We also es-
tablish the connection between this problem and certain stochastic games of
stopping (Dynkin games), as well as with a pair of coupled optimal stopping
problems.

The BSDE problem with two reflecting barriers is described in Section 2 of
the paper. Preliminary results on a related pair of coupled optimal stopping
problems are obtained in Section 3. In Section 4 it is shown that any solu-
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tion of the BSDE with two reflecting barriers is also the value of a stochastic
game of optimal stopping, usually called Dynkin game, therefore establish-
ing the uniqueness of such a solution. Games of stopping have been studied
in Dynkin and Yushkevich (1968), Neveu (1975), Bensoussan and Friedman
(1974), Bismut (1977), Stettner (1982), Morimoto (1984), Alario-Nazaret, Le-
peltier and Marchal (1982), Lepeltier and Maingueneau (1984) and others.
The game involves two players, each of whom can decide to stop it at a ran-
dom time of his choice; upon termination a certain amount, which is random
and depends on the time of termination, is paid by one of the players to the
other. In Section 5 we show that the pair of coupled optimal stopping problems
from Section 3 has a solution. This, in turn, implies directly that the BSDE
with two reflecting barriers has a solution (and that the Dynkin game has a
value), in the special case in which the drift does not depend on the solution.
The general case is treated using this special case and a fixed point argument.

An alternative method for proving the existence of a solution to the BSDE
with two reflecting barriers is presented in Section 6: a standard penalization
method is applied, under a condition which roughly says that the barriers
can be approximated by semimartingales with absolutely continuous finite
variation parts. In this case, the reflection processes which keep the solution
between the barriers are also absolutely continuous.

In Section 7 we present a pathwise (deterministic) approach to the Dynkin
game, much in the spirit of the pathwise treatment of the optimal stopping
problem in Davis and Karatzas (1994). It turns out that there is a game with
payoff equal to that of the Dynkin game plus an extra nonadapted process A;
this game can be solved path-by-path and has a (path-dependent) value whose
conditional expectation coincides with the value of the Dynkin game and with
the solution process of our BSDE. The nonadapted process A is also obtained
directly from the solution of the BSDE. Moreover, the optimal stopping times
for the players are the same in both games and are also optimal in yet another
pair of pathwise, decoupled, optimal stopping problems.

Finally, we collect in the Appendix some useful results on supermartingales,
in particular, on potentials and on Snell envelopes.

In future work, we plan to treat the Markovian aspects of this theory, includ-
ing the associated partial differential equations and variational inequalities.

2. Backward SDE with two reflecting barriers. On a given, complete
probability space (2, 7, P),let B=(By, ..., B;) be a standard d-dimensional
Brownian motion on the finite interval [0, T'], and denote by F = {7 (¢)}¢<;<r
the augmentation of the natural filtration FZ, namely 7 2(t) = o(B(s), 0 <
s <t),0<t<T,generated by B. We shall need the following notation. For
any given n € N, let us introduce the following spaces:

L2 of 7 (T)-measurable random variables &: Q — R” with E(||£]?) < oo;

H? of F-predictable processes ¢: [0, T'] x Q > R" with fOT E|o(t)||? dt < oo
Sk of F-progressively measurable processes ¢: [0,T] x Q +— R" with
E(SupOStsT ”‘P(t)”k) <00, keN;
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SZ of continuous, increasing, F-adapted processes A: [0, T] x Q + [0, o0)
with A(0) =0, E(A%(T)) < oo.
Finally, we shall denote by & the o-algebra of predictable sets in [0, T'] x ().

PROBLEM 2.1 (Backward stochastic differential equation (BSDE) with upper
and lower reflecting barriers). Let ¢ be a given random variable in Lf, and
£10,T] x @ x R x R? > R a given # ® #(R) ® #(R?)-measurable function
that satisfies

T
(2.1) E/O £2(t, w,0,0)dt < o

If(t, 0, %, ) = f(£, 0, 2, ¥)| < k(Jx — 2| + [ly = ¥'ID

(2.2)
V(t,w)el0,T]xQ; x,x inR; y, » in RY

for some 0 < k& < co. Consider also two continuous processes L, U in S? that
satisfy

(2.3) L(t) <U(¢), VO<t<T and L(T)<¢é(<U(T) as.
We say that a triple (X,Y, K) of F-progressively measurable processes
X:[0,T]xQ R, Y:[0,T] xQ+— R? and K: [0, T] x Q > R is a solution of
the backward stochastic differential equation (BSDE) with reflecting barriers
U(-), L(-) (upper and lower, respectively), terminal condition ¢ and coefficient
f, if the following hold:
(i) K =K*— K-, with K* € §%;
(i) Y e H?, and

X() = £+ [ f(s.X(s). Y(s)ds+ K*(T) — K*(1)
(2.4) !
~(K(T)-K~(0)- [ Y(9)dB(s). 0=t=T.

(2.5) L(t)< X)) <U(@®), vVo<t=<T,

T T
26) [ (X()-L@)dK ()= [ (Ut~ X()dK (1) =0,
almost surely.

DiscUssioN. In the setup of Problem 2.1 the processes L(-), U(-) play the
role of reflecting barriers; these are allowed to be random and time-varying,
and the state-process X(-) is not allowed to cross them [cf. (2.5)] on its way to
the prescribed terminal target condition X (7') = ¢ [cf. (2.4)].

The state-process X (-) is forced to stay within the region enveloped by the
lower and upper barriers L(-), U(-), thanks to the cumulative action of the
two increasing reflection processes K1(-), K (-), respectively [cf. (2.4)]; these
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act only when necessary to prevent X(-) from crossing the respective boundary
[cf. (2.6)] and, in this sense, their action can be considered minimal. Finally,
it is the freedom to choose the intensity of noise process ¥ = (Y4,...,Y ),
Y(t) = (d/dt){X, B;)(t), that allows one to have an F-adapted solution to
(2.4), just as in the case of unconstrained BSDE’s [Pardoux and Peng (1990)].

When viewed backwards in time, that is, with X(6) := X(T — 6), Y(0) :=
Y(T -0), K*(6) :== K*(T)— K*(T—6) and B(6):= B(T)— B(T — 6) in (2.4)
written as

X(0)=¢+ /09 f(T —u, X(u),Y(u))du+ K*(0) — K~ (0)
(2.4')
+/09 Y'(uw)dB(u), 0<6<T,

the effect of the increasing process K*(-) [resp., K~(-)] is to push the state-
process X (-) upward (resp., downward), in order to prevent it from crossing the
lower boundary L(-) := L(T — -) [resp., the upper boundary U(-) := U(T — )],
and to do this with minimal effort; that is,

T . - T N .
(2.6) fO(X(O)—L(H))dK*(O):/O (U(9) — X(0))dK~(6) = 0.

When (2.4) is viewed forwards in time, in other words as

dX(t) = f(t, X(¢), Y(t))dt — dK*(t) + dK~(t) + Y'(t)d B(¢),

X(0) = E[g + /OT (s, X(s), Y(s))ds + K*(T) — K‘(T)], X(T)=¢as.,

the effect of the increasing process K*(-) [resp., K~(-)] is to push the state-
process X (-) downward (resp., upward), in order to prevent overshooting, that
is, X(T) > ¢ [resp., undershooting, i.e., X(7T) < £&], the prescribed terminal
target &.

3. Analysis: a pair of coupled optimal stopping problems. In this
section and the next, we shall assume that there exists a solution (X,Y, K)
to the BSDE of Problem 2.1 and will try to derive some consequences and
representations. We shall set

(3.1)  g(t,w):=f(t, 0, X(t, 0), Y(¢, ), (¢ w)e[0,T]x Q

from the assumptions on f(-) and (2.1), (2.2), this defines a process g € H2.
For such g, we shall also introduce the processes

N(¢) = E[f + fOT g(s)ds

7(t):| - /0 " e(s)ds
(3.2)

= E|:§+/tT g(s)dsi?(t)}, 0<t<T,
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(8.3) L(t) := L(t)1y_py + élppy, L(t) := LE(t) — N(t), 0<t<T,

(3.4) US(t) :=U@)yoqy + Elgory, U(t) :=Ui(t) — N(t), 0<t<T.
Note that
(3.5) N is continuous on [0, T'] a.s., and N € S?

(use the stochastic integral representation property of Brownian martingales
and Doob’s maximal inequality), that

(3.6) L, U belong to 82 and are continuous on [0, T a.s.
and that we have, almost surely,
Lit)<U(#), VO<t<T and
L(T-)<L(T)=0=U(T) < U(T-).
With all this notation, (2.4) and (2.5) give

(3.7)

LAt = X() = £+ [ gls)ds+ K*(T) — K*(t) — (K~(T) ~ K~(1))
(3.8) !
_fT Y'(s)dB(s) < U(t)

on [0, T'], almost surely, and taking conditional expectations with respect to
F (t) in (3.8), we have

(3.9)  Li(t) < X(t) = N(t) + m(K+) — m(K~) < U(t), 0<t<T

almost surely. We have used the notation of (A.2), (3.2) and the fact that the
stochastic integral in (3.8) satisfies E[ftT Y'(s)dB(s)|.7(t)] = 0 a.s., thanks
to the assumption Y € H[Zl.

In particular, (3.9) gives

m(K)Y>L+m(K)=:n"

(3.10) .
m(K7)>-U+m(K")=:7n".

Now K* € 8%, so m(K*) belong to the space II? of Definition A.2, by Corollary
A.3 (Appendix). From this observation and (3.6), the processes n* of (3.10)
are seen to be in S%, and to have paths which are continuous on [0, T") and
quasi-left-continuous on [0, T'], almost surely [since, if they have a jump at
t = T, this jump is upwards, by (3.7)]. Therefore, using the notation of (A.8),
the Snell envelopes

(3.11) S,(n*) := esssup E[n*(7)|7 (¢)], 0<t=<T

TEM; T

are potentials in the space Hf of Definition A.2. Hence

(3.12) S(n*) = m(A*) for suitable, uniquely determined A* ¢ S?

ci’
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thanks to Lemma A.4 and Corollary A.3. We have denoted by .#, r the class
of F-stopping times 7: Q > [¢, T']. Furthermore,

(3.13) 7(K*) > m(A%)

from (3.10), and
T
(3.14) [0 (m(A%) — n(£)) dAE(t) = 0 as.

from (A.13). In particular, from (3.10), (3.3), (3.4) and the continuity of A¥,
(3.14) reads

/OT[(wt(A*) —7(K)+ N(t))— L(t)]|dA*(t) =0 as.,

(3.15) .

/0 [U@t)— (m(KT)—m(A7)+ N(¢))]dA (¢) =0 a.s.
We have established the following result.

PROPOSITION 3.1. For a given, fixed g € H%, the mapping (KT, K~) —
(AT, A7) of (8.12) and (3.10), namely

m(AT) = S(L + w(K")),

(3.16) .
7(A7) = S(-U + w(K*)),

maps S2 x Sfi into itself and satisfies (3.13) and (3.15).

c1
In Section 5, we shall show that this mapping has a fixed point (K*, K™) €
S2 x §2; for this fixed point, (3.13) holds as equality, and (3.15) is then equiv-
alent to (2.6), in light of the equality X = N + w(K") — «#(K~) in (3.9).
Open question. Can we deduce w(K*) = m(A%*), thus also A* = K*, from
(3.15), (3.13) and (2.6)? This would show that every solution to the BSDE
induces a fixed point of the mapping of (3.16).

4. Analysis: a stochastic game of E. B. Dynkin. Our purpose in this
section is to show that the existence of a solution (X, Y, K) to the BSDE
of Problem 2.1 implies that X is the value of a certain stochastic game of
stopping. First introduced by Dynkin and Yushkevich (1968) and later studied,
in different contexts, by several authors, including Neveu (1975), Bensoussan
and Friedman (1974), Bismut (1977), Stettner (1982), Morimoto (1984), Alario-
Nazaret, Lepeltier and Marchal (1983), Lepeltier and Maingueneau (1984) and
others, such stochastic games are known as Dynkin games. As a corollary to
our results, we shall present in Section 7 a very simple, pathwise approach to
this game, in the spirit of a similar treatment in Davis and Karatzas (1994)
for the optimal stopping problem.
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THEOREM 4.1. Let (X, Y, K) be a solution to the BSDE of Problem 2.1 and
retain the notation of (3.1). For any 0 < ¢t < T and any two stopping times o, T
in the class .#, r, consider the payoff

ONT
(41) Rt(0-7 T) = /t g(u) du + gl{o’/\f:T} + L(T)1{7<T, T<0} + U(O-)l{a'<1'}>
as well as the upper and lower values, respectively,

V(t) := essinf esssup E[R,(o, 7)|.7(1)],

vl ey

V(¢) :=esssupessinf E[R,(o, 7)|7(%)]
TEMy T oedy

(4.2)

of a corresponding stochastic game. This game has value V(t), given by the
state-process X of the solution to the BSDE, that is,

(4.3) Vi)y=V(@t)=V(@t)=X(t) as. VYO0O<t<T,
as well as a saddlepoint (6, 7,) € My 1 % #; 7 given by

o, =inf{s e [t, T)/X(s)=U()} AT,

(4.4) 7, :=inf{s e [¢t, T)/X(s) = L(s)} A T,
namely
(4.5) E[R,(6;, T)|.7(¢)] < E[R,(G, 7)|7 (¢)]

= X(¢t) < E[R,(o,7)|7(#)] a.s.
for every (o, 1) € My 1 X My 7.

In the game of (4.1) and (4.2) with ¢ = 0, player 1 chooses the stopping
time o, player 2 chooses the stopping time 7, and R (o, 7) represents the
amount paid by player 1 to player 2. It is the expectation ERy(o, 7) of this
random payoff that player 1 tries to minimize and player 2 tries to maximize.
The game stops when one player decides to stop, that is, at the stopping time
onT,or at T if o = 7 =T, the payoff Ry(o, 7) then equals

U(o), if player 1 stops the game first,

L(7), if player 2 stops the game first or if both stop
the game simultaneously,

£, if neither player stops the game before T.

/OW g(u)du +

According to Theorem 4.1, the pair (ay, 7)) of (4.4) and (4.5) provides a
saddlepoint of optimal stopping rules for the players, in the following sense:
if player 1 chooses the rule 6y, then 7, is an optimal stopping time for player
2, and if player 2 chooses the rule 7, then ¢y is an optimal stopping time for
player 1.

PROOF. It suffices to show (4.5), since (4.3) follows directly from this.
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(i) First, let us take o = 6, and arbitrary 7 € .#; 7. On the event {6, < 7},
we have U(d,) = X(6,), K~ (6;) = K~ (t) from (4.4) and (2.6). Thus

R0 = [ gw)du+ X() ~ (K~(6) ~ K~(1)
= [ gy du+ X(o) + (K*(3) ~ K*(1)
(4.6) —(K~(0;) — K~ (2))
- /t&‘ g(u)du + X(&,) + K(6,) — K(2)

- X(t)+ /f’ Y'(w)dB(u)
almost surely, with equality if 7 = 7,, and on the event {7 < 4,} we have,
R(3im) = [ gy du+ Elpy + L(D1gqy
= (K~ (- K~ (1)
< [ gy du+ X(1) + (K1) - K*(2)
—(K™(7) - K7(1))

_ /t g(u)du + X(r) + K(7) — K(t)

(4.7)

— X(t)+ ft Y'(u)dB(u),

almost surely, with equality if 1 = 7,. Putting (4.6) and (4.7) together, we
obtain

0,

(4.8) R,(6,,7) < X(t)+ ftM "Y(u)dB(u) as.,

with equality if 7 = 7,, and taking conditional expectations with respect to
F (1),

(4.9) E[R (6, 7|Z ()] < X()=E[R,(6,, 7)|7(t)] as. VT1edr

because Y € H2.
(i1) Second, we take 7 = 7, and arbitrary o € .#, p. Arguments similar to
those of case (2), now lead to

(4.10) R0, 7) = X(0) + [ " YW dB) as.,

which holds with equality if o = &,, and to
(4.11) E[R,(0,7)|7 ()] = X(¢t) = E[R/(d,, 7,)|7 (t)] as. Yoe.t
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by taking conditional expectations as before. Now (4.5) follows from (4.9) and
(4.11). ©

COROLLARY 4.2 (Uniqueness for Problem 2.1 in a special case.). Suppose
that, for some given g € H2, we have

(4.12) flt,w,x,y)=g(t, o) V(o x,y)e[0,T]xQxRxR?

in the BSDE of Problem 2.1. Then this problem can have at most one solution.

PROOF. Suppose that the triple (X, Y, K) solves the BSDE of Problem 2.1;
then the state-process X of this triple is uniquely determined, from (4.3) of
Theorem 4.1, as the value of the Dynkin game (4.1) and (4.2). But X is also a
continuous semimartingale of the Brownian filtration F = FZ, with

t t

(2.4) X(t) = X(0) — (K(t) + [ g(u)du> + [ Y'(w)dB), 0s=t=T
0 0

as its decomposition; in it, both K and Y are uniquely determined as well. O

5. Synthesis: existence and uniqueness for the BSDE. We show in
this section how to construct, for a given, fixed g € H2, a (unique) solution
(X,Y, K) for Problem 2.1 with f = g as in (4.12), starting from a fixed
point (K*, K~) of the mapping (3.16) in Proposition 3.1. We address then
the questions of existence of such a fixed point and of constructing a (unique)
solution to the BSDE of Problem 2.1 for general coefficient functions f.

PROBLEM 5.1. Let ¢ € L%, g € H% be given, as well as two continuous
processes L, U in S? as in Problem 2.1. We say that a triple (X, Y, K) of
F-progressively measurable processes is a solution of the backward stochastic
equation (BSE) with reflecting barriers U(-), L(-), terminal condition ¢ and
coefficient g, if K = K+ — K~ with K* € S%, Y € H? and if (2.5), (2.6) as well
as

T T

(5.1) X()=¢+ [ gwydu+K(T)-K@t)— [ Y(w)dBw), 0<t=T
t t

are satisfied almost surely.

THEOREM 5.2. For a given g € H%, suppose that the mapping (3.16) in
Proposition 3.1 has a fixed point (K+, K™), namely,

m(K*)=S(L + m(K~

(5.2) (K7)=5( i (K7))
7(K7)=8(-U +n(K"))

for some (K*, K~) € S% x SZ. Then the triple (X,Y, K), with

(5.3) K=Kt*—-K~, X:=N+xn(K")-m(K")



BACKWARD SDE’S 2033

and with Y € Hfl uniquely determined via
T
E[f —i—/o g(s)ds + K(T)l?(t):| = N(0)+ E(K(T))
(5.4) .
+f Y'(u)dB(u), 0<t<T,
0

is the unique solution to the BSE of Problem 5.1.

PrOOF. We have, from (5.3), (5.4) and (3.2),
t T
X(t) +/0 g(w)du + K(t) = E[f +/O g(u)du + K(T)!?(t)}

t
- X(0)+f0 Y'(w)dB(w),
for 0 <t < T, where X(0) = N(0) + E(K(T)); in particular, X(T) = ¢ and
thus
T T
¢ +/0 g(u)du + K(T) = X(0) +/0 Y'(u) dB(u).

Subtracting memberwise we obtain (5.1). On the other hand, (5.2) gives

m(K*)> L+ w(K"),

m(K™) > -U+ w(K")
and thus, in conjunction with (5.3) (3.3) and (3.4), we obtain

L<N+L<X=N+a(K")-w(K)<U+N <U,

in other words, (2.5) is satisfied. Finally, the fact that the pair (K*, K~) solves
(5.2) implies that the equalities of (3.15) hold with A* = K*; in conjunction
with X = N + #(K*) — w(K™), these equalities read

T T
| (X@) ~ L@)dK (5= [ (U@) - X@)dK (1) =0

almost surely; that is, (2.6) holds as well. Uniqueness follows from Corollary
4.2. O

It develops from Theorem 5.2 that, in order to establish the existence and
uniqueness of solution to the BSE of Problem 5.1, it suffices to show the exis-
tence of a pair (K*, K~) € S% x Sfi that solves the system (5.2), or equivalently,

C1

from Corollary A.3, the existence of a pair (Z*, Z~) e I x I1? that solves
Zt=8(L+2Z),
Z-=S(-U+2Z"%)

in the notation of (A.8). This system was introduced by Bismut (1977) and
was studied by him and by Alario-Nazaret (1982), among others, as a crucial

(5.5)
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step towards solving Dynkin games of the type (4.1), (4.2) by reducing them
to a pair of coupled optimal stopping problems. For completeness, we include
a proof of the basic existence result in this direction.

THEOREM 5.3. For the existence of a solution (Z*,Z~) € T2 x II? to the
system (5.5) [equivalently, of a solution (K*,K~) € Sgi X Sfi to the system
(5.2)], it is necessary that

(5.6) L* <h—-060+E[£7 ()] <U*
for some h € Hf, 0 e Hf; condition (5.6) is also sufficient, provided that
5.7 L) < U(2), 0<t<T

holds almost surely.

REMARK. For any given g € H2, the condition (5.6) is equivalent to
(5.6") L<H-0<U forsomeHer and @EH?.

This can be seen easily from (3.2)-(3.4). Indeed, if (5.6") holds, then we can
take

T
h(t) = H(t) + E[fo g.(u)du

7(t):| - /Ot g, (u)du,

T
o(t) = O(t) + E[/O g (u)du

in (5.6), with g, = gv 0, g_ = (—g) v 0; on the other hand, if (5.6) holds, then
(5.6') holds as well, with

9‘(;5)] - /Ot g (wdu, 0<t<T

H(t) = h(t) + E[/OT g_(u)du

9vﬂ<[&wwm

O(t) = 6(t) + E[/OT g.(u)du

F(t)} —/Ot g.(wdu, 0<t<T.

PROOF OF THEOREM 5.3. Suppose that Z* ¢ Hf satisfy (5.5); then we have
Zt>L+Z,Z >-U+ Z", whence

L<zt-Z <0,
and (5.6) is satisfied.
For the remainder of this proof, let us assume that (5.6’) holds and try

to establish the existence of a solution to (5.5) by considering the iterative
scheme

Z}, =S+ Z,),

(5.8) )
Z,.,1=S(-U+Z}), neNjandZ}=0.
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We claim that

(5.9) Ztell?, VneN
and
Lvo<Zz/<Z;,<H
(5.10) )
(-U)v0=<Z,<Z,,<0, VneN
hold a.s.

PROOF OF (5.9). Clearly ZZ < II%. Suppose Z; € II? for some n € N; then
both L + Z,, —U + Z; are in S? and have paths which are a.s. continuous
on [0, T') and quasi-left-continuous on [0, T'], because of the continuity of Z
on [0, T] and (3.7). From Lemma A.4, (A.10) and Corollary A.3, we deduce
Z%,, eII2, and (5.9) follows. O

PROOF OF (5.10). The inequalities Z] = S(L) > L and Z7 = S(-U) >
-U, Zf > 0 are obvious, by the definition (5.8). Clearly also, Z; = S(I~,+ZI) >
S(L) = Z{, Z; = S(-U + Z{) = S(-U) = Z7; assuming Z* > Z* | we
obtain similarly Z}., = S(L+ Z;) > S(L+ Z, ) = Z}, Z;., = S(-U +
Z}) > S(~U + Z} ) = Z;. This establishes, by induction, the monotonicity
of {Z7 }ren-

For the last inequalities in (5.10), observe from (5.6') that H > ® + L > L,
® > H— U > —U, therefore, H > S(L) = Z{ and ® > S(-U) = Z7. Suppose
that H > Z,0 > Z;, forsomen € N;then®+U > H > Z;, H-L>0 > Z,
and thus H > S(L+ Z;) = Z/,;, © > S(-U + Z}}) = Z,,,,, establishing (by
induction) the last inequalities in (5.10). O

It follows from (5.10) and from Exercise 3.30, page 21 in Karatzas and
Shreve (1991) that the pointwise, increasing limits

(5.11) Z*:=lim Z*

are potentials, that is, nonnegative F-supermartingales, with RCLL (Right
Continuous with Left Limits) paths and Z*(T) = 0 a.s., and satisfy
E[supg.,-7(Z*(t))?] < oo. From (5.8) and Lemma A.5 in the Appendix,
it develops then that Z* solve the system (5.5). In the remainder of the
proof we show that we can assume, without loss of generality, that Z* have
continuous paths on [0, T'].

Let us consider the events on which the processes Z* of (5.11) undergo a
(left) jump at ¢ = T, namely,

B* :={Z*(T-) > 0} = {Z*(T—-) # Z*(T)};
by El Karoui (1981), we have
Bt c{zZY(T-)=Z (T-)+ L(T-)},
B~ c{Z (T-)=Z*(T-)-U(T-)},
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and thus from (3.7),
B:=B*'NB” c{L(T-)=U(T-)=0}n{Z*(T-)=Z (T-)}, mod P.

CASE 1. Suppose that, in addition to (5.7), we have as well
P[L(T) <U(T)]=1 or equivalently P[L(T—) = U(T-)=0] =0.

Then Alario-Nazaret, Lepeltier and Marchal [(1982), page 30] prove that the
(left) jumps of Z* and Z~ occur on disjoint events; this implies, as they also
show, the regularity property (A.4) for the potentials Z*, and hence the Doob—
Meyer decomposition

Z* =m(K*), K*eSi

[cf. the Appendix, condition (A.4), Lemma A.1(ii) and Definition A.2]. Corollary
A.3 gives then Z% ¢ Hf, and this completes the proof.

CASE 2. Suppose now that P[L(T—) = U(T-) = 0] > 0. Then the above
argument guarantees the continuity of Z*, K* only on [0, T'). To overcome
this, we introduce the random variable

(:=ZT(T-)1p=Z (T-)15>0 as.
and the nonnegative supermartingales
Z5t) - E[{lF7 (), 0=t<T,

(5.12) ZE(t) = {0 o

The nonnegativity follows easily from Fatou’s lemma and the supermartingale
property of Z* since, for 0 <t < T, we have

AGEFAGE EI:Zi(T_)]-B‘g(t)] > Z%(t) - E[ZX(T-)|7(8)]
=Z*t)-E [’}g& VA (T - rll) IF(t)}

> ZE(t) — li’rlriiorolf E|:Zi<T - i) ‘?(t)] >0 as.
On the other hand, the processes of (5.12) are easily seen to be super-
martingales; their paths are continuous on [0, T') and we have Z*(T-) =
Z*(T—-)1g., so that {ZT(T-) >0, Z(T-) >0} =B°N(B*NB)=. In
other words, the (possible, left) jumps of Z* at ¢ = T occur on disjoint events.
If we manage to show that Z* of (5.12) also solve the system (5.5), then we
can just repeat the arguments of Case 1, this time for the new pair (Z*, Z7),
to obtain Z* € Hf and thereby complete the proof of the theorem.

Now, let us observe from (5.12) that 7t >7"+ ﬂ; this is obvious for ¢t = T
since Z+(T) =0 = Z (T)+ L(T), whereas on [0, T') we have

7t =Z" —E[|F()]=Z +L—E[{|\F()] =2 +L.
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Let R be another RCLL supermartingale with R > Z~ + L; then
R(t)+ E[{|l7 ()], 0=t<T,

R(e) = {R(T), t=T

is a supermartingale and satisfies R(T) > L(T) = Z~(T) + L(T), as well as
R>Z +L+E[F()]=2Z +L on[0,T),

almost surely. Therefore, R dominates Z~+ L, and thus R > S(Z~+L) = Z*;
in other words, R > Z*, almost surely.

We conclude that Z+ = S(Z~ + L). A completely similar argument then
leads to Z~ = S(Z* — U), and this leads to the fact that the pair (Z*, Z")
solves the system (5.5). O

Putting Theorems 5.2 and 5.3 together, we have the following conclusion.

Under conditions (5.6) and (5.7), the BSE of Problem 5.1

(5.13) has a unique solution.

Let us discuss now the solvability of our original problem, the BSDE of
Problem 2.1. We shall do that by adapting, to our situation at hand, a fixed
point method due to Pardoux and Peng (1990) and modified by El Karoui,
Kapoudjian, Pardoux, Peng and Quenez (1995).

THEOREM 5.4. For fixed, given ¢ € L2 and continuous L, U in S? satisfying
(2.3), suppose that Problem 5.1 has a unique solution for every g € H% Then
there is also a unique solution (X, Y, K) to the BSDE of Problem 2.1, and the
state process X admits the stochastic game representation (4.3) of Theorem 4.1.

COROLLARY 5.5. Under conditions (5.6) and (5.7), the BSDE of Problem 2.1
has a unique solution (X,Y, K), and the representation (4.3) of Theorem 4.1
holds.

This follows directly from (5.13) and Theorem 5.4.

PROOF OF THEOREM 5.4. Let us start with a pair (y, V) in the set
2 ={(X,Y)eS?x H(21|X has continuous paths with

(5.14)
L)< X@)<U@)VO<t<Tand X(T)=¢ as.}

and define g € H? by setting g(¢, w) = f(¢, w, x(t, 0), ¥(¢, w)), where
f:10,T] x Q xR x R? > R is the coefficient function of Problem 2.1. For
this g € H?, the BSE of Problem 5.1 has, by assumption, a unique solution
(X, Y, K); in particular, the pair (X, Y) belongs to the set .~ of (5.14). This
way, we have constructed a mapping

(5.15) o: L L via(X,Y)=o¢(x, V).
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In order to establish the unique solvability of the BSDE of Problem 2.1, it is
clearly sufficient to show that the mapping ¢ of (5.15) is a contraction with
respect to an appropriate norm in S% X HZ; as such, we shall take

T 1/2
(5.16) Il = (E [ 080 + V@)

for an appropriate B8 € (0, o) to be determined in (5.18) below.

Let (xo, Vo) be another pair in the set . of (5.14), denote by (X, Yy, K),
(X0, Yo) = o(x0,¥Yy), Ko = Ki — K, the unique solution of the BSE of
Problem 5.1 with g(t, w) = f(t, w, xo(t, ®), Yo(t, ®)), and define

X:X_X()) ’\PZ"I}—\I,O’ X_=X_X0, Y:Y_YO, I_{ZK—KO

Clearly dX () = [£(t, xo(t), Wo(t)) — F(¢, x(2), W(£)]dt — AR () + ¥'(£) dB(2),
and from It6’s rule,

d(eBtX'z(t)) = eﬁt[(BX’z(t) + ||Y(t)||2) dt — 2X'(t) dK'(t) + ZX(t)Y’(t) dB(t)
F2X(){f (. xo(2), ¥o(t)) — f(t, x(), ¥(t))} dt],

we obtain the bounds (as argued below):
PERWP+E [ AR + |7 (w)l]du
T _ . T _ _
- 2Eft P X (u)dR (u) — 2Eft P X (w)Y"(u) dB(u)
(5.17) +2E /tT P X (w)[f (u, x(w), W(w)) — f(u, xo(u), ¥o(u))] du
T _ _
< 2kE | | X @)|(|2(w)] + [¥(w)]) du

T T _
< 4k2E/t (X (u))* du + %Eft P (Ce(w)? + W) %) du,

where £ is the Lipschitz constant of (2.2). We have used in (5.17) the elemen-
tary inequality
a? + b?

2 2

|a| + 5]
2

2k|y|(la] +[0]) = 2(2&|y]) <4R*y* +

the bounds

T ) ) 1/2
B( [ e (X@PIT@)? du)

< eBTE< sup IX(t)|</OT 1Y @)I” du)1/2>

0<t<T

_ T _
< 4e7E| sup (X2 + [ 1T du] <,
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which, together with the Burkholder-Davis—Gundy inequalities [e.g.,
Karatzas and Shreve (1991), page 166] imply that the stochastic integral
in (5.17) is a martingale and thus has zero expectation, and the inequality

XdK =(X -X,)dK — (X — X,)dK,
=(X-X)dK"+(Xo— X)dK + (X, - X)dK{ +(X - Xy)dK,
=(X-L)dK"+(L—-Xy))dK*+(Xy-U)dK +(U - X)dK"~
+(Xo—L)dK{ +(L - X)dK{ +(X -U)dKy; + (U - Xy)dK,

=0,

which is a consequence of (2.5) and (2.6). Now choose

(5.18) B =1+4k*

in (5.17) to obtain

T _ _ T _
(5.19) E/O (X (W) + Y (w)*] du < %E/O PR (W) + [P (w)|*] du,

the contraction property that we sought for the norm of (5.16). The proof of
Theorem 5.4 is complete. O

6. Existence by penalization. We shall present in this section a sec-
ond approach to the question of existence of solutions to the BSE of Problem
5.1, which complements the result of (5.13) as it establishes existence under
slightly different conditions than (5.6) and (5.7); see (6.3) and (6.4). Under
these conditions one shows, in fact, that the reflection processes K* are abso-
lutely continuous with respect to Lebesgue measure, almost surely.

This new approach considers a sequence of penalized versions

T T
Xu(0)= &+ [ g dstn [ (Lo(s) = X,(s) v 0)ds

6.1) o [ (X~ Ue) v 0 ds— [ V() dB().

0<t<T,

for n € N, of the backward stochastic equation (5.1), with suitable random
functions ¢,, L,, U, and n € N. From the standard theory of unconstrained
BSDE’s [Pardoux and Peng (1990)], equation (6.1) has, for every n € N, a
unique F-adapted solution (X,,Y,) € H? x H3. Then, with

62 KO= J FrGdus k= n(Ly(5) = X,(8) v 0),

k() = n((X,() - U,()) v0) and K, = K} - K,

the idea is to show that {(X,,Y,, K,)},cy converges to a triple (X, Y, K) of
processes with X € S2, Y e H2 and K = K* — K-, K* € S (in fact, with K*
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absolutely continuous with respect to Lebesgue measure, as we shall show),
which solves the BSE of Problem 5.1.
We shall assume in this section that

(6.3) ge$?
and that

there exist sequences {U,},cn, {Ly}neny of It processes
dU,(t) = u,(t) dt + v, (¢) dB(t), dL,(t) = [,(t) dt + m),(¢)
dB(t) with {u,}nens {Ly}nen bounded in S%, {v,},on € HZ,
{mn}neN - szi and {gn}neN c L%’ such that Ln(t) = Un(t)’
VO <t < Tand L,(T) < &, < U,(T) hold almost
surely for every n € N, and, as n — oo, &, — ¢,
supg_y7 U, () — U(®)| = 0, supg_yr |L,(t) — L(t)] — 0
both almost surely and in L2.

(6.4)

Here, of course, ¢ and U, L are the data (terminal condition and barriers,
respectively) for Problem 5.1. Condition (6.4) imposes some regularity on the
boundary processes U and L in the form of uniform approximation by It6
proc;esses; it is satisfied trivially, if U and L are themselves It6 processes
in S7.

THEOREM 6.1. Under conditions (6.3) and (6.4), the BSE of Problem 5.1 has
a unique solution (X, Y, K); in particular, K is absolutely continuous with
respect to Lebesgue measure, and X admits the stochastic game representation
(4.3).

The uniqueness is again a consequence of Theorem 4.1 (arguing just as in
Corollary 4.2), so we shall devote the rest of this section to proving existence.
From Theorem 3.1 in Pardoux and Peng (1990), the unconstrained BSDE of
(6.1) has a unique, F-adapted solution (X,,Y,) € H? x H, for every n € N.
By analogy with (4.2), there is an interpretation of this solution in terms of a
suitable stochastic game, which, again, provides as a corollary the uniqueness
of the solution to (6.1).

PROPOSITION 6.2. For every n € N, let 9, denote the class of F-progressively
measurable processes u: [0, T] x Q — [0, n], and introduce the payoff:

R (sv) = € exp( | () + v(w)du

(6.5) N /tT exp(— /:(M(u) +v(u)) du)

x[8(s) + () Ln(s) + v(s)U,(s)] ds
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for every w € 9,, v € 9,. We have then

66) E[R" (u, 5,)|7 ()] < E[R" (fin, )| F (2]

= X,(t) < E[R{" (i, V)|F ()] as.
for every t € [0, T], (n,v) € 9, x 9, where
(6.7) Ay =nlix 13, v, =nlix .y}

COROLLARY 6.3. The pair (4,,7,) € 9, x 9, of (6.7) is a saddlepoint for
the stochastic game with upper- and lower-values:

V,(t) := essinf ess sup E[Rgn)(,u, V)7 (t)],
veg, Weg,

V.. (t) := esssupessinf E[Rgn)(,u, v)|F ()],
,U,EQH VEQH

(6.8)

respectively. This game has value, namely V,(t), given as
(6.9) V() =V,() =V, () = X,(t) = E[R{" (b, )7 (D], s,

PROOF. From (6.1), and by applying It6’s rule to the product of the proceses
X, (-) and exp{— [,(mw(u) + v(u)) du}, we obtain

X0 = B[ & exp(— [ (uw)+ v(u))

+/tT exp(— /ts(,u(u)+v(u))du)
x [&(s) + u(s)L,(s) + v(s)U,(s)]ds
(6.10) + /tT exp(— /:(M(u) + v(u))du)
X [m(s)( X (s) = L,(s)) + n((L,(s) — X, (s)) v 0)]ds

o exp(— | S(u(u)+v(u)>du)

X ()X (8) = Up(s)) = n((Xn(s) = Up(s)) v 0)] dSIF(t)}

almost surely, for every ¢t € [0, T], u € Z,, v € 9,, after taking conditional
expectations with respect to # (¢) and noting that the conditional expectation
of the stochastic integral vanishes, since Y, € H2. In the last two terms of
(6.10), the integrands satisfy

w(X, —L,)+n({(L,—X,)v0) >0 with equality for pn = g,,
v(X,-U,)—n(X,-U,)v0) <0 with equality for v =7,.
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Now (6.6) follows from these observations and from (6.5), and leads directly
to (6.9). O

Let us define now
(6.11) X,=X,-U,, g =8—Uu,

and observe that

_ T
X, =&~ U+ [ ga(s)ds

(6.12) tn ftT((Ln(S) ~U,(s) - X,(s)) v0)ds

T _ T
—n [ (Zu(s) v 0 ds+ [ (ua(s) = ¥u(s)) dB(s).
0<t<T,

from (6.1) and (6.4), as well as

_ T
X, (¢) = esssup essgnlf E[(fn - U, (T)) exp(—ft (w(uw) +v(w)) du>

e, ve

6.13) + /tT exp<_ f:(u(u) +v(u))du>

x [&n(8) + u(s)(Lin(s) = Uy(s))]ds

97(t):| a.s.

by analogy with the stochastic game representation (6.9). From (6.13), and
with g* :=sup; , |g(?) — u,(t)| € L? by (6.3) and (6.4), we have

X, (t) v 0 < esssupessinf E[/tT exp(— /:(,u(u) +v(u)) du>|§n(s)| ds

weg, ve,

3“(1?)}

< esssup E|:/tT exp<— /:(,u,(u) +n) du) |§,()] dsig“(t):|

WED,

1

T
=< E|:/t exp(—n(s—1))|g,(s)|ds g(t)i| < ;E[g*|9‘(t)],

and from Doob’s maximal inequality,

(6.14) E[oi?ET‘(X”“) UV oﬂ <5

A similar analysis yields

(6.15) E[OSS?SI)T((Ln(t) X, (8) Vv 0)2} < % VneN,
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whence

E[ sup Xi(t)} <e.  E[(KHT)+ (K (T)] <e.
(6.16) ost=T

E|: sup (Kn(t))2:| <c VneN
0<t<T

follow as well, from (6.2). Here and in the sequel, ¢ > 0 denotes a real constant,
whose value may vary from line to line.

LEMMA 6.4. We have

E[ sup (X,(6) — X (6)2 + sup (K, (£) — Kn(1))?
0<t<T 0<t<T

(6.17) -
+ [ IV = V(o)1 de| o

as m,n — oo.

PrROOF. From (6.1), (6.2) and It6’s rule
d(Xn(t) - )(m(t))2

= 2(X,,(1) = X, (2))
x [(dK, (t) — dK,,(t)) — (dK;(t) — dK (1))
+ (Y, (8) = Y, (£)) dB@)] + 1Y, (8) = Y (1) |* dt,

we have

T
B[ (X,(0) = X + [ IV,(5) = V(o) ds]

= 2 [ 1(X,(5) ~ Ly() — (X,u(5) ~ L(5)
(6.18) +(L,(s) = L,(s)I(dK}(s) — dK}(s))
428 [ 1(X,u(5) = ()~ (X,(5) ~ U, )
HUW(E) ~ Un (DK () — dK,, (5),

Now, from (6.2), (X, — L,)(dK}/dt) <0and (X, — U,)(dK;/dt) > 0, so we
obtain from (6.18)

T
E|(Xu(0) = X (0P + [ 1¥4(9) = Y ()P ds] = 26, 0

asm,n—>o0, VO<t<T

(6.19)
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because

T
cn,m = E|: sup f (Xn(s) - Xm(s))(dKn(S) - de(S))]

0<t<T "7t

< 8] sup [ (L)~ Xa(6) Y 0 dK(9)

0<t<T "t
+(Ln(s) = X () vV 0) K (s)
+1Lu(s) = Ly (s)(dK 5 (s) + d K (s))
FUw(8) = Upn(s)l(dK, (s) + K, (5))
+ ((Xn(8) =Up(s)) v 0)d K (s)

+((X,(5) = Up(s)) v 0) dKp(5)] ds]

goes to zero as n — oo, m — oo, by virtue of (6.14)—(6.16) and (6.4). In
particular, (6.19) gives

T
E(X,(t)- X, ) +E | [Y,(t) =Y,
G20) S5 B0 = X0 +E [ Y0 - Y ()| de 0

as m,n — oo.

On the other hand, again by Itd’s rule we have

£ g x|

< ] sup (X0 = X0 + [ 1V,0) - Y0P ds) |

0<t<T

T

= 28] sup ([ (X,(5) ~ X (DK ,(5) ~ Ao (5)
0<t<T t

(6.21)

T
[ (Xa(6) = X (DT u(5) = Yn(0)) dB) )|
[ (Xo(9) —~ Xp(s)

t

<2c¢c, ,+ 2E(0supT
st=

< (Yo(5) — Y p(s)) dB(s)i).

By the Burkholder-Davis—Gundy inequalities, this last term is bounded by
T 1/2
2B | (X,(0) = X (OPIYo(0) - V(o))
0

622) < E[Oi?fT X0 - X014 1Y)~ Y2 dt>1/2]

T
= 1] owp (%,(0 - X, 0 + 208 [ 17,0 - Voo,
0<t<T 0
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for a suitable constant 0 < ¢ < oo and it follows from (6.19)—(6.22) that

(6.23) E|: sup (X, (¢) — m(t))z} —- 0 asm,n— oo.

0<t<T

Finally, from basic properties of the It6 integral and Doob’s maximal inequal-
ity,

( sup
0<¢<T

/ Y (s)dB(s) — / Y! (s)dB(s)

) < ¢E [TV (s) — Y ou(s)|P ds
— 0,

as m, n — oo, in conjunction with (6.20), which leads to

(6.24) E|: sup |K,(t) — m(t)|2i| —-0 asm,n— oo,

0<t<T

along with (6.23) and K, (¢) = X,,(0) — X,,(t) + [y g(w)du + [; Y',(s)dB(s),
0<t<T. O

We conclude from (6.17) that there exist continuous adapted processes X, K
in S2, as well as a process Y in H2, such that

E[ sup (X, (t) — X(¢))* + sup (K (t) — K(t))*
0<t<

(6.25)
+/O 1Y, (¢) — Y(t)||2dt}—> 0 asn— oco.

Thus, passing to the limit as n — oo in (6.14) and (6.15), we obtain, thanks
to (6.4) and (6.25),

E[ sup (X(2) — U() v Oﬂ [OE?PT((L“) _X()v 0)2} -

0<t<T

so that the triple (X, Y, K) satisfies (2.5), almost surely.
On the other hand, passing to the limit as n — oo in

T T
X,(0)= &+ [ g)du+ K (1) = K, ()~ [ Y}, (w)dB(u),
0<t<T,

(6.1)

we obtain from (6.25) that the BSE (5.1) is satisfied as well. Now (6.16) shows
that the sequences {k*},.y of nonnegative, F-progressively measurable pro-
cesses of (6.2) are bounded in L2([0, T] x Q); consequently, there exist F-
progressively measurable processes k*: [0, T'] x Q + [0, o0) such that (along
a relabelled subsequence),

(6.26) k¥ — k* asn — oo, weakly in L([0, T] x Q).
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For these processes, we have
T T
E| [ (X,(0) - Lupki(de = [ (X(0) - Lk (1)
|70 0 |
T T
= E| [ (X,() = Xk () dt + [ (X(0) = L)k (1) — k(1) dt

T
+ [ (L0~ L@k 0dr
0

< B sup 1X,(0)- X<t>|K:(T>} i E[ sup |L,(t) - L<t>|Kz<T>]
L 0<t<T 0<t<T

+E

/OT(X(t) — L)k () — k*(t))dt' — 0, asn— oo,

thanks to (6.16), E(supy-,-7 | X ,(£)— X (¢)|*) = 0in(6.25), E(supy_,-7 |L,(¢)—
L(t)]?) - 0in (6.4) and X — L € L2([0, T'] x Q) in conjunction with (6.26). In
particular,

T . r )
(6.27) E/O (X, (t) = L,(t)k, () dt — E/o (X(t) — L(t))k"(t) dt,

as n — oo,

but
! T T
[ (X® =L@kt Odt =0z [ (X,(0) - Lyo)k;(0)de

= [ (X00) ~ L)L) - X, (6) v 0)

holds almost surely, for every n € N. Therefore, the processes k* of (6.26)
satisfy

T
(6.28) /0 (X(t)— L))k (t)dt =0 as.
thanks to (6.27), and a similar argument gives
T
(6.29) fo Ut)— X))k (t)dt =0 a.s.

In order to finish the proof of existence in Theorem 6.1, it thus remains to
show that

(6.30) K(t) = fot EH(u)du — /Ot E(u)du =: K(t)

holds almost surely, for every fixed ¢ € [0, T'], because, since both K, K have
continuous paths, this implies K = K, a.s.

PRrROOF OF (6.30). The key idea here is to turn the weak convergence of
(6.26) into strong by considering convex combinations; namely, the Banach—
Mazur lemma [Dunford and Schwartz (1963), page 422, Corollary 14; Ekeland
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and Temam (1976), page 6] shows that there exist, for every n € N, an integer
N(n) = n and weights A{” = 0, j = n,..., N(n) with ¥ 7% A% = 1, such
that

N(n)
(6.31) Ef= Y AYkY - B asn — oo, in L2([0, T] x Q).

J=n

For fixed ¢ € [0, T}, (6.31) and Jensen’s inequality,
([ - wenas) =e [ - keopras,
give
E(/Ot(ief(s) - ki(s))ds>2 <T. Efot(ief(s) —kE(s))2ds = 0 asn — oo.

Therefore,

E(K,(t)- K(t)>—> 0 asn — oo,
(6.32) _ . _
where K ,(-) = /O(k;(s) — k- (s))ds.

On the other hand, denoting by ||1|y = v/ E(n2) the norm of L2, we have from
(6.25) that | K, (t) — K(¢)|ls < € holds for arbitrary ¢ > 0 and all sufficiently
large n € N; therefore, we have as well

5 N(n) ) N(n) )

IK.(8) = K@)z =| 22 A (K;(6) = K@)| < 2 A IIK;(t)— K@)z < e,
j=n 2 Jj=n

so that

(6.33) E[K,t)- K(t)]>? - 0 asn— oo,

and (6.30) follows from (6.32) and (6.33). O

The proof of Theorem 6.1 is complete.

Let us end this section by extending the results of Theorem 6.1 for the BSE
of Problem 5.1 to the BSDE of Problem 2.1.

THEOREM 6.5. Under the conditions (6.4),

(6.34) f(t, »,x,y) = f(t, w,x) does not depend on y € R?
and
(2.1) E[ sup f(t, w,O):| < 00,

0<t<T

the BSDE of Problem 2.1 has a unique solution (X,Y, K) and the stochastic
game representation (4.3) of Theorem 4.1 holds, with

(3.1) g(t, 0) = f(t, 0, X(¢, 0)).
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PROOF. For given ¢ € L? and continuous L, U in S? satisfying (2.3) and
(6.4), Problem 5.1 has a unique solution (X, Y, K) in S? x H? x S%, for every
given g € S}; see Theorem 6.1. Arguing now as in Theorem 5.4 and Corollary
5.5, with the additional observation that the process of (3.1") belongs to the
space S? [thanks to the assumptions (6.34), (2.1') and (2.2) on f, as well as
the fact X € S%], we conclude that the BSDE of Problem 2.1 also has a unique
solution. O

7. A pathwise approach to Dynkin’s game. We shall show in this sec-
tion that the theory we have developed allows for a pathwise (deterministic)
approach to the (stochastic) Dynkin game of Theorem 4.1, an approach analo-
gous to the pathwise treatment of the optimal stopping problem in Davis and
Karatzas (1994).

Let (X,Y, K) solve the BSE of Problem 5.1 for given g € H% [or, let
(X,Y, K) solve the BSDE of Problem 2.1, and then define g in H% by (3.1)];
we shall assume for simplicity,

(7.1 L(T=¢(=U0(T) as.
We obtain from (3.8), almost surely,

X(¢) - L(¢)

= (e-LO+ [ #@)ds— (K (D) - K@)~ [ Y(5)dBG)

+(K*(T) - K*(t))
>0,
U(t) - X(2)

- (U(t) . /t ' g(s)ds — (K*(T) — K*(t)) + /t ! Y’(s)dB(s))

+(K(T) - K~(2))
>0

(7.2)

for all 0 < ¢# < T. In the more suggestive backward notation
x7(0):= X(T - 6)— L(T - 9),
x~(0):=U(T - 6)- X(T - 0),
a*(9) .= K*(T) - K*(T - 9),

T )= - LT-0)+ [ go)ds—a @)~ [ Y()dBG),
-0 T-0

T T
YO =UT-0)-¢- [ glo)ds—a*(0)+ [ Y()dB(s).

0<6<T,
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the equations (7.2) read
(7.4) xE(0) = y*(0) + a*(8) > 0, 0<6<T,
and (2.6) reads
T
(7.5) / x*(8) da*(8) = 0,
0
almost surely. Now all processes in (7.3) have continuous paths, and those of
a*(-) are also increasing with a®(0) = 0; it follows from (7.4) and (7.5) that a*
solve the Skorohod reflection problem [e.g., Karatzas and Shreve (1991), page
210] associated with y*, and thus
a®(0) = max [0, gnaxa(—yi(u)] = max(-y*(v)), 0=6=<T,
since y*(0) = 0, or equivalently

T
K1) = K*(0)+ max (L)~ €~ [ g(a)du

T
+K(T) - K~ (0 + [ Y’(u)dB(u))

(7.6) .
=K (T)+K(t)—é— /t g(u)du
+ max (L(T) (K~ (1) - K~ (t)) + /t g(u)du + /\(7)>,
T
K™(T)= K~(t) + max (g ~U(0)+ [ gw)du
o T
+KH(T) - K+(a)—/ Y’(u)dB(u))
(7.7) v

T
— KH(T)— K(t) + ¢ +ft g(w)du

- tminT<U(0') + (Kt (o) — K (t)) + f g(u)du + A(a)),
<0< t
where A = {A(¢), 0 <¢ < T} is the continuous, nonadapted process

(7.8)  A(t)= M(T)— M(t) with M(t) := /Ot Y'(w)dB(u), 0<t<T.

THEOREM 7.1. For given w € (), consider the pathwise (deterministic) game
with payoff
ONT
Quo.mw)= [ g w)du + &)y pon) + L(7, 0)L o1, 1)

(7.9) +U(o, w)1{0<7} + Mo AT, )

= R, o, 1;0)+ Ao AT, ), O0<o,7<T,
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and upper and lower values

W(t, ®) := min max Q,o, 1, w),
t<o<T t<r<T

(7.10)
W(t, ») :== max min Q,(o, T, w),

t<r<T t<o<T

respectively. Then, for a.e. w € (), the following conditions hold:

(i) This game has a value. That is,
(7.11) W(t, w):=W(t,0) = W(t,0)=X(t, w) + AL, o).

(ii) The pair (6,(w), 7,(w)) € [t, T]?, as in (4.4), is a saddlepoint for this
game. That is,

Qu(0(w), 7 0) < Q(0y(w), Ti(w); w) = X(t, 0) + M2, )

7.12
( ) = Qt(o-’ é\-t(w); (1)), v (0-7 T) € [t’ T]2

(iii) 6,(w) attains

o, w (o, w H(t w o o 3
(7.13) t<a<T[U( )+ K7(0, ) = K7(¢, 0) + A( )+/ g(u, )dui|

= X(t, w)+ A2, w) = W(t, w).

(iv) 7,(w) attains

(7.14) b |:L(T w) = K (7, 0) + K~ (1, @) + A(7, w)+/ g(u, w)dui|

= X(t, w)+ A2, w) = W(¢, w).

Finally, the value of the stochastic (Dynkin) game of Theorem 4.1 is given as
the optional projection

(7.15) V(t) = X(¢) = E[W()|F(1)] as.,

of the value of the pathwise game, for every 0 <t < T.

In other words, the effect of the nonadapted compensator process A of (7.8)
is to enforce the nonanticipativity constraint in the passage from the pathwise
to the Dynkin game—to ensure that the random times o — 0,(w), @ — T,(w)
in the saddle-point (6,(w), 7,(®)) of the pathwise game are stopping times.
Then the pair (6, 7,) € (.#, r)* provides a saddlepoint for the Dynkin game
[cf. (4.5)], and the value of this game is simply the conditional expectation of
the value for the pathwise game, given .7 (¢) [cf. (7.15)].
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On the other hand, the pair (6,(w), 7,(w)) € [¢, T]? is also a saddle-point
for yet another pathwise game, this one with payoff

;|:U(a', o)+ K* (o, 0)— KT (t, o) + Mo, ) + /to g(u, w)dui|

+ ;|:L(7, w)— (K (1,0w) — K (t, w))+ A(1, w) + /; g(u, w)du:|,

t<o,7<T,

separable in the two variables o and 7; from (7.13) and (7.14), the value of
this game coincides with the value W(¢, w) = X (¢, o)+ A(¢, o) of the original,
pathwise game of (7.9)—(7.11).

PROOF OF THEOREM 7.1. The relations of (7.12) follow directly from (4.8),
(4.10) and the definition (7.9) whereas (7.11) is a simple consequence of (7.12).
On the other hand, (7.15) follows from (7.11), (4.3) and the martingale property
of the process M in (7.8) since

E[\1)|7 ()] = E[M(T) — M(t)| 7 ()] =0 a.s.

It remains to establish (7.13) and (7.14). Let us drop the dependence on w € Q)
in the notation of what follows. Observe that equation (5.1) reads

(7.16) X(t)+ A (t) = X(p)—i—/tp gu)du+ K(p)—K(t)+ Ap) fort<p=<T
in our notation of (7.8) and recall
X(o;)=U(6,), K (6,)=K (t) and
X(7,)=L(7), K'(7)=K"(¢)
from (4.4), (2.6) and (7.1). Now the first claim in (7.14) is equivalent to
L(r)~ K~ (1) + K~ () + A0 + [ g(u)du
t

(7.17)

(7.14)) .
< L(3) — K~(3) + K~ (t) + A(3,) +/t "g(w)du VreltT]

and, from (7.16) and (7.17), the right-hand side of (7.14") equals
X(3) + K(7) = KO+ M3 + [ gu)du

= X(£)+ () = X(7) + K() — K(£) + A(7) + ft g(u) du;

this clearly dominates L(7) — K~ (7)+ K~ (¢)+ A(7) + ] g(u)du, establishing
(7.14’). Similarly, the first claim in (7.13) amounts to

U(o) + K*(0) ~ K*(6) + Ao) + [ a(u)du
(7.13)) ‘ R
> U(6,) + KH(6,) — KH(t) + \(5,) +/t "g(wydu VYoelt T
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again from (7.16) and (7.17), the right-hand side of (7.13") equals
X(6,) + K(6,) — K(t) + A(6,) +/t g(u)du

= X(£) + M) = X(0) + K(0) — K(£) + A(o) + f; g(uw) du,

which is dominated by U(o)+ K (o)— Kt (¢)+A(o)+ [ g(u)du, establishing
(7.18"). Finally, the equalities in (7.13) and (7.14) are consequences of (7.7) and
(7.6), respectively, as well as of (5.1) and (7.11). O

APPENDIX

Consider a complete probability space (Q, .7, P) equipped with a filtration
F = {7 (¢)}o<t<r which satisfies 7 = {J, (1} mod P, as well as the usual
conditions of right-continuity and augmentation by P-null sets. On this space,
let Z = {Z(t), 0 < ¢t < T} be a potential, that is, an F-supermartingale
with paths which are nonnegative, RCLL [right-continuous on [0, T"), with
left-limits on (0, T']] and satisfy Z(7T) = 0, almost surely. If this potential is
of class 2([0, T']), that is, if

(A.1) the family {Z(7)},., is uniformly integrable,

where .# is the class of F-stopping times 7: ) — [0, T'], then there exists
a unique natural increasing process A = {A(¢), 0 < ¢t < T}, adapted to
F, with right-continuous paths and A(0) = 0, EA(T) < oo, such that Z is
indistinguishable from the potential

(A.2) m,(A) = E[A(T)|7 ()] — A(¢), 0<t=<T
generated by A:

(A.3) Z(t) = m(A), vo<t<T

almost surely. Furthermore, if Z is regular in the sense

(A4) lim EZ(7,)=EZ(r) foranyre.#, {r,} C .# with 1, t 7, as.,

then A has continuous paths. This is the classical Doob—Meyer decomposi-
tion of supermartingales and is well known [e.g., Section 1.4 in Karatzas and
Shreve (1991)].

The following result is also known [cf. Dellacherie and Meyer (1975), (1980),
El Karoui, Kapoudjian, Pardoux, Peng and Quenez (1995)], but we include a
proof for the reader’s convenience.

LEMMA A.1. (i) Let A be a continuous, adapted and increasing process,
with A(0) = 0 and E[A%(T)] < oc; then the potential Z = w(A) of (A.2) is
regular and satisfies

49 B| sup 20| <
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(i1) Conversely, let Z be a regular potential that satisfies (A.5); then the
continuous increasing process A of its Doob—Meyer decomposition (A.3) satisfies
E[A%(T)] < cc.

PROOF. (i) From (A.2) and Doob’s maximal inequality [e.g., Karatzas and
Shreve (1991)] we have

E[ sup wf(A)} < E[ sup Mz(t)} < 4E[M*(T)] = 4E[A%(T)] < oo,
0<t<T 0<t<T

where M(t) := E[A(T)|7 (t)], 0 <t < T. Regularity follows easily.

(ii) The condition (A.5) implies (A.1). That is, that Z is of class 2[0, T].
Together with regularity, this gives a unique Doob—Meyer decomposition (A.3)
with A adapted, increasing and continuous; in particular,

A(T) = lim,_, . 1 A(p,), where

(A.6)
pni=inf{t €[0,T)/|A(t) = n} AT € .4.

Now

E[A%(p)] =2 [ (A(p,) ~ A() dA(t)
=2E [ E[A(p,) - A(D) 7 (D] dA(1)

=2F [ E[Z(t) ~ Z(p,)| 7 ()] dAt) < 2E [ Z(1)dA(1)
0 0

< 2E[ sup Z(t)-A(pn)] < z\/ E[ sup z2<t>}E[A2<pn)1,
0=<t<T 0<t<T

whence E[A%(p,)] < 4E[supy-,-y Z%(t)] := ¢ < oc; letting n — oo, we obtain,

from (A.6) and monotone convergence, E[A%(T)] < ¢ < oo.

DEFINITION A.2. Denote by Hf the space of potentials Z which have con-
tinuous paths and satisfy (A.5). Denote also by Sfi the space of continuous,
increasing, adapted processes A with A(0) =0 and E[A%(T)] < cc.

COROLLARY A.3. Suppose that F coincides with the filtration FB =
{FB(t)}o=t=r generated by some standard (d-dimensional) Brownian mo-
tion process B. Then the spaces Hf, S2 of Definition A.2 can be put into a
one-to-one correspondence via

Z=m(A); AcSi Zell’
The proof follows directly from Lemma A.1 and the fact that F2- (Brownian)
martingales are representable as stochastic integrals with respect to B (and
have, thus, continuous paths).



2054 J. CVITANIC AND I. KARATZAS

For the remainder of this section, let 5: [0, 7] xQ — R be a given, F-adapted
process with RCLL paths and 7n(7T") = 0, a.s. and assume

(A.7) 7" = sup [n(t)] € LYQ).
0<t<T

The Snell envelope of 7 is the process S(n) given as

(A.8) S;(n) = esssup E[n(7)|7 (?)], 0<t<T,
TEM,

where

(A.8) Mg ={red [t<r<6as} forO<t=<f<T.

Then S(7) is a potential, of class Z[0, T'] (as it is dominated by the martingale
E[n*|9“ (#)], 0 <t < T), and is the smallest nonnegative supermartingale
dominating 1. Thus, it has a Doob—Meyer decomposition of the form

(A.9) Si(n) = E[AD)|F(t)] - A(t), 0<t<T,

for a unique natural increasing and adapted process A = A" with right-
continuous paths and A(0) =0, EA(T') < co. Furthermore,

S(7n) is regular, thus A has continuous paths, if n is quasi-
(A.10) left-continuous: limsup, .., 7n(7,) < 7n(r) a.s., for every
{r,} C A with 7, + 7, a.s.

In terms of the Snell envelope of (A.8), we can obtain the solution of the
optimal stopping problem

(A.11) u(t) := sup En(r), 0<t<T,

TEM) T
associated with 7, as follows:
u(t) = ES;(n), 0<t<T.
The stopping time p} := inf{u € [¢, T)/n(u) = S,(n)} AT

(A.12) attains the supremum in (A.11), and is thus optimal for this
problem: u(t) = En(p;).

If, furthermore, 7 is quasi-left-continuous, so that A continuous by (A.10),
then we also have

T
(A.13) /0 (S,(n) — () dA() =0 a.s.
(in other words, A increases only on {S = 1}) and
(A.14) u(t) = En(v;), wherev; :=inf{ue[t,T)/A(u)> A} AT = p}.

All these results are standard in the general theory of optimal stopping [e.g.,
Neveu (1975), El Karoui (1981) and Karatzas (1993)]. We shall also need the
following properties.
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LEMMA A4. If n has quasi-left-continuous paths and E[sup,_,.r n%(t)] <
o0, then we have E[A%(T)] < oo for the continuous, increasing process of (A.9).

PROOF. In the notation of (A.7), we have then

(A.15) E( sup S%(n)> < E[ sup (E[7n*
0=¢=T 0<t<T

FOI] < 4B(r? < o

from Doob’s maximal inequality; the result follows then from (A.10) and
Lemma A.1Gi).

LEMMA A5. If n, {n,},n are adapted, RCLL processes with n(T) =
1,(T) = 0 and 7,(t) + n(), YO < t < T almost surely, as well as
E[supg,r(|n(t)] + |n,(¢)])] < oo for all n € N, then

S,(n,) 1 S(m), YO<t<T as.

PrOOF. Clearly S, := S(n,) = 7, and Sn+1 = S(nn+1) > S(n,) =S,
for all n € N, so {S,, },cy 18 an increasing (pointwise) sequence of nonnegative,
RCLL supermartingales, of class 2[0, T']; it converges to a nonnegative, RCLL
supermartingale S := lim, 1 S, [e.g., Karatzas and Shreve (1991), page 21].
Clearly S > 7, and thus S > S(7) as well; on the other hand, 5, < 7 implies
S, = S(n,) < S(n), whence S < S(n).
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