ON SAMPLES FROM A MULTIVARIATE NORMAL POPULATION®
By Soromon KULLBACK

1. Introduction. In this paper we shall discuss the distribution of certain
functions calculated for samples drawn from a multivariate normal population.
The method of solution is based on the theory of characteristic functions and
presents further application of that theory to the distribution problem of
statistics.?

We shall have occasion to refer to the multivariate normal population whose
distribution law is given by

(L.1) F@) = 7 | Byy [ eemem  (pg=1,2, .- ,n)

where B(zx — m, £ — m) is the real, positive definite quadratic form of the
z, — mp with matrix || B,,||. Here m, is the mean in the population of the pth
variate and B,, = A,,/20,0,A where o, is the standard deviation in the popu-
lation of the pth variate; A is the determinant of population correlations p,e = pgp;
A, is the co-factor of p,e in A; and | B,, | is the determinant of the matrix || By, ||.

Since the integral of (1.1) over the entire field of variation of the variables is
unity, we have (using abbreviated notation)

(1.2) / ¢ BE—mz—m) dg — gni2 | By, |72

Equation (1.2) will be true if || B,, || is complex, provided its real part is sym-
metric and positive definite.?

The distribution of sample means of samples from the population (1.1) is
independent of the distribution of the system of sample variances and covariances
and is given by*

(1.3) Fl(j) = g2 Iqu |1/2 e—A(Z—m, E—m)
where A (T — m, & — m) is the real, positive definite quadratic form of the z, — m,

N
with matrix || A,.||. Here &, = (1/N) Y 2, is the sample mean of the pth

a=1

1 Presented to the American Mathematical Society, February 23, 1935.

2 For more complete reference to the theory of characteristic functions as applied to
statistics see S. Kullback, Annals of Mathematical Statistics, Vol. 5 (1934), pp. 263-307.

3 J. Wishart and M. S. Bartlett, Proc. Cambridge Phil. Soc., Vol. 29 (1933), pp. 260 ff.

4 J. Wishart, Biometrika, Vol. 20 A (1928), pp. 32-52.

J. Wishart and M. 8. Bartlett, loc. cit.
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SAMPLES FROM MULTIVARIATE NORMAL POPULATION 203

variate, and A,, = NB,, where B,, has been defined for equation (1.1). The
distribution law of the system of sample variances and covariances is given by®

I qu l (N—D)/2

an(n—D/4 fI (N — r)/2

r=1

(1.4) Fyla) =

A l Qg I(N—-n-—Z)/2

n N
where A(a) = E Apq 80 and @y = agp = (1/N) ; (Tpa — Tp) (Tga — T)

Pyg=1
with A,, and %, defined as for (1.3). Since the integral of (1.4) over the entire
field of variation of the a,, is unity, we have®

(1.5) / 4@ | @y |F-7D12 dg = gr(-DI4 | 4, |a=12 fI (N —r)/2

re=1
Equation (1.5) will also hold if the matrix || A,,|| is complex, provided its real
part is symmetric and positive definite.”

2. Variance. Consider a sample of N independent items from the normal
population (1.1). Let

(2.1) V= i Qpq

p,g=1

where a,, is defined as in (1.4). From the theory of characteristic functions
and (1.5), we have that the characteristic function of the distribution law of »
is given by?®

22) o) = / €73 Fy(a) da = | Apg | V0| Apg — it |48,

It may be readily shown that

(2-3) ‘APQ - itl = IAMI — 21 An
Prq™
where A% is the co-factor of A,,in | A,,].
We thus have for the distribution law® of v

0

(2.4) PG = (4/00-vn. L / e (A fo — it)a=Mi2 df

—00

5 J. Wishart, loc. cit.

¢ Cf. 8. 8. Wilks, Biometrika, Vol. 24 (1932), pp. 471-494.

7 A. E. Ingham, Proc. Cambridge Phil. Soc., Vol. 29 (1933), p. 271 fi. The considerations
in this paper will still hold if the condition above is imposed.

8 8. Kullback, loc. cit., p. 272.
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n

where A = |A,l, ¢c= 2, A" and A/c > 0 since || A, || is positive definite.
P,g=1

By using the fact that?

w11 (k) , uw>0

0) #§0

1 a+ic0

(2.5)

27ri a—tico

ek dz = {

where £ > 0, a > 0, we have

(A /c)-ni2
I'(N-1)/2

P(N—3)[2 g—(4lc)v

(2.6) P(v) =

3. Ratio of variances. If v; and v, represent the statistic » (defined in
(2.1)), obtained from independent Samples of Ny and N, items respectively, then
it may be shown that the distribution law of w = 1/vs is given by

F(Nl + N2 2)/2 Ny—3)/2 2—N;—N,) /2
@D PW) =5y e, - vt @ we,

If we set w = €% ny/ne, where ny, = N; — 1 and ns = N3 — 1 we obtain for the
distribution law of 21t

2
(3.2) P(Z) =9 lel/;-;’?;;z n,/2 n,/2 "l’(n + n eZz) (n,+n,)/2

4. Student’s distribution. Consider a sample of N independent items from
the normal population (1.1). Let

(4.1) b= z”: (Zp — mp) (£ — my)

pyg=1
where I, and m, are defined as in (1.3). The characteristic function of the
simultaneous distribution function of u, defined as in (4.1) and » defined as in
(2.1) is given by

(4.2) ‘P(tly to) = / exp {'l:tl i (ip mp)(xq - mq) + i, E am}

pyg=1 p,q=1

F 1(53)F 2(a) dida

* Cf. A. E. Ingham, loc. cit.

J. Wishart and M. 8. Bartlett, Proc. Cambridge Phil. Soc., Vol. 28 (1932), p. 455 ff.

10 8. Kullback, note accepted for publication soon in the Annals of Math. Statistics.

11 Cf. R. A. Fisher, I. Proc. International Math. Congress, Toronto (1924), Vol. 2, pp. 805-
813.

R. A. Fisher, II. Statistical Methods for Research Workers, 4th Edition (1932), Edinburgh:
Oliver and Boyd, pp. 224-227.
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where F; and F: are defined as in (1.3) and (1.4) respectively. From (1.2) and
(1.5) we have that
(4.3) oty ta) = (4/c)¥*(A/c — i)/ (A/c — dty) M7

where A and ¢ are defined as in (2.4). The simultaneous distribution of 4 and
v is given by

44) Pl o) = (1/20) [ [ ety ) dudes
which evaluated by a procedure similar to that used for (2.4) yields

- (A/e)r —1/2 g—pA [c )(N—3) /2 g—vA e
4.5) P(u,v) = TN = 1)/2P1/2p epdley e .

From (4.5) we may readily obtain the distribution of z = ul/2/v'/2 to be'?

46) DO =2 b A+ A, 0Szs«).

5. k samples. Suppose we have k independent samples of Ny, Ng, ..., Ni
items respectively, drawn fron the normal population defined by (1.1). Let
pry, (r = 1,2, ..., k) be the statistic p, defined by (4.1), for each of the & sam-
ples respectively; let V., (r = 1,2, ... , k) be the statistic V, defined by (2.1),
for each of the k samples respectively; let uo and Vo be the values of these sta~
tistics for the sample of N = N; 4+ N; + ... 4+ N; items obtained by pooling
all the samples.

It may be readily verified that

& 13
(6.1 po= 2, WNI/N24+2 35 pi?up/*NuNg/N? (a # B)
r=1 a, f=1
k
(5-2) NF'O + NVO = El (Nrﬂr + NrVr)

1 k
(53) NV, = E (NTVT + Mrl‘r) -2 E F‘i/zl‘é/zNaNﬁ/N (a # B)
yB=

r=1 a 1

where M, = (NN, — N%)/N.

In view of (2.6) and (4.5), it is evident that the simultaneous distribution
law of wr, Vi, (r = 1,2, ... , k) is given by

(5.4) P() - QW) = H Plur; N) Q(V:; V)

12 Cf, “‘Student,”’ Biometrika, Vol. 6 (1908-09), pp. 1-25.
R. A. Fisher, Metron, Vol. 5 (1925), pp. 90-104.
P. R. Rider, Annals of Mathematics, 2nd S., Vol. 31 (1930), pp. 579-582.
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where

(5.5) Plu; N = N2 (B/Dytn =172 gt

i/

= A N (Ny—1)/2 7 (Nr—3)/2 Vy B/,
y— r— —NyVy B/D
(5.6) QV,;N;) = 7 (N 0 /2(B/D) Vs e

and B is the determinant | B,, | defined in (1.1) and D = ). Bre where B*is

», ¢=1
the co-factor of B,, in | B,, |.
Using (5.3) and (5.4), we find that the characteristic function of the simul-

taneous distribution law of o, = V, B/D, (r = 0, 1, .. , k) is given by
(5.7) ooy by -+, 1) = / UVt e ot P(y) . Q(v)dudy
where
Uw) = (B it/D) { 3 wM/N — 3 ; #i/zu},/’NaNﬂ/Nz}, (a )
and

V(o ty --- 1) = (B/D) {Zf‘, V.Gity + ito N,/N)}

Let u.B/D = ¢} and V.B/D = 4, (r = 1,2, ..., k) and rewrite (5.7) as
the product of £ 4 1 integrals

(5.8 oo, tyy - ) = Loly --- I}
where
— (NN, N
(5-9) I, = ! ;(1/2),‘ k / eTED dy
with
k k
TG, 0 = El EH (N — ito M,/N) + 2t ;l $aisNaNs/N?, (o 5 f)
and
N("Nr—l)/Z 00 . et/
(5.10) I, = m[ exp { — n, (N, — ©4,N,/N — it,)} s 32 gy .
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By employing (1.2) we find that
Nl—’ttoMl/N itoNlNz/Nz e by NlNk/Nz —1/2
ito NoN1/N? Ny — dto My/N ... ity N;Ni/N?
(5.11) I = (NiN; .- Nz | 0 o "

ito 1\/'/¢N1/N2 'I:to Nsz/N2 e Nk - 'l:to Mk/N

The determinant may be readily evaluated by removing the common factor N,
from the rth row (remembering the value of M, as given in (5.3)) and applying
the operations® (row 1 — row 2), (row 2 — row 3), - .. , and then column k +
column 1 4 column 2 4 ... 4 column k¥ — 1. We thus obtain

(5.12) I, = (1 — ity/N)~¢-D1l2
The integral in (5.10) is well-known and yields
(5'13) I" = N('Nr—-l)/2 (Nr - Zto Nr/N - itr)—(Nr-leZ.

There thus results

k
(514) <P(io, tl: MR} tk) = G(l - ito/N)—(k_l)/z H (Na - ":to Na/N - ":ta)—mrl)/’
a=1

k
where @ = J] NWa—1V/2

a=1
The simultaneous distribution law of ¢,, (r = 0, 1, ... , k) is given by
G
Plooy oy -+ 1) = W
(5.15) * et et = itk ek dby dty ... diy
k
(1 — to/N)# 02 ] (Na — tto Na/N — i) ¥a—Di2
- a=1

Integrating successively with respect to ¢, ti—, - - - , &1 and applying (2.5) we have

k k oNa-)2 1
Ploo, ¢1y - -+, o) = G exp —Z Naga TN, = 1)/2 2«

a=]1 a=1

® e—u.(vo—%' n—-"—%v,,) it
(1- ito/N *-1)/2

13 Cf. A. C. Aitken, Quarterly Journal Math., Vol. 2 (1931), pp. 130-135.

(5.16).
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and finally

P(¢0} P1y * 0y ¢k) = GN#DEgNeo

(5.17) (o — N1g1/N — .. — Nigi/N)G002 PWam 2

I‘(k — 1)/2 H I‘(N -1/2)°
If we apply to (5.17) the transformation
(5. 18) Y0 = @Yo
= N¢-¢o/N- r=12 ...,k

and integrate out ¢y, we obtain for the simultaneous distribution law of ¢, =
Nr¢r/N¢0 = NrVr/NVO

D(i’ufz;,fk) —I];((IZ 11))//22(1—&—{2—

(5.19)

e )OO

g-(Na"a)/2

H TW.—-1D/2

where the limits of variation in (5.19) are!

{0§§1§1

(5.20)
0=s¢&G=l-t—f—-o =8, (=23 ...,k

6. Correlation ratio. Let { =log (1 — {1 — {2 — .- — {i) where the
$rp (r=1,2, ..., k) are defined and distributed as in (5.19). The character-
istic function of the distribution law of ¢ is given by

o(t) = r(N-1)/2 f (1= 1= fa— oo v — ) B2

Tk — 1)/2
ﬁ {(Na—3)/2 d.
(N, —-1)/2

a=1

(6.1)

where the limits of variation are given by (5.20). The integral in (6.1) is readily
evaluated as a Dirichlet integral,”® and we obtain

T(N—1)/2 T(k — 1 + 2it)/2

(6.2) o(t) = Tk = 1)/2T(N -1+ 20)/2"

14 Cf. J. Neyman and E. 8. Pearson, I. Bulletin de I’ Académie Polonaise des Sciences et
des Lettres, Série A, Sciences Mathématiques, 1931, pp. 460-481.

15 E. Goursat-E. R. Hedrick, Mathematical Analysis, Vol. I (1904) (Ginn and Co., N.Y.),
p. 308.
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The distribution law of { is given by

_ T(N=1/2 1 [ .. T(k—14 2it)/2
63) PR) = Ik — 1)/2 2r L e T(N —1+ 2i)/2 dt

Now it may be shown that*

1 [ . Tlh—142i)/2 , &b (1 — eb)w—k-ni2
6.4) 2r /_w o T(N — 1+ 2it)/2 dt = (N — k)/2
80 that
(6.5) P(¢) = = Il‘gz/\; }1(%2_ 57 eEE=DI2(] — gb) W=k-2)/2

If we set ¢ = %%, then we obtain for the distribution!’ of »?

2) — P(N— 1)/2 2) (k—3) /2 2) (N—k~2)/2
6.6 DO = 53y 5TN B2 () &9 (1 — pt)W=k=Dl2,

From its definition we have that
6.7) 2= (NVy— NiVi— ... — NiVi)/NV,
which reduces to

(6.8) 7= NW,+ NWe + ... 4+ NWw)/NV,

where Wa = Y, (fpa — Zp0)(Fea — Zq0) With Z,4 the sample mean of the pth
pyg=1
variate in the ath sample and Z, the sample mean of the pth variate in the

sample formed by pooling all the samples.’®
In a similar manner, we have that the distribution law of %2 = ¢,
(ea=1,2,...,k)is given by

6.9 D@2 = v _I‘l(i\;'z—r(ll{ﬁ)_ 5 (n2) a2 (] _ y2)N-Na=2]2

It may be of interest to point out another derivation for the distribution of
R =1 — g% Let

0 = (B/D)(N,Vy + NoVo+ -+ + NVi)

(6.10)
6 = (B/D)NV,

16 Whittaker and Watson, Modern Analysis, 2nd Ed., pp. 283, 333.

17 Cf. R. A. Fisher, loc. cit., I.

H. Hotelling, Proc. National Academy of Sciences, Vol. XI (1925), pp. 6567-662.
18 Cf. 8. 8. Wilks, loc. cit., p. 482.
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The characteristic function of the simultaneous distribution law of 6 and 6, is
immediately derivable from (5.14) by replacing ¢ by Nt and ¢ by N.,t
(r=1,2,...,k). There results

(6.11) ety t) = (1 — it ¢ PR — ity — 4t)~ W02,
By a procedure similar to that already used we find that the simultaneous distri-
bution law of 8 and 6, is given by

PN—k—DI2 (g __ g)(—D)12 ;=00

(6.12) PG, 8 = Sy —maTE=D/2

By applying to (6.12) the transformation 6 = 6h% 6, = 6, and integrating out
the value of 6, we find for the distribution law of A2

2 _ T'(N -1)/2 2) (N—k—2) /2 2 (k—3)/2
613) D) = s aTG—mE P A =

From (6.12) and (6.10) it may be shown that the following estimates of variance
all have the same expected value®®

( NV 4+ NVo+ -+« + NiVe
N-—-&k

NV,
(6.14) 3 ¥ =i
NW,+ NWzs+ ... + NW,
\ k-1

7. Distribution of variances. Let

or=NrVrB/D (r=1,2’--.’k)
(7.1) 6y = NVoB/D

0 = (B/D) (AR + NVao 4 -+ 4 N.Vi)
where the right members of (7.1) are defined as in section 5. It is evident that
the characteristic function of the simultaneous distribution law of 6, 8, o,
(r=12...,k — 1) is derivable from (5.14) by replacing &, by Nt, ¢, by
NG +0),(r=1,2,... ,k — 1) and tx by Ni. Thus

¢(t; loybyy « ¢, tk—l) = (1 — ity)~¢—/2
(7.2 k=1
(1 — ity — it)—We—v12 H (1 — 3ty — ita — S)N)2

a=1

19 Cf. J. Neyman and E. 8. Pearson, II. Biometrika, Vol. 20A (1928), pp. 273-274.
8. Kullback, Annals of Mathematical Statistics, Vol. 6 (1935), pp. 76-77.
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By proceeding as in section 5 we arrive at the result that the simultaneous
distribution law of 6, 6, 0, (r = 1,2, ... , k — 1) is given by

_eh Oy — )20 —0,—0s — .. —Op_y) VD2
CLL 'k — 1)/2T(N: — 1)/2

@3) .
8 STy,

where 6y = 0,0 = 6, + 02 + -+ - + 04
By integrating out the variable 6, from (7.3) we have for the simultaneous
distribution law of 6, 6,, r = 1,2, ... ,k — 1)

0 — 60— 0, — --- — GBIz T8 gNa=3)/2

. e~o(
(74) D(,06) = TN, — 1)/2 Ll r(N.-1)/2

A procedure similar to that used to derive (5.19) yields for the simultaneous
distribution law of

(7-5) lpr=0r/0 (T=1,2’...,k_1)
P(Y1, ¥, -+ y¥5) = %%—;:_—’91))—//22 Q= —Pa— v — ) W2
7.6) -

v.—on

where the limits of variation in (7.6) are®

0=¢y =1
7.7 {
0¥ sSl—Yh—¥2— o — ¥, r=2..-,k=1).
In a manner similar to the derivation of (6.6) we find the distribution law of
hﬁ = W..,(a = 1’2’ )k— 1),h,2, =l—-Y—yY2— ... —%—;tobe
(7.8) * T T(WN.—1/2T(N —k — N. + 1)/2

() Wedi2 (1 — pg)N—bNa D2, (0 =1,2,---,k).

From the distribution law in (7.3) we readily obtain that the characteristic
function of the distribution law of v2 = log (6./(6s — 6) is given by

T(Na—142it)/2T(k—1—2i)/2 , _ 1o ...
(7.9) o) = TV, = D2TG =D/ (a=1,2---,k).

20.Cf. J. Neyman and E. 8. Pearson, loc. cit., I.
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We thus have that the distribution law of vZ is given by

2 1 1
Plya) = T(N. - 1)/2T(k — 1)/2 " 2r

© . 2
/ o e D(N. — 14 20t)/2T(k — 1 — 2i)/2 dt .

(7.10)

The integral in (7.10) is known,? and there results

I'(N. + k — 2)/2 (2,(“'“'"1)/2 ( ‘Yi)—(Na+k—2)/2
@10 POa) = 5oy — )BT = D72 ¢ 1+e

2

If weset e © = 8./(6o — 6) = A2 we have for the distribution of A2

(7.12) DO} = I Z\fa(li “1')*'/ 2k I‘_(k2-)-/ i)/2 (A2)Wadl2 (1 4 N2)=Wect=2/2

An extension of the procedure used to obtain (7.9) yields as the characteristic
function of the simultaneous distribution of v, v3, --- , v

L T(k — 1 — 2ty — ity — - —2i,)/2
¢(t1} t2} Tty tk) - P(k _ 1)/2

(7.13)

ﬁ T(Na — 1 + 2it,)/2
2 TV« —1)/2
Successive application of the method used to evaluate (7.10) yields as the simul-
taneous distribution law of the v2

) 2y _ TV —1)/2 i . Yoy —(v—1)/2
P(yy,ve -5 i) = T = 1)/2 Q44 .. +e%
(7.14) L e
H I(N.-1)/2"
The simultaneous distribution of the A} defined as in (7.12) is given by
DN —1)/2 , o
DAL .. A\ = I‘((IIZ 1;;2 ((RFED S RNED ¢ SUNPRRRITS ¥ it
(7.15) e
H I'(N.—-1)/2°

21 Whittaker and Watson, loc. cit., pp. 283, 383.



SAMPLES FROM MULTIVARIATE NORMAL POPULATION 213

8. Conclusion. In this paper we have presented further instances of the
applicability of the theory of characteristic functions to the distribution problem
of statistics. In a subsequent paper the author hopes to illustrate the applica-
tion of the results here developed to specific numerical problems.

WasgiNagron. D. C.



