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1. Summary. Three new test criteria are proposed for overall tests of hypothe-
ses in multivariate analysis. They are based on the characteristic roots of certain
matrices obtained from the product moment matrices of samples drawn from
multivariate normal populations. The approximate distributions of the statistics
involved in the tests are found as Type I or Type II Beta distributions.

2. Introduction. In multivariate analysis, we generally wish to test three
hypotheses, namely

(I) that of equality of the dispersion matrices of two p-variate normal popu-
lations, :

(IT) that of equality of the p-dimensional mean vectors for [ p-variate normal
populations (which is mathematically identical with the general problem of
multivariate analysis of variance of means); and

(I1I) that of independence between a p-set and a ¢-set of variatesin a (p + q)-
variate normal population, with p =< q.

All tests proposed so far for these hypotheses have been shown to depend,
when the hypotheses to be tested are true, only on the characteristic roots of
matrices based on sample observations. For example, in case (I), all the tests
proposed so far are based on the characteristic roots of the matrix S;(S: + S2) 7%,
where S; and S, denote the usual sum of product (S.P.) matrices and where
both are almost everywhere positive definite (a.e. p.d.). Thus Si(S; + S2)™
is a.e., p.d., whence it follows that all the p characteristic roots are greater than
zero and less than unity. In case (II), the matrix is S*(S* 4+ S)™, where S*
denotes the ‘“between’” S.P. matrix of means weighted by the sample sizes and
S denotes the “within’’ S.P. matrix (pooled from the S.P. matrices of I samples).
Then S is a.e. p.d., and S* is at least positive semidefinite of rank s = min
(p, 1 — 1). Thus, a.e., s of the characteristic roots are greater than zero and
less than unity and the p — s remaining roots are zero. In case (III), the matrix
is 811812855812, where Sy is the S.P. matrix of the sample of observations on
the p-set of variates, S;; that on the ¢g-set, and S, the S.P. matrix between
the observations on the p-set and those on the ¢g-set. If p < g and p + ¢ < k,
where k is the sample size, then a.e. the p characteristic roots of this matrix
are greater than zero and less than unity.

In each case, if the hypothesis to be tested is true, the s < p nonzero roots
6;,where 0 < 6; = 6, = .-+ £ 6, < 1, have the same joint distribution, the
form of which was given by Roy [7], Hsu [3], and Fisher [1]. The distribution
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can be written in the form

W P00 = Com ) I 071 — 00" TL0: — ),
=1 1>

0<6=<---26<1,
where
2IIriem+2n+s+ i+ 2)
=]

C(s,m,n) = — .

1_11 T3@m + i+ 1) T3C@n + ¢ + 1) Tk

Here m and n are to be interpreted differently for the different situations. For
example, in case (I), with n; and 7, as the sample sizes,

2 m=4%m—-—p-2), n=ijih—p-2)

In case (II), with N the total of the sizes of I samples,

3) m=3ll-p—-1-1), n=3iN-1-p-—-1.
In case (III),

€Y m=3%¢g—p—-1), n=3k-p—-—q-—2).

3. Current test criteria. The test criteria previously proposed for tests of
hypotheses in multivariate analysis are mainly

Hotelling’s Ts = ¢ >_i A\;, where \; = 6;/ (1 — 6;) and c is a constant de-
pending on the degrees of freedom of a matrix from which the characteristic
roots were obtained [2];

Roy’s (8], [9], [10] criteria of the largest root 6,(\,) and the smallest root
6:(\1);

Wilks’ [11] criterion, A = []i(1 — 6.); and

VO = 316, 4],

It is well known (see e.g., [9], [10]) that (i) the sample roots are invariant
under certain classes of linear transformations, different for the different situa-
tions discussed in the Introduction, and (ii) the joint distribution of these roots,
when the hypothesis to be tested is true, involves as parameters only the so-
called degrees of freedom, and, in addition, only a set of population roots (with
a strong physical import) when the hypothesis to be tested is not true.

It is likely that any statistic (and a test based on it), in order to possess these
desirable properties, must be a function of these sample roots. All the tests
proposed so far, including the ones proposed in this paper, are, in fact, based on
functions of these roots and therefore have all the above properties.

The choice of any specific function of the roots, as a basis for test criteria, has
so far been made on additional considerations which are heuristic. The ultimate
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justification is found in properties like (iii) usability in the sense of availability
of large or small sample distribution of the statistic involved (on the null hy-
pothesis) and (iv) some good operating characteristics of the test. Such charac-
teristics are, for example, (iva) unbiassedness and (ivb) even something stronger,
namely a power which is a monotonically increasing function of each of the
deviation parameters, (ive) some good and convenient lower bound to the
power, (ivd) possibility of getting, by inversion, suitable confidence interval
statements, and (ive) admissibility.

Hotelling’s T§ has so far been studied and shown to be good under (i)-(iii).
Wilks’ criterion has, as of moment, been shown to be good under (i)-(iii) and
also under (iva)-(ivb), in so far as the criterion is to be used for situations (II)
and (IIT) discussed in the Introduction. Roy’s criteria have so far been shown
to be good under (i)-(iii) and (iva)-(ivd). The tests proposed in the present
paper are also based on heuristic arguments, and are shown to be good under
(1)—(iii). The further study of these tests in terms of (iva)-(ive) remains to
be made.

4. Three new test criteria. Wilks’ criterion is the sth power of a geometric
mean, while T3 and V% are s times the arithmetic means. This suggests the
harmonic mean as another possibility. The following three criteria based on this
statistic are offered.

8 -1 s -1 s -1
HY = S{Z (1 - oi)"‘} , R = S{Z o:‘} , T9 = S{Z x:l} .
=1 =1 i=1

Before proceeding to derive the approximate distributions of these criteria,
we may derive the approximate distribution of the criterion defined by W =
1 — V®@/s, the tests based on which are exactly identical with those of V.
Tt has been shown [4], [5] that the distribution of V' can be approximated by
a Type I Beta distribution given by

(5)  PV®) = CY@Penmivii( _ y@ guemienia g gy <,

where ¢ = 1 / @™ ™2%(152m + s 4+ 1), %s(2n + s + 1)}. Hence it is
easily seen that W has the approximate distribution

6) p(W®) = Cr{w@yertilq _ gpoyentde g o @ <o

where ¢’ = 1/8{3s(2n + s + 1), 3s(2m + s + 1)}. The approximate distri-
bution (5) has been shown, [5], to be satisfactory for practical use form + n = 30
when s = 2; when s increases by one unit, m + n must increase by 10 to give
satisfaetory results. Hence under these conditions (6) is also valid.

Now we consider the criterion H®. If we put U = T¢/c, the approximate
distribution of U® has been shown [5], [6] to be a Type II Beta distribution of
the form

p(U(a)) — K{U(:)}a(2m+a+l)/2—l / [1 + U(s)/s]a(2m+2n+a+l)l2+1

(7) (8)
0<UY < o,
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where K = 1/5"C"+*23(15(2m + s 4+ 1), sn + 1}. It may be seen that
® UP =2 n=20/0-6)=2(1—-0)" —s.

= t=1 t=ml

Hence H = (1 + U“/s)™, and use of this transformation in (7) gives
pH®) = (HO}" (1 — HOYCm 87/ glsn + 1, §s@m+ s+ 1)},
0<H®<1.

For this approximation to be valid it has been shown [5] that n 4 s must satisfy
the conditions stated for m + n in the case of V.

Again, to obtain the distribution of R®, if we make a transformation 6; =
1 — 6;,fors =1,2 ---,s, the joint distribution of 8:’s resulting from (1)
will have the same form as the joint distribution of 8,’s with m and » interchanged.
Alsowehave 0 < 6, £ --- < 6; < 1. Hence if we start with the distribution of
8;’s, we obtain for ’

9

U =3 6:/(1 — 67)

=21
the same form of approximate distribution as the one given by (7) with m and n
interchanged. Now we consider
(10) U =3 6" —s.
=1
Hence R = (1 + U’®/s)™, and with this transformation we have, as in (9)
the approximate distribution of R® in the form

p(R(s)) — {R(a)}sm(l _ R(s))a(2n+s+l)/2—-l/ﬂ{sm _|_ 1, %8(2’” +S + 1)}’
0<R® < 1.

Here m + s must satisfy the conditions stated for m + n in the case of V',
for the validity of the approximation.

It is interesting to note the parallelisms between the approximate distribu-
tions of V¥ and W®, and between those of H*> and R®. One is obtainable from
the other by an interchange of m and n. It may be further noted that

(12) Ul(s) — Z )\:1 - Z 04_1 -5

=1 t=1

(11)

Hence T® = R® / (1 — R™), and from (11), the distribution of 7 can be
obtained in the form ‘
p(T(a))
(13) _ (o)
(1 + T(s))s(2m+2n+a+1)/2+16{sm + 1, %8(2’” + 3 + 1)})

The approximate distribution p(T) also must satisfy the conditions stated
for p(R®) in (11). The condition that m must be large is more often suited to
case (I) of the Introduction than to cases (II) and (III).

0<TY < ».
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