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ON THE SERIAL TEST FOR RANDOM SEQUENCES
By 1. J. Goop

Let a1, a2, -+ -, ay be a finite random sequence, &, of independent random
variables with P(a; = r) = p,(j = 1,2,--- ,N;r = 0,1, ---, ¢t — 1), where
> p. = 1. We call each of 0, 1, --- , ¢ — 1 “digits.” Associated with ® is the
corresponding cyclic sequence @, defined by regarding the first digit of ® as
immediately following the last one. We shall always denote properties of ® by
placing a bar over the corresponding algebraic symbol relating to ®.

A sequence of » digits is called a v-sequence. A »-sequence is said to belong
to ® if it is of the form a;, ajp1, -+, @¢jpa(G=1,2,-+-, N — v + 1) and
to belong to @ if j is also allowed to take the values N'— » + 2, N — » + 3,
-+ +-N, where ax, is identified with a;for all integers k. Let n,, ,.....r, , OF 0, for
short, be the number of v-sequences in & which are the v-sequence (r, 7.,

-, 1n) =1 (where r,, 72, -+, 15 and r, are digits). Let

De = Pry * DPr,, 1)
25— N — v+ DpJ
v = Zx N — v+ p: ’ @
_ 2
B= @LN%VQ'_)_ , 3)
where r runs through all its ¢ possible values. Let
Yo = ¥o = 1. )
We shall prove that if*
vy = 2N + 1), (5)
then
W) =t — 1, (6)
and
&) =t — 1. (7

The special case po = p1 = +++ = p,y = ¢ ' was dealt with by Good [1], who
also proved some asymptotic results that have been generalized to arbitrary
random sequences by Billingsley [2]. When we apply these asymptotic results
to actual (finite) values of N, our confidence in their approximate validity is
increased on finding that equations (6) and (7) are exact.

We mention in passing that the variances of ¢> and ¢ are asymptotically

FE T = @ D 2 - 1), ®)
but we do not know how good the approximation is for actual values of N.

Received April 4, 1956.
1 The condition (5) was also required by Good [1], but in error it was not mentioned.
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The results can be generalized to random arrays (rectangles or “blocks’) in
two or more dimensions, with circularization in any number of these dimen-
sions. (The word “dimension” is here being used in its obvious Euclidean sense
and not in the sense of Good [1], p. 280.) The length, breadth, height, ... of

the whole array may be denoted by Ny, N2, N3, --- . A v-sequence or »-block
is then defined as an array of digits forming a block of length, breadth, height,
. v, w, v, -, digits, and with the obvious definitions of % and ¢ it can
be proved that if

ﬁé%(Nl'l'l)’ l'zé%(Ng""l),"', (9)

then
8Wy) = £ — 1, (10)

and
&) =t — 1, (11)

The proofs of these multidimensional results are essentially the same as for the
one-dimensional case, but involve extra notation that tends to obscure the
issue. We shall therefore content ourselves with giving the proof for the one-
dimensional case only.

Ifl=j=<j+4+v—1Z N (and continuing to regard a,, a;, -+ - , ax as
random variables), let
P(ai= 1y "y Qjpp1 = Ty) = P(t)y

andif 1 = j, 1 < j + m (wherc m may be negative),; + m + » — 1 < N,
let

P(@jim = 71, Qjymer = T2y *** , Qjympry = Ty la; =11, Qo1 = 1)

=P,,.(r1,---,r.) = Pm(r)’

the probability that a v-sequence agrees with an assigned one m placeé to its
left. Everything will depend on the following lemma proved at the end of the

paper.
Lemma. If v + |m | < N, then

_J1 ifm 0,
;Pm(r)_{tv

ifm=0,

where r runs through all of its t” possible values.
We shall now prove equation (6).
"By (12) and (14) of Good [1], we have

8(n) = (N — » + 1)P(1),

Inl<y

V(n,) = P(x) ; N =—»+1—|m)Pu() — P().
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Therefore
[ml<y
W) = = X (V= v+ 1= | m )(Pult) — PO,
Imi<»
=N—.l,,ﬁ L W=vt1=|m) X Pa®) = P)).

By the lemma, the inner sum vanishes except when m = 0, and equation (6)
follows immediately. Equation (7) may be proved in a similar but slightly
simpler manner, and the proof will be omitted. We now prove the lemma.

Proor. Negative values of 7 may be treated by the same method as positive
values, and the case m = 0 is trivial since Py(r) = 1, so we shall suppose m
to be positive. The lemma is also trivial if | m | 2 », since P,(r) is then equal
to P(r), but in the application | m | < », so we suppose 1 < m < ». We may
suppose j = 1 without loss of generality.

By the multiplicative axiom of probability, we bave

Pm(r) =P(al+m=rl;a2+m=7'2;”"ar=r’—mlal =rl7.."a"=r')
X P(av+1 = Tvtt-m,y 2 Qygm = Ty
lah=7'1"..)av=ri;a1+m=7'1"..’a"=r"‘m)'

The first factor is either 0 or 1, depending on whether the following conditions
are not or are satisfied:

Tigm = T, Toqm = T2y 2 3T = Toem .

When these conditions are satisfied, the second factor is simply equal to

P(ayy1 = Toprem, " 5 Gpem = 1), since @ is a random sequence. Therefore
T14m=T1:2 " Ty =Ty—m
Z P,,(I') = P(au+x = Tovtiomy * "y Gvgm = 7'»)
: et
0,1,0-,t~1
= Z P(av+1 = Togtemy 3y Qoym = T,.),
Ty4lems " Ty
since the conditions above the sign of summation in the previous line determine
P1, T2, , Tv_m Uniquely in terms of 7,41-m, - -+, 7, . Our sum is now merely

the total probability of all {* possible m-sequences and is therefore unity.
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