SOME REMARKS ON SAMPLING WITH REPLACEMENT
By Des Rar anp Sarnem H. KuaMmis
American University of Betrut

1. Introduction and summary. In order to estimate the mean of a finite
population from a random sample, the sample units may be selected in two
ways. A pre-determined number m of units may be selected with replacement
or sampling with replacement may be continued till a desired number 7 of
distinct units is obtained. The first procedure is called sampling with replace-
ment while the second may be called sampling without replacement. A com-
parison is generally made between the two procedures with m = n. This com-
parison, however, is not fair since costs are usually proportional to the number
of distinct units and in the first procedure this number would be less than or
equal to n.

In the first procedure the population mean is usually estimated by the sample
mean based on all the units in the sample including repetitions while in the
second procedure the estimate is generally made to depend on the distinct
units only. The object of this paper is to show that the estimate making use
of only the distinct units is superior in either procedure. The following results
are proved in this paper:

(1) In sampling with replacement the estimate of the mean based on distinct
units in the sample is superior to the estimate based on the total sample
size when (a) the total sample size is fixed in advance, while the number
of distinct units in the sample is a random variable, and, (b) when the
total sample size is a random variable while the number of distinet units
is fixed in advance.

(ii) The same is true of ratio estimates. It is also shown that the bias is nu-
merically less if the ratio estimate is based on distinct units regardless of
whether these are fixed in advance or considered as random variables.

(iii)) Expressions for the estimation of the variances of the various estimates
considered in this paper are given.

(iv) The above results are extended to multistage sampling.

2. Statement of the problem. Let us consider a finite population consisting
of N sampling units. Suppose we are interested in estimating the population
mean Y for a character y, from a sample selected with replacement with equal
probabilities. We consider the following.two sampling schemes.

Scheme A. We select with replacement a total sample of size m fixed in advance.
We denote the number of distinct sample units selected by the random vari-
able u.

Scheme B. We select with replacement a sample of n distinct units fixed in ad-
vance. We denote the total sample size, including repetitions, by the random
variable v.
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We consider Scheme A first. Let a; , a2, - - - , @ be the u distinet units selected
in the sample and let k. be the number of times the rth unit a,. occurs in the
sample, with D k, = m. We compare the bias and variances of the usual esti-
mate

o 1<
(1 f‘/m—;“gkfyf’
and the estimate
_ 1<
(2) Yu = — Z Yr
U re=l

based on the distinct units only, where y, is the value of the character y for the
rth distinct unit in the sample.
The estimate (1) is well known to be unbiased and that its variance is given by

3) Vgn) = l(l - zlv) & = (Q - N)

where

1 m—1
(4) Q = E (1 -+ ““N—)
and
(5) Z (yi —

_1|—l

For a given u the expected value of §u is Y so that #, is an unbiased estimate of
Y. With regard to the variance of %, we have

Jy 1\ _ 11
©® var=[2(}) - 5]~
The estimate 7. is superior to 7, if

1

(M) E (E) <Q.
The probability distribution of the random variable u is given by (cf. Feller, [1])
®) Pu) =N (ZZ ) A* o™,
where the sth difference of 0° is defined by

A =3 (= 1) (j) r.

r=0

Hence

©) E(1>=N‘*"il(f)A“0"
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and the expected sample size is

(10) E(w) =N"T"2 u (uN ) A" O™
u=1
We consider now Scheme B. Let by, b;, - - - , b, be the n distinct units selected

in the sample and let k. be the number of times the rth unit b, occurs in the sam-
ple with D k. = ». We compare the bias and variances of the estimate

(11) i gv = lz kr Yr

UV r=1

and the estimate

(12) TJn =

where ¥, is the same as in Scheme A with obvious modifications. It is easy to see
that the estimates %, and 7, are unbiased for estimating Y. Also we have

S

N I\N —1 ,
(13) va) =5 ()5t
and
oy _ (1 1Y) »
(14) v = (L - 5)~
The estimate §, is superior if
1 1N —n

The probability distribution of the random variable » can be shown to be

_ N - ]- 1—v n—1 Av—1
(16) PQk) = (n——l)N A"T0.
Hence
(17) B <1> - (N - 1) > L yiopnigt,

v n—1).,=

We give in Table 1 a numerical table for selected sample sizes which illustrates
the numerical magnitudes of the differences discussed above. The theoretical
proofs are given in Section 3 below.

3. Proofs of the inequalities. In order to establish inequality (7), we shall
first prove the following
LemMa. Let

= 1 N unm—t
(18) s,,N—uluH(u)Ao .
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TABLE 1
Values of E(u), E<-1->, Q and 1/E (u)
U

N m E(w) E(%) Q L E{T)

N =10 1 1.00 1.000 1.000 1.000 1.000
2 1.90 .550 .550 .500 .526

3 2.71 .385 .400 .333 .369

4 3.44 .303 .325 .250 .291

5 4.10 .253 .280 .200 .244

6 4.69 .221 .250 .167 .213

N = 50 1 1.00 1.000 1.000 1.000 1.000
2 1.98 .510 .510 .500 .505

3 2.94 .343 .347 .333 .340

4 3.88 .260 .265 .250 .258

5 4.80 .210 .216 .200 .208

6 5.71 177 .183 .167 175

N = 100 1 1.00 1.000 1.000 1.000 1.000
2 1.99 .505 .505 .500 .503

3 2.97 .338 .340 .333 .337

4 3.94 .255 .258 .250 .254

5 4.90 .205 .208 .200 .204

6 5.85 172 178 .167 171

Then

(19) Siv =N+ D)Seunfort=0,1,---,m—1; m > 2,
the sign of equality holds only for t = 0.

Proor.
— = u N u~1m—t—1 unm—t—1

S"N—ug{t——l-'—t(u)(A 0 + A0 )
_ SN —u + 1( N > u—1nm—t—1 "E o (N) unm—t—1
—.?:E u+ ¢ wu—1)80 +.§u+tuA0

. &t N —-u U N unm—t—1
B .; (u+t+1+u‘+t>(u)AO

S N+ Du N (N) At
= (u+Hlu+t+1)\u ’
Thus So,y = (N + I)Sl'N, and Sg,N < (N + I)SH-I,N for 1 g/ § m — 1.

This proves the lemma.
CoroLLARY. Applying the lemma m — 2 times beginning with ¢ = 1, we have,

form > 2

m—2 N

Sivn <N+ 1)"2Spmaw=(N+1) o
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so that
(20) Spwoa < N2V 1
Now, inequality (7) is proved in the following
THEOREM.
(21) (1)<1 N-11,
E u/ = N + N m’
the sign of equality holds only for m = 2.
Proor.

On using (20) we have for

u N N m
Form = 2, Siv—1 = 3(N — 1), so that the last inequality reduces to an equal-
ity in this case.
To prove inequality (15), we make use of the following
LemMmA. If v is a positive random variable, then

(22) (l) > 1
B v) = E@)’
The proof of this lemma follows from Cauchy’s inequality (cf. Hardy and
others, [3]),

(23) (X a)(220) > (X ab)’,

by substituting @ = v/2P{), b = \/rP(v), and noting that ‘the two sides of
the inequality are convergent because E(v) and E(1/v) are finite.
Now (cf. Feller, [2])

E() =»N<'1 TR +—1—),

E(1><_1_+N—1_1_

N'"N=-1 N—-—n+1
. 1 1 _N-—-n+1 N—n
..E<27>>N - = N >n(N——1) for n> 1.
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It is easy to see that for » = 1 the two procedures are equivalent and the in-
equality (15) reduces to an equality.

4. Estimation of variances. We shall consider the problem of estimating
from the sample the variances of §. and #, . Under Scheme A, it is easy to see
that for a given u = 2, an unbiased estimate of ¢” is provided by

1 u
24 2 - _ - " 2
(24) Su = ~ 1;(11. Fu)".

Thus considering

o el

we have
(26) EG.|u =z 2] = V(§.);

so that G, provides an unbiased estimate of the variance of 7, . It is unbiased in
the conditional sense, namely when the number of distinct units in the sample
exceeds unity. An alternative unbiased estimate is provided by G. where

o (1 1y, N—-17,
G“'[(E ﬁ)"’ﬁm———z_v]s’

(27) .
s = ﬁ—i_ ; (yi — §)%, foru = 2,
and
s =0, for u = 1.
Under Scheme B, it is easy to see that
i, ] _IN—-1,
(28) E[;S'plv] = 27 N g
where
(29) 0_12(7/1_ v-
Thus
1, (1\N—-1,
(30) E [5 8,] =F (;) N g,

so that 1/v s; is an unbiased estimate of V (§,).

6. Extension to ratio estimation. We shall now extend the above results to
ratio estimates. We make use of the notation and approximate results given by
Cochran [1]. The object is to estimate the population ratio R = Y/X. Under
Scheme A we compare the two estimates

(31) R‘m = Z ks Yi Zl kizi

=1
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and

(32) R, = gl y/z_;x

We have
V(B = R <Q 1) [Cyy + Cue — 2Ca)
B(R) = B (Q - 1) (0. = Ca

(33)

[ (}L ]c + C.. — 204

B(R) =R [E (i) - Nl-] [C.. — C.]

where B(R) stands for the absolute value of the bias of the estimate R. Using
inequality (7), we have

(34) V(R,) < V(Rn) and B(R.) < B(R.).
Under Scheme B, the estimates to be compared are
(35) R, =X kiyi /) 2 ki
=1 i=l
and

(36) R, = E Z z;.

1=1 i=l1
It is easy to see that the estimate R, is superior to R, from the point of view of
variance and bias.

6. Extension to multistage designs. The result obtained for unistage de-
signs will now be extended to multistage designs. Let a population consist of N
first stage sampling units, of which m or n are selected with equal probabilities
with replacement according to the Schemes A or B respectively. For the 7th
first stage unit, let #; (based on sampling at second and subsequent stages) be an
unbiased estimate of y;, the total value of the character y for the unit. For
Schemes A and B the unbiased estimates considered are

(37) 7 = =,
U i=1
(38) o = 23 kits,
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and
(39) 7 =13,
n =1
(40) B =5 2 kats.
i=1

The variances of the estimates are given by

(41) V() = [(1 + f;;) E G) - Nl“] o

(42) V(gh) = [j—i Q+ ijvl] g
) vay =L (L-1)s
(a) vay =Y e (N e+ o+ L,
where
5 = z\lri 40

Using inequalities (7) and (15) it is found that 7., is superior to ;17,',. while 17:. is
superior to 7y .
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