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NECESSARY AND SUFFICIENT CONDITION FOR
CONVERGENCE IN PROBABILITY TO
INVARIANT POSTERIOR DISTRIBUTIONS

By M. STONE

University College London
0. Summary. For statistical problems based on groups, it is shown that there is
convergence in probability to an invariant posterior distribution if and onlv if the
posterior corresponds to right-invariant Haar prior and the group can support an
asymptotically right-invariant sequence of proper prior distributions.

1. Introduction, definitions and result. Many statistical problems can be reduced to
the following model: (i) a space, S, of data points s (ii) a space, ®, of parameter
points 0 (iii) a locally compact group, G, of 1-1 transformations acting on both §
and O, sending each space onto itself (iv) isomorphism of G, $ and ®, with the
identity element, e, of G having corresponding points s, in S and 0, in ®, while the
points corresponding to g in G are gs, in S and g0, in ® (v) given 0, s has a density
f(0~ 's) with respect to the left-invariant Haar measure, y, transferred from G to S
by the isomorphism.

The simplest example of this model is the location problem in which s 1s a
univariate random variable, 0 its location parameter, G is the group of addition of
real numbers, u is Jength on the real line and (6~ 's) becomes f(s—0), an ordinary
density function.

The above model, and the result below, can easily be extended to incorporate
ancillary statistics. Many examples of the extended model are to be found in the
literature; Fraser (1961), Stone (1965).

The Bayesian analysis of the model often uses a prior representing “‘ignorance”.
When G is not compact, the ignorance prior may be improper, that is, non-
integrable. Bayes theorem is then used purely formally. We will be concerned only
with such cases. For a prior m with element dm(6) the posterior probability element
is f(07's)dm(6)/[f(6's)dm(6) provided the denominator is neither zero nor
infinite. Let P(A |s) denote the corresponding posterior probability of 4 =®. The
posterior probability distribution is said to be invariant if P(gA |gs) = P(A |s) for
all g. For an invariant posterior obtained by a formal use of Bayes theorem with an
improper prior, we may attempt to justify its use as an approximation to the
posterior that results from some proper prior. Let {f,} be a sequence of proper
prior densities with respect to v, the right-invariant Haar measure. Let {P.(]9}
denote the corresponding posterior probability measures. Define

. d,(s) = sup4 |P(A|5)—P(A]5)|
which measures the closeness of P,(- | s) to the invariant posterior P(: | 5). Letting

§, denote the random variable § generated marginally from £,(0) and f(0~'s), we
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say that {f,} induces convergence in probability to P(:| ) if plim,_, ., d,(3,) = 0. (This
definition is motivated in Stone (1965).)

We need just one more definition. The sequence { f,} of proper prior densities is said
to be asymptotically right-invariant if

[1£:(8)=£,(09)| dv(8) — O

as n — o0, uniformly on every compact set in G. [Not all groups can support such a
sequence; Dieudonné (1960), Stone and von Randow (1968), Reiter (1968).]

THEOREM. If (i) 3[|f(w)—f (9™ 'u)|du(u) is bounded away from unity on every
compact set in G (ii) there is an open set U on which f is positive such that V = U~ 'U
generates G (that is, lim,_, V" = G) then there exists an invariant posterior distribu-
tion to which there is induced convergence in probability by some sequence {f,} of
proper priors if and only if (a) the invariant posterior corresponds to right-invariant
Haar prior (b) {1, } is asymptotically right-invariant.

The proofis given in the Appendix.

2. Discussion and applications. Conditions (i) and (ii) of the theorem are
satisfied if, for example, f'is everywhere positive.

When the trivial extensions to include ancillary statistics have been made, the
theorem constitutes an appreciable generalization of the results of Stone (1965).
In his theory of structural inference, Fraser (1961, 1968) has implicitly recommended
the use of right-invariant Haar prior, since Fraser’s structural probability distribu-
tion is just the corresponding invariant posterior. Confidence procedures may also
be based on this distribution; Hora & Buehler (1966).

Two examples in which G cannot support an asymptotically right-invariant
sequence may be easily stated :

(a) Two-dimensional walk with a random final stage. G is the set of all distinct
walks of all finite lengths on a two-dimensional lattice, where each of the walks is
defined by the sequence of consecutive steps, each of unit length either vertically or
horizontally. The backward retracing of a portion of walk cancels the portion. The
concatenation of walk g, followed by walk g, is denoted g,g,. The observed walk
s consists of an initial deterministic portion 6 followed by a random portion u
with discrete probability distribution f(). Fraser’s structural probability distribu-
tion for 6 is f(6's), definable without constraint. However, G is isomorphic to the
discrete group with two free generators which is known not to support an asymp-
totically right-invariant sequence. Thus when f is everywhere positive we cannot
justify (0~ 's) by our theorem.

(b) Randomly perturbed 2x2 matrices. G is the set of all non-singular 2 x 2
matrices. The observed matrix s is a product fu of a parameter matrix 6 of unknown
elements with an error matrix ¥ which has probability density function f(u) with
respect to the left (and right) invariant element of measure du, , du,, du,, du,,/ |u|2
The structural probability distribution has element

f(07'5)d0,, db,,db,; db,,/|0]>.
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When f'is everywhere positive, the latter is not justifiable by our theorem.

We have made no analysis of what may be wrong with the invariant posterior or
structural probability distribution in these two cases. We can only at this stage
assert our belief, induced by the theorem, that they must be defective in some respect.

APPENDIX

LemMA 1. Under condition (ii) of the theorem, invariance of P(: | -) based on prior
m implies that m is a relatively invariant measure with

» dm(8)/dv(8) = q(6)
q(6,6,) = q(0,)q(6,)

for some .
ProoF. Invariance of P(: | -) implies
§af (0 s)dm(0)/h(s) = [,uf (0 gs) dm(8)/h(gs)
= [4f (07 's)dm(g6)/h(gs)

where A(s) = [f(0™'s)dm(6),identicallyin 4, g and s. So, for 6~ 'se U, “dm(6)/h(s) =
dm(g0)/h(gs)” identically in g, that is, for AcsU ~*,

@ m(A)[h(s) = m(g A)[h(gs).

(Note A(s) > 0 for all s for definition of P.)

There must be a g, such that m(E) > 0 for every open E with g, € E; if not, for
every g there would be open E, with ge E, and m(E,) = 0, which would imply
m(G) = 0. Then if E is any open set, we may choose g such that g,€gFE, open,
whence, by (2), m(E) > 0.

Write r,(s) = h(gs)/h(s). Then (2) says that r,(s") = r,(s") if there exists open 4
such that Acs'U "' and A=s”U ™. Since U™ ! is open, such 4 will exist if there is
awithaes'U ' ns” U™, thatis, if s’es”"U~'U = s"'V. So r,(s) is constant on s, ¥,
hence on s,V2, s,¥3,-+-. But V"> G as n— 0. So r,(s) =r,, say, independent
of s and, by (2), m(gA4) = r,m(4). Hence m is relatively invariant and by Halmos
(1950, page 265) the lemma follows.

LeEMMA 2. Under condition (i) of the theorem, convergence in probability to the
invariant posterior from prior (1) induced by some sequence {f,} of proper priors
implies (a) ¢ = 1 (b) {f,} is asymptotically right-invariant.

PrOOF. The invariant posterior element is A(s) ™ *q(0) (0~ 's) dv(0) where h(s) =
Iq(ﬂ) (6™ s)dv(0). Now, since we have densities, we may write

d(s)=3 J TAOSO™'s)

A —h(s) ™! =19 (o).
(700 5y awa) O 1OV dG)
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Whence, with £,(s) = [£,(6) /(6™ 's) dv(6),
() Ed,5,) = {707 '5)|£(0)—h(s) ™ q(B)h,(s)| dv(8) du(s)
= 1[[/(g710715)|£,(69) — h(s)™ ' q(89)h,(s)| dW(6) du(s)
=14(9) [[ /(97107 ") |a(9) ™ f(B9) — h(s) ™' q(O)h,(s)| Av() d(s)
=3[1+49(@~ 17 [J{£(07'5)|£u(0) = h(s) ™ q(B)h,(s)]
+f(97107"5) |a(9) ™ f(09) — h(s)™ 1‘1(9)hn(5)|}.d"(9) dﬂ(s).
Buta |a—c|+ B |b—c| 2 min{a, B}|a—b|. So
Ed,(,) Z $[1+4a(9) 17! [[min {£(07'5). /(g7 107 5)} | fu(0) — a(9)™ '/ (69)|
- dv(0) du(s)
= 3[1+4(9)" 17 [|£0)—a(9)™ £,(09)| dv(6) [ (LS (67 's)
+f(g710715)] =3[ f (07 ') =S (9710 "s)|} du(s)
C)) = 3[1+4(@) "1 [|£0) —a(9) ™ '/,(09)| dv(O) {1 — 4 [| f(w) — £ (g~ w)|
“dp(u)}
z 1+49() 717 [1—a@) ™[ {1 =3[ |f )=/ (g~ w)| du()}.

Under condition (i), 1—34f|f()—/(g~"u|du(u) > 0 for all g. So the induced
convergence in probability implies Ed,(5,) — 0 and hence ¢(g) = 1. Then putting
q(9) = 1in (4) we obtain, with condition (i), that | | S0 — f,,(0g)| dav(6) - O uniformly
on all compact sets in G, and the lemma is established.

Lemma 3. If {f,} is asymptotically right-invariant then {f,} induces convergence
in probability to the invariant posterior corresponding to q = 1.

ProOF. For g =1, h(s)™! = A(s) = du(s)/dv(s), the modular element. Moreover,
1 = [A(s)f(u~'s) dv(u). Substituting in (3)

Ed,(3,) = 3 [[£(07 ') | f0) f AS)f (u™'s) dv(u) — A(s) [ £,u)f (u ™ "s) dv(w)|
- dv(6) du(s)
< 3 {[J |40 =£u)| £(07 1) (u™ '5)A(s) dV(8) dv(u) dy(s).
Changing variables to , g = 0~ 'u, t = 0~ s, we have Jacobian A(f) and so
Ed\(3,) < 3 [[{[|1(0)~£(69)| d¥(6)} F(1)f (9~ ' )A(K) dW(g) du(t)
< 3sup, o f | £1(0) —£u(89)| av(6) + [ [1—fcf (9™ *)A(E) dv(g)] /(1) dp(®)

for arbitrary C. Given ¢ > 0, choose compact A4 so that j SO du(t) > 1—¢ and
fa-1f()du(t) > 1 —e. Then

Ed,(3,) < ¥sup, cc [|fA0)~fu(09)| av(0) + [ [1=[cf (9™ ' DA dv(g)1f (1) du(t) +e.
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Take C = A2. Then, for te A,

Jcf (@™ 'DA®) dW(g) = [c-1f (w) dp(u) 2 [4-1f (W) du(u) > 1 —e.
So

Edn(§n) = % Supg € Cj Ifn(e) —fn(eg)l dv(B) +2¢ < 3e
for n large enough since C is compact. The lemma is thereby established.
Lemmas 1, 2, 3 combine to establish the theorem.
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