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#### Abstract

The $N$-particle branching random walk is a discrete time branching particle system with selection. We have $N$ particles located on the real line at all times. At every time step each particle is replaced by two offspring, and each offspring particle makes a jump of non-negative size from its parent's location, independently from the other jumps, according to a given jump distribution. Then only the $N$ rightmost particles survive; the other particles are removed from the system to keep the population size constant. Inspired by work of J. Bérard and P. Maillard, we examine the long term behaviour of this particle system in the case where the jump distribution has regularly varying tails and the number of particles is large. We prove that at a typical large time the genealogy of the population is given by a star-shaped coalescent, and that almost the whole population is near the leftmost particle on the relevant space scale.
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## 1 Introduction

### 1.1 The $N$-BRW model

We investigate a particle system called $N$-particle branching random walk ( $N$-BRW). In this discrete time stochastic process, at each time step, we have $N$ particles located on the real line. We say that the particles at the $n$th time step or at time $n$ belong to the $n$th generation. The locations of the particles change at every time step according to the following rules. Every particle has two offspring. The offspring particles have random independent displacements from their parents' locations, according to some prescribed displacement distribution supported on the non-negative real numbers. Then from the

[^0]$2 N$ offspring particles, only the $N$ particles with the rightmost positions survive to form the next generation. That is, at each time step we have a branching step in which the $2 N$ offspring particles move, and we have a selection step, in which $N$ out of the $2 N$ offspring are killed. Ties are decided arbitrarily. We describe the process more formally in Section 2.1.

We will use the notation $[N]:=\{1, \ldots, N\}$ and $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$ throughout. A pair $(i, n)$ with $i \in[N]$ and $n \in \mathbb{N}_{0}$ will represent the $i$ th particle from the left in generation $n$. We also refer to the rightmost particle $(N, n)$ as the leader at time $n$. Furthermore, we will denote the locations of the $N$ particles in the $n$th generation by the ordered set of $N$ real numbers

$$
\begin{equation*}
\mathcal{X}(n)=\left\{\mathcal{X}_{1}(n) \leq \cdots \leq \mathcal{X}_{N}(n)\right\} \tag{1.1}
\end{equation*}
$$

where $\mathcal{X}_{i}(n)$ is the location of particle $(i, n)$. We sometimes call $\mathcal{X}(n)$ the particle cloud.
The long term behaviour of the $N$-BRW heavily depends on the tail of the displacement distribution. Motivated by the work of Bérard and Maillard [2], we investigate the N BRW in the case where the displacement distribution is regularly varying, and $N$ is large.

We say that a function $f$ is regularly varying with index $\alpha \in \mathbb{R}$ if for all $y>0$,

$$
\begin{equation*}
\frac{f(x y)}{f(x)} \rightarrow y^{\alpha} \text { as } x \rightarrow \infty \tag{1.2}
\end{equation*}
$$

Let $X$ be a random variable and let the function $h$ be defined by

$$
\begin{equation*}
\mathbb{P}(X>x)=\frac{1}{h(x)} \text { for } x \geq 0 \tag{1.3}
\end{equation*}
$$

We assume throughout that $\mathbb{P}(X \geq 0)=1$, that $h$ is regularly varying with index $\alpha>0$, and that the displacement distribution of the $N$-BRW is given by (1.3). These are the same assumptions under which the results of [2] were proved. The reader may wish to think of the particular regularly varying function given by $h(x)=x^{\alpha}$ for $x \geq 1$ and $h(x)=1$ for $x \in[0,1)$. We do not expect significant change in the behaviour of the $N$-BRW if jumps of negative size are allowed, but we do not prove this; we use the assumption that the jumps are non-negative several times in our argument.

### 1.2 Time and space scales

Before explaining our main result, we describe the time and space scales we will be working with. We define

$$
\begin{equation*}
\ell_{N}:=\left\lceil\log _{2} N\right\rceil, \tag{1.4}
\end{equation*}
$$

for $N \geq 2$; this is the time scale we will be using throughout. To avoid trivial cases we always assume that $N \geq 2$. The time scale $\ell_{N}$ is the time it takes for the descendants of one particle to take over the whole population, if none are killed in selection steps.

For the space scale we choose

$$
\begin{equation*}
a_{N}:=h^{-1}\left(2 N \ell_{N}\right), \tag{1.5}
\end{equation*}
$$

where $h$ is as in (1.3), and $h^{-1}$ denotes the generalised inverse of $h$ defined by

$$
\begin{equation*}
h^{-1}(x):=\inf \{y \geq 0: h(y)>x\} \tag{1.6}
\end{equation*}
$$

It is worth thinking of the particular case $h(x)=x^{\alpha}$ for $x \geq 1$, for which we have $a_{N}=\left(2 N \ell_{N}\right)^{1 / \alpha}$ and $h\left(a_{N}\right)=2 N \ell_{N}$.

With the choice of $a_{N}$ in (1.5), for any positive constant $c$, the expected number of jumps which are larger than $c a_{N}$ in a time interval of length $\ell_{N}$ is of constant order, as
$N$ goes to infinity. The heuristic picture in [2] says that jumps of order $a_{N}$ govern the speed, the spatial distribution, and the genealogy of the population for $N$ large. Besides the main result of [2] on the asymptotic speed of the particle cloud, it is conjectured that at a typical time the majority of the population is close to the leftmost particle, and that the genealogy of the population is given by a star-shaped coalescent. In this paper we prove these conjectures.

### 1.3 The main result (in words)

Stating our main result precisely involves introducing some more notation and defining some rather intricate events. We will do this in Section 2. In this section we instead aim to explain the main message of the theorem. When we say 'with high probability', we mean with probability converging to 1 as $N \rightarrow \infty$.

For all $\eta>0, M \in \mathbb{N}$ and $t>4 \ell_{N}$, the $N-B R W$ has the following properties with high probability:

- Spatial distribution: At time there are $N-o(N)$ particles within distance $\eta a_{N}$ of the leftmost particle, i.e. in the interval $\left[\mathcal{X}_{1}(t), \mathcal{X}_{1}(t)+\eta a_{N}\right]$.
- Genealogy: The genealogy of the population on an $\ell_{N}$ time scale is asymptotically given by a star-shaped coalescent, and the time to coalescence is between $\ell_{N}$ and $2 \ell_{N}$.
That is, there exists a time $T \in\left[t-2 \ell_{N}, t-\ell_{N}\right]$ such that with high probability, if we choose $M$ particles uniformly at random at time $t$, then every one of these particles descends from the rightmost particle at time T. Furthermore, with high probability no two particles in the sample of size $M$ have a common ancestor after time $T+\varepsilon_{N} \ell_{N}$, where $\varepsilon_{N}$ is any sequence satisfying $\varepsilon_{N} \rightarrow 0$ and $\varepsilon_{N} \ell_{N} \rightarrow \infty$, as $N \rightarrow \infty$.

The star-shaped genealogy might seem counter-intuitive because every particle has only two descendants. Indeed, if we take a sample of $M>2$ particles at time $t$, and look at the lineages of these particles, they certainly cannot coalesce in one time step. Our result says that all coalescences of the lineages of the sample occur within $o\left(\ell_{N}\right)$ time. Therefore, looking on an $\ell_{N}$ time scale the coalescence appears instantaneous.

### 1.4 Heuristic picture

We construct our heuristic picture based on the tribe heuristics for the $N$-BRW with regularly varying tails described in [2]. The tribe heuristics say that at a typical large time there are $N-o(N)$ particles close to the leftmost particle if we look on the $a_{N}$ space scale. We call this set of particles the big tribe. Furthermore, there are small tribes of size $o(N)$ to the right of the big tribe. The number of such small tribes is $O(1)$. While the position of the big tribe moves very little on the $a_{N}$ space scale, the number of particles in the small tribes doubles at each time step. As a result, the big tribe eventually dies out, and one of the small tribes grows to become the new big tribe and takes over the population.

To escape the big tribe and create a new tribe that takes over the population, a particle must make a big jump of order $a_{N}$. As we explained in Section 1.2, jumps of this size occur on an $\ell_{N}$ time scale, and $\ell_{N}$ is the time needed for a new tribe to grow to a big tribe of size $N$.

Take $t>4 \ell_{N}$. Building on the tribe heuristics, we describe the following picture. Assume that a particle becomes the leader with a big jump of order $a_{N}$. We claim that this particle will have of order $N$ surviving descendants $\ell_{N}$ time after the big jump.

Moreover, the particle that makes the last such jump before time $t_{1}:=t-\ell_{N}$ will be the common ancestor of the majority of the population at time $t$. We denote the generation of this ancestor particle by $T$, and assume that $T \in\left[t_{1}-\ell_{N}, t_{1}\right]$. In Figure 1 we illustrate how a new tribe is formed at time $T$, and how it grows to a big tribe by time $t$. We will prove the main result described in Section 1.3 by showing that the picture in Figure 1 develops with high probability.


Figure 1: A particle that makes a big jump of order $a_{N}$ at time $T$ is the common ancestor of almost the whole population at time $t$. The vertical axis represents time, and the particles' locations are depicted horizontally, increasing from left to right. The black dots represent particles. Horizontal dotted lines in an ellipse or circle show where the majority of the population (the big tribe) is. The arrows represent jumps from the big tribe. We use circles to zoom in on the population. The particles circled in red are killed in the selection step. The events labelled $A$ to $D$ are described in the main text.

We introduce the notation

$$
\begin{equation*}
t_{i}:=t-i \ell_{N} \tag{1.7}
\end{equation*}
$$

for $t, i \in \mathbb{N}$. The message of Figure 1, which we will prove later, is that the following occurs with high probability.

A: At time $T \in\left[t_{2}, t_{1}\right]$, particle $(N, T)$ has taken a big jump of order $a_{N}$ and escaped the big tribe. It now leads by a large distance, and its descendants will be the leaders at least until time $t_{1}$.

There are two main reasons for this. First, we define $T$ as the last time before time $t_{1}$ when a big jump of order $a_{N}$ creates a new leader, so particles with big jumps in the time interval $\left[T, t_{1}\right]$ cannot become leaders. Second, particles with smaller jumps not descending from particle $(N, T)$ are unlikely to catch up with the leading tribe, because
paths with small jumps move very little on the $a_{N}$ space scale. This is an important property of random walks with regularly varying tails, which we will state and prove in Lemma 4.3 and apply in Corollary 4.5.

B: After time $t_{1}$, there might be particles which do not descend from particle $(N, T)$, but which, by making a big jump of order $a_{N}$, move beyond the tribe of particle ( $N, T$ ). However, these particles have substantially less than $\ell_{N}$ time to produce descendants by time $t$, and so each of them can only have $o(N)$ descendants at time $t$. Particles which do not descend from $(N, T)$ are unlikely to move beyond the tribe of particle $(N, T)$ without making a big jump.

There will only be $O(1)$ big jumps of order $a_{N}$ between times $t_{1}$ and $t$, because jumps of order $a_{N}$ happen with frequency of order $1 / \ell_{N}$. Therefore, until time $t$, the total number of particles to the right of the tribe of particle $(N, T)$ is at most $o(N)$.

C: The tribe of particle $(N, T)$ doubles in size at each step up to (almost) time $T+\ell_{N}$. Selection does not affect these particles significantly, because the number of particles to the right of this tribe is at most $o(N)$ before time $T+\ell_{N}$, as we explained in part B.

D: At time $T+\ell_{N}$ there are $N$ particles to the right of the position of particle $(N, T)$. This is an elementary property of the $N$-BRW, following from the non-negativity of the jump sizes. The $N$ particles are mainly in the tribe of particle ( $N, T$ ), and there may be $o(N)$ particles ahead of the tribe. From this point on, the $N$ leftmost offspring particles in the tribe of particle ( $N, T$ ) do not survive.

Then, between times $T+\ell_{N}$ and $t$, the number of particles in the tribe of particle ( $N, T$ ) will remain $N-o(N)$, where the $o(N)$ part doubles at each time step but does not reach order $N$ by time $t$. Therefore, almost every particle at time $t$ descends from particle $(N, T)$.

Furthermore, as the number of descendants of particle ( $N, T$ ) only reaches order $N$ at (roughly) time $T+\ell_{N}$, the descendants of particle ( $N, T$ ) are unlikely to make big jumps of order $a_{N}$ before time $T+\ell_{N}$. We will prove this property (and many others) in Lemma 4.6. Only $O(1)$ descendants of particle ( $N, T$ ) make big jumps of order $a_{N}$ between times $T$ and $t$, and these big jumps are likely to happen after time $T+\ell_{N}$, and so significantly after time $t_{1}$. Therefore, most time- $t$ descendants of particle ( $N, T$ ) will not have an ancestor which made a big jump between times $T$ and $t$, thus they will not move far from their ancestor's position $\mathcal{X}_{N}(T)$ on the $a_{N}$ space scale.

In order to prove our statements in Section 1.3 we also need to show that there is at least one particle which becomes the new leader with a jump of order $a_{N}$ during the time interval $\left[t_{2}, t_{1}\right]$. The existence of such a particle will imply that indeed there exists $T \in\left[t_{2}, t_{1}\right]$ as in Figure 1. We give a heuristic argument for this in Section 2.3, where we also explain the idea for proving that if we take a sample of $M$ particles at time $t$ then the coalescence of the ancestral lineages of these particles happens within a time window of width $o\left(\ell_{N}\right)$.

### 1.5 Optimality of our main result

In order to show that our main result is more or less optimal, we will prove two additional results.

Spatial distribution: Our main theorem says that most particles in the population are likely to be within distance $\eta a_{N}$ of the leftmost at time $t$, for arbitrarily small $\eta>0$ when $N$ and $t$ are large. We will show that this is not true of all particles: the distance between the leftmost and rightmost particles is typically of order $a_{N}$, and is arbitrarily large on
the $a_{N}$ space scale with positive probability. Therefore our result that most particles are close to the leftmost particle on the $a_{N}$ space scale gives meaningful information on the shape of the particle cloud at a typical time. We state this formally in Proposition 2.3 and then prove it in Section 6.

Genealogy: Our main theorem says that the generation $T$ of the most recent common ancestor of a sample from the population at time $t$ is between times $t_{2}$ and $t_{1}$ with high probability. We will prove that this is the strongest possible result in the sense that for any subinterval of $\left[t_{2}, t_{1}\right]$ with length of order $\ell_{N}$ there is a positive probability that $T$ is in that subinterval. This will be the main message of Proposition 2.2, which we prove in Section 6.

We also mention here that the precise statement of our main result, Theorem 2.1, implies that the distribution of the rescaled time to coalescence, $(t-T) / \ell_{N}$, has no atom at 1 or 2 in the limit $N \rightarrow \infty$.

### 1.6 Related work

The $N$-BRW shows dramatically different behaviours with different jump distributions; this includes the speed at which the particle cloud moves to the right, the spatial distribution within the population, and the genealogy. Below we discuss existing results and conjectures on these properties of the $N$-BRW. We start by summarising the results of Bérard and Maillard, who studied the speed of the particle cloud when the displacement distribution is heavy-tailed.

## Heavy-tailed displacement distribution

Bérard and Maillard [2] introduced the stairs process, the record process of a shifted space-time Poisson point process. They proved that it describes the scaling limit of the pair of trajectories of the leftmost and rightmost particles' positions $\left(\mathcal{X}_{1}(n), \mathcal{X}_{N}(n)\right)_{n \in \mathbb{N}_{0}}$ when the jump distribution has polynomial tails. The correct scaling is to speed up time by $\log _{2} N$ and to shrink the space scale by $a_{N}$. Using the relation between the $N$-BRW and the stairs process they prove their main result: the speed of the particle cloud grows as $a_{N} / \log _{2} N$ in $N$, and the propagation is linear or superlinear (but at most polynomial) in time. The propagation is linear if the jump distribution has finite expectation, and superlinear otherwise; the asymptotics follow from the behaviour of the stairs process. This behaviour is different from that of the classical branching random walk without selection, where the propagation is exponentially fast in time in a heavy-tailed setting [13].

The tribe heuristics in [2] predict-but do not prove-that the majority of the population is located close to the leftmost particle, that the genealogy should be star-shaped, and that the relevant time scale for coalescence of ancestral lineages is $\ell_{N}$. We will prove the above properties in Theorem 2.1, and therefore the present paper and [2] together provide a comprehensive picture of the $N$-BRW with regularly varying tails, including the behaviour of the speed, spatial distribution and genealogy.

## Light-tailed displacement distribution

Particle systems with selection have been studied with light-tailed displacement distribution in the physics literature as a microscopic stochastic model for front propagation. First Brunet and Derrida [9, 10], and later Brunet, Derrida, Mueller and Munier [8, 7] made predictions on the behaviour of particle systems with branching and selection.

Speed: For the $N$-BRW, Bérard and Gouéré [1] proved the existence of the asymptotic speed of the particle cloud as time goes to infinity, which in fact applies for any
jump distribution with finite expectation. They also proved that the asymptotic speed converges to a finite limiting speed as the number of particles $N$ goes to infinity, with a surprisingly slow rate $(\log N)^{-2}$, which was predicted by Brunet and Derrida [9, 10]. The limiting speed is the same as the speed of the rightmost particle in a classical branching random walk without selection with exponentially decaying tails [16, 17, 5].

Spatial distribution: The spatial distribution in the light-tailed case is also predicted in [9, 10]. The authors argue that the fraction of particles to the right of a given position at a given time should evolve according to an analogue of the FKPP equation. The FKPP equation is a reaction-diffusion equation admitting travelling wave solutions. Rigorous results on the relation between particle systems with selection and free boundary problems with travelling wave solutions have been proved in [14] and [4, 11].

Genealogy: On the genealogy of the $N$-BRW with light-tailed displacement distribution, the papers [8, 7] arrived at the following conjecture (see also [18]). If we pick two particles at random in a generation, then the number of generations we need to go back to find a common ancestor of the two particles is of order $(\log N)^{3}$. Furthermore, if we take a uniform sample of $k$ particles in a generation and trace back their ancestral lines, the coalescence of their lineages is described by the Bolthausen-Sznitman coalescent, if time is scaled by $(\log N)^{3}$. This property has been shown for a continuous time model, a branching Brownian motion (BBM) with absorption [3], where particles are killed when hitting a deterministic moving boundary. For the $N$-BRW and its continuous time analogue, the $N$-BBM, no rigorous proof has yet been given.

## Displacement distribution with stretched exponential tail

As we have seen, the behaviour of the $N$-BRW is significantly different in the lighttailed and heavy-tailed cases. It is then a natural question to ask what happens in an intermediate regime, where the jump distribution has stretched exponential tails. Random walks and branching random walks with stretched exponential tails have been investigated in the literature $[12,15]$, but questions about the $N$-BRW with such a jump distribution, such as asymptotic speed, spatial distribution, and genealogy, remain open. In the future we intend to investigate the $N$-BRW in the stretched exponential case.

### 1.7 Organisation of the paper

In Section 2 we state Theorem 2.1 and Propositions 2.2 and 2.3, our main results, which we have explained in Sections 1.3 and 1.5. Furthermore, we give a heuristic argument for the proof of Theorem 2.1, introduce the notation we will be using throughout, and carry out the first step towards proving Theorem 2.1 in Lemma 2.5. As a result, the proof of Theorem 2.1 will be reduced to proving Propositions 2.6 and 2.7. We prove the former in Sections 3 and 4 and the latter in Section 5.

In Section 3 we give a deterministic argument for the existence of a common ancestor between times $t_{1}$ and $t_{2}$ of almost the whole population at time $t$. The argument will also imply that almost every particle in the population at time $t$ is near the leftmost particle. Then in Section 4 we check that the events of the deterministic argument occur with high probability. A key step in the proof is to see that paths cannot move a distance of order $a_{N}$ in $\ell_{N}$ time without making at least one jump of order $a_{N}$. We prove a large deviation result to show this, taking ideas from [13] and [15]. The other important tool, which we will use to estimate probabilities, is Potter's bound for regularly varying functions.

In Section 5 we prove that the genealogy is star-shaped. We will use concentration results from [19] to see that a single particle at time $T+\varepsilon_{N} \ell_{N}$ cannot have more than of order $N^{1-\varepsilon_{N}}$ surviving descendants at time $t$, which will be enough to conclude the result.

In Section 6 we prove Propositions 2.2 and 2.3 using some of our ideas from the deterministic argument in Section 3.

Section 7 is a glossary of notation, where we collect the notation most frequently used in this paper with a brief explanation, and with a reference to the section or equation where the notation is defined. In Section 7 we also list the most important intermediate steps of the proof of our main result.

We note here that sometimes we explain or justify an equation or inequality shortly after the statement appears; we encourage any reader who is struggling to understand a logical step to read a few lines ahead.

## 2 Genealogy and spatial distribution result

### 2.1 Formal definition of the $N$-BRW

Let $X_{i, b, n}, i \in[N], b \in\{1,2\}, n \in \mathbb{N}_{0}$ be i.i.d. random variables with common law given by (1.3). Each $X_{i, b, n}$ stands for the jump size of the $b$ th offspring of particle $(i, n)$. Let $\mathcal{X}(0)=\left\{\mathcal{X}_{1}(0) \leq \ldots \leq \mathcal{X}_{N}(0)\right\}$ be any ordered set of $N$ real numbers, which represents the initial locations of the $N$ particles. Now we describe inductively how $\mathcal{X}(0)$ and the random variables $X_{i, b, n}, i \in[N], b \in\{1,2\}, n \in \mathbb{N}_{0}$ determine the $N$-BRW, that is, the sequence of locations of the $N$ particles, $(\mathcal{X}(n))_{n \in \mathbb{N}_{0}}$.

We start with the initial configuration of particles $\mathcal{X}(0)$. Once $\mathcal{X}(n)$ has been determined for some $n \in \mathbb{N}_{0}$, then $\mathcal{X}(n+1)$ is defined as follows. Each particle has two offspring, each of which performs a jump from the location of its parent. The 2 N independent jumps at time $n$ are then given by the i.i.d. random variables $X_{i, b, n}, i \in[N]$, $b \in\{1,2\}$ as above. After the jumps, only the $N$ rightmost offspring particles survive; that is, $\mathcal{X}(n+1)=\left\{\mathcal{X}_{1}(n+1) \leq \cdots \leq \mathcal{X}_{N}(n+1)\right\}$ is given by the $N$ largest numbers from the collection $\left(\mathcal{X}_{i}(n)+X_{i, b, n}\right)_{i \in[N], b \in\{1,2\}}$. Ties are decided arbitrarily.

Note that since the jumps are non-negative, the sequences $\mathcal{X}_{i}(n)$ are non-decreasing in $n$ for all $i \in[N]$. Indeed, at time $n$ there are at least $N-i+1$ particles to the right of or at position $\mathcal{X}_{i}(n)$, and so there are at least $\min (N, 2(N-i+1))$ particles to the right of or at $\mathcal{X}_{i}(n)$ at time $n+1$, so we must have $\mathcal{X}_{i}(n+1) \geq \mathcal{X}_{i}(n)$. We refer to this property as monotonicity throughout.

### 2.2 Statement of our main result

We explained the message of our main result in Section 1.3. In this section we provide the precise statement in Theorem 2.1. First we introduce the setup for the theorem.

For $n, k \in \mathbb{N}_{0}$ and $i \in[N]$ we will denote the index of the time- $n$ ancestor of the particle $(i, n+k)$ by

$$
\zeta_{i, n+k}(n),
$$

i.e. particle $\left(\zeta_{i, n+k}(n), n\right)$ is the ancestor of $(i, n+k)$. Recall that the relevant space scale for our process is $a_{N}$, defined in (1.5). For $r \geq 0$ and $n \in \mathbb{N}_{0}$, let $L_{r, N}(n)$ denote the number of particles which are within distance $r a_{N}$ of the leftmost particle at time $n$ :

$$
\begin{equation*}
L_{r, N}(n):=\max \left\{i \in[N]: \mathcal{X}_{i}(n) \leq \mathcal{X}_{1}(n)+r a_{N}\right\} \tag{2.1}
\end{equation*}
$$

Define a sequence $\left(\varepsilon_{N}\right)_{N \in \mathbb{N}}$ such that $\varepsilon_{N} \ell_{N}$ is an integer for all $N \geq 1$, and which satisfies

$$
\begin{equation*}
\varepsilon_{N} \ell_{N} \rightarrow \infty \text { and } \varepsilon_{N} \rightarrow 0 \text { as } N \rightarrow \infty . \tag{2.2}
\end{equation*}
$$

We introduce two events which describe the spatial distribution and the genealogy of the population at a given time $t$. Our main result, Theorem 2.1, says that these two events occur with high probability. We define the events for all $N \geq 2$ and $t>4 \ell_{N}$. For $\eta>0$
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and $\gamma \in(0,1)$, the first event says that at least $N-N^{1-\gamma}$ particles (i.e. almost the whole population if $N$ is large) are within distance $\eta a_{N}$ of the leftmost particle at time $t$. We let

$$
\begin{equation*}
\mathcal{A}_{1}=\mathcal{A}_{1}(t, N, \eta, \gamma):=\left\{L_{\eta, N}(t) \geq N-N^{1-\gamma}\right\} \tag{2.3}
\end{equation*}
$$

Recall the notation $t_{i}$ from (1.7). We illustrate the second event in Figure 2. We sample $M \in \mathbb{N}$ particles uniformly at random from the population at time $t$. Let $\mathcal{P}=\left(\mathcal{P}_{1}, \ldots, \mathcal{P}_{M}\right)$ be the index set of the sampled particles. The event says that there exists a time $T$ between $t_{2}$ and $t_{1}$ such that all of the particles in the sample have a common ancestor at time $T$, but no pair of particles in the sample have a common ancestor at time $T+\varepsilon_{N} \ell_{N}$. Moreover, the common ancestor at time $T$ is the leader particle $(N, T)$. Additionally, the event says that the time $T$ is not particularly close to $t_{1}$ or $t_{2}$, in that $T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]$ for some $\delta>0$. We let

$$
\mathcal{A}_{2}=\mathcal{A}_{2}(t, N, M, \delta):=\left\{\begin{array}{l}
\exists T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]: \zeta_{\mathcal{P}_{i}, t}(T)=N \forall i \in[M] \text { and }  \tag{2.4}\\
\zeta_{\mathcal{P}_{i}, t}\left(T+\varepsilon_{N} \ell_{N}\right) \neq \zeta_{\mathcal{P}_{j}, t}\left(T+\varepsilon_{N} \ell_{N}\right) \forall i, j \in[M], i \neq j
\end{array}\right\}
$$

For convenience, we will often write $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ for the two events above, omitting the arguments. We will prove the following result.
Theorem 2.1. For all $\eta>0$ and $M \in \mathbb{N}$ there exist $\gamma, \delta \in(0,1)$ such that for all $N \in \mathbb{N}$ sufficiently large and $t \in \mathbb{N}_{0}$ with $t>4 \ell_{N}$,

$$
\mathbb{P}\left(\mathcal{A}_{1} \cap \mathcal{A}_{2}\right)>1-\eta
$$

where $\ell_{N}$ is given by (1.4), and $\mathcal{A}_{1}=\mathcal{A}_{1}(t, N, \eta, \gamma)$ and $\mathcal{A}_{2}=\mathcal{A}_{2}(t, N, M, \delta)$ are defined in (2.3) and (2.4) respectively.

We explained two additional results in Section 1.5 which show the optimality of Theorem 2.1. We state these results precisely below.

We define the event $\mathcal{A}_{2}^{\prime}$ as a modification of the event $\mathcal{A}_{2}$. Whereas $\mathcal{A}_{2}$ said that the coalescence time $T$ is roughly in $\left[t_{2}, t_{1}\right]$, the event $\mathcal{A}_{2}^{\prime}$ says that $T$ is in the smaller interval $\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right]$ for $0<s_{1}<s_{2}<1$; and whereas $\mathcal{A}_{2}$ occurs with high probability, we will show that $\mathcal{A}_{2}^{\prime}$ occurs with probability bounded away from 0 . For $M \in \mathbb{N}$ and $0<s_{1}<s_{2}<1$, we define

$$
\begin{align*}
\mathcal{A}_{2}^{\prime} & =\mathcal{A}_{2}^{\prime}\left(t, N, M, s_{1}, s_{2}\right) \\
& :=\left\{\begin{array}{l}
\exists T \in\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right]: \zeta_{\mathcal{P}_{i}, t}(T)=N \forall i \in[M] \text { and } \\
\zeta_{\mathcal{P}_{i}, t}\left(T+\varepsilon_{N} \ell_{N}\right) \neq \zeta_{\mathcal{P}_{j}, t}\left(T+\varepsilon_{N} \ell_{N}\right) \forall i, j \in[M], i \neq j
\end{array}\right\} . \tag{2.5}
\end{align*}
$$

Proposition 2.2 below says that for all $0<s_{1}<s_{2}<1$ and $r>0$, with probability bounded below by a constant depending on $r$ and $s_{2}-s_{1}$, the event $\mathcal{A}_{2}^{\prime}$ occurs and the diameter at time $t_{1}$ is at least $r a_{N}$. The diameter of the particle cloud at time $n$ will be denoted by $d(\mathcal{X}(n))$; that is,

$$
\begin{equation*}
d(\mathcal{X}(n)):=\mathcal{X}_{N}(n)-\mathcal{X}_{1}(n) . \tag{2.6}
\end{equation*}
$$

Proposition 2.2. For all $0<s_{1}<s_{2}<1, M \in \mathbb{N}$ and $r>0$, there exists $\pi_{r, s_{2}-s_{1}}>0$ such that for $N$ sufficiently large and $t>4 \ell_{N}$,

$$
\mathbb{P}\left(\mathcal{A}_{2}^{\prime} \cap\left\{d\left(\mathcal{X}\left(t_{1}\right)\right) \geq r a_{N}\right\}\right)>\pi_{r, s_{2}-s_{1}}
$$

where $\mathcal{A}_{2}^{\prime}\left(t, N, M, s_{1}, s_{2}\right)$ is defined in (2.5).
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Figure 2: Coalescence of the ancestral lineages of $M=6$ particles. We go backwards in time from top to bottom in the figure. To each particle in the sample we associate a vertical line, representing its ancestral line. Two lines coalesce into one when the particles they are associated with have a common ancestor for the first time going backwards from time $t$. All coalescences of the lineages of the sample happen within a time window of size $o\left(\ell_{N}\right)$. Time $T$ is the generation of the most recent common ancestor of the majority of the whole population at time $t$. The three dots in each line indicate that the picture is not proportional: the time between $t$ and $T$ is of order $\ell_{N}$, whereas the time between all coalescences and $T$ is $o\left(\ell_{N}\right)$.

Our second result about the diameter says that for all $r$, the probability that $d(\mathcal{X}(n)) \geq$ $r a_{N}$ is bounded away from zero, and it tends to 1 as $r \rightarrow 0$, and tends to 0 as $r \rightarrow \infty$, if $N$ is sufficiently large and $n>3 \ell_{N}$. This shows that the probability that after a long time the diameter is not of order $a_{N}$ is small, and therefore the part of Theorem 2.1 that says most of the population is within distance $\eta a_{N}$ of the leftmost particle with high probability, for arbitrarily small $\eta>0$, is meaningful.
Proposition 2.3. There exist $0<p_{r} \leq q_{r} \leq 1$ such that $q_{r} \rightarrow 0$ as $r \rightarrow \infty$ and $p_{r} \rightarrow 1$ as $r \rightarrow 0$, and for all $r>0$,

$$
0<p_{r} \leq \mathbb{P}\left(d(\mathcal{X}(n)) \geq r a_{N}\right) \leq q_{r}
$$

for $N$ sufficiently large and $n>3 \ell_{N}$.

### 2.3 Heuristics for the proof of Theorem 2.1

We first prove a simple lemma which will be helpful in the course of the proof of Theorem 2.1 and also helpful for understanding the heuristics. The lemma says that the number of particles that are to the right of a given position at least doubles at every time step until it reaches $N$. The statement follows deterministically from the definition of the $N$-BRW. The proof serves as a warm-up for several more deterministic arguments to come. For $x \in \mathbb{R}$ and $n \in \mathbb{N}_{0}$, we write the set of particles to the right of position $x$ at time $n$ as

$$
\begin{equation*}
G_{x}(n):=\left\{i \in[N]: \mathcal{X}_{i}(n) \geq x\right\} \tag{2.7}
\end{equation*}
$$

Lemma 2.4. Let $x \in \mathbb{R}$ and $n, k \in \mathbb{N}_{0}$. Then

$$
\left|G_{x}(n+k)\right| \geq \min \left(N, 2^{k}\left|G_{x}(n)\right|\right)
$$

Proof. The statement is clearly true when $G_{x}(n)=\emptyset$. Now assume that $G_{x}(n) \neq \emptyset$. Let us first consider the case in which every descendant of the particles in $G_{x}(n)$ survives until time $n+k$. Since there are $2^{k}\left|G_{x}(n)\right|$ such descendants, each of which is to the right of $x$ since all jumps are non-negative, in this case we have $\left|G_{x}(n+k)\right| \geq 2^{k}\left|G_{x}(n)\right|$.

Now let us consider the case in which not every descendant of the particles in $G_{x}(n)$ survives until time $n+k$. This means that there exist $m \in[n, n+k-1], j \in[N]$ and $b \in\{1,2\}$ such that $(j, m)$ is a descendant of a particle in $G_{x}(n)$ and

$$
\mathcal{X}_{j}(m)+X_{j, b, m} \leq \mathcal{X}_{1}(m+1)
$$

Since particle $(j, m)$ descends from $G_{x}(n)$, and all jumps are non-negative, we also have $x \leq \mathcal{X}_{j}(m)+X_{j, b, m}$, and therefore $x \leq \mathcal{X}_{1}(m+1) \leq \mathcal{X}_{1}(n+k)$, and the result follows.

Now we turn to the heuristics for the proof of Theorem 2.1. The heuristic picture to keep in mind when thinking about both the statement and the proof is Figure 1. As in Section 1.4, we let $T$ denote the last time at which a particle takes the lead with a big jump of order $a_{N}$ before time $t_{1}$. In Section 1.4, we argued that if $T \in\left[t_{2}, t_{1}\right]$ then with high probability, particle ( $N, T$ ) will be the common ancestor of almost every particle in the population at time $t$, and almost the whole population at time $t$ is close to $\mathcal{X}_{N}(T)$ on the $a_{N}$ space scale. We will use a rigorous version of this heuristic argument to show that the event $\mathcal{A}_{1}$ occurs with high probability, and that the time $T$ satisfies the first line in the event $\mathcal{A}_{2}$ with high probability. That is, every particle from a uniform sample of fixed size $M$ at time $t$ descends from particle $(N, T)$ with high probability.

If $T$ is as described above, then we can only have $T \in\left[t_{2}, t_{1}\right]$ if there is a particle which takes the lead with a jump of order $a_{N}$ in the time interval $\left[t_{2}, t_{1}\right]$. It is not straightforward to show that this happens with high probability. It could be the case that the diameter is large on the $a_{N}$ space scale during the time interval $\left[t_{2}, t_{1}\right]$, say greater than $C a_{N}$, where $C>0$ is large. In this situation, if the jumps of order $a_{N}$ in the time interval $\left[t_{2}, t_{1}\right]$ come from close to the leftmost particle, and they are all smaller than $C a_{N}$, then these jumps will not make a new leader, and time $T$ will not be in the time interval $\left[t_{2}, t_{1}\right]$. We will prove that this is unlikely. A key property which is helpful in seeing this is the following. If no particle takes the lead with a big jump of order $a_{N}$ for $\ell_{N}$ time, e.g. between times $s \in \mathbb{N}$ and $s+\ell_{N}$, then the diameter of the particle cloud will be very small on the $a_{N}$ space scale at time $s+\ell_{N}$. Indeed, all the $N$ particles, including the leftmost, are to the right of position $\mathcal{X}_{N}(s)$ at time $s+\ell_{N}$ by Lemma 2.4. But with high probability, particles cannot move far to the right from this position without making big jumps of order $a_{N}$. We will prove this in Corollary 4.5. Therefore, provided that no unlikely event happens, if no particle takes the lead with a big jump between times $s$ and $s+\ell_{N}$, then every particle will be near the position $\mathcal{X}_{N}(s)$ at time $s+\ell_{N}$. We formally prove this in Lemma 3.9.

We will be able to use this property for $s=t_{2}-c^{\prime} \ell_{N}$ with small $c^{\prime}>0$. We will conclude that if no particle takes the lead with a jump of order $a_{N}$ in the time interval $\left[t_{2}-c^{\prime} \ell_{N}, t_{1}-c^{\prime} \ell_{N}\right]$ then the diameter at time $t_{1}-c^{\prime} \ell_{N}$ is likely to be small on the $a_{N}$ space scale, i.e. $d\left(\mathcal{X}\left(t_{1}-c^{\prime} \ell_{N}\right)\right)<c a_{N}$, for some $c>0$ which we can choose to be much smaller than $c^{\prime}$. If the diameter is less than $c a_{N}$, then any particle performing a jump larger than $c a_{N}$ becomes the new leader.

The expected number of jumps larger than $c a_{N}$ in $c^{\prime} \ell_{N}$ time is $c^{\prime} \ell_{N} 2 N h\left(c a_{N}\right)^{-1}$, because there are $2 N$ jumps at each time step and the jump distribution is given by (1.3), which is roughly $c^{\prime} / c^{\alpha}$ for $N$ sufficiently large. If $c^{\alpha}$ is much smaller than $c^{\prime}$, then with high probability there will be a jump of size greater than $c a_{N}$ in the time interval $\left[t_{1}-c^{\prime} \ell_{N}, t_{1}\right]$, and the particle performing it will become the new leader. Therefore the last time before time $t_{1}$ when a particle becomes the leader with a jump of order $a_{N}$ will be after time $t_{2}$, which gives us $T \in\left[t_{2}, t_{1}\right]$.

The above idea works for the case where no particle takes the lead with a big jump of order $a_{N}$ in the time interval $\left[t_{2}-c^{\prime} \ell_{N}, t_{2}\right]$ for some small $c^{\prime}>0$. If instead there is such a particle then we will argue that in a short interval of length $c^{\prime} \ell_{N}$ it is likely that the jump made by this particle will not be too large on the $a_{N}$ scale and therefore the particle's descendants will be surpassed by larger jumps of order $a_{N}$ at some point in the much longer time interval $\left[t_{2}, t_{1}\right]$.

In order to show that the coalescence is star shaped, we also need the second line of the event $\mathcal{A}_{2}$, which says that all coalescences of the lineages of a sample of $M$ particles at time $t$ happen within a time window of size $\varepsilon_{N} \ell_{N}$; that is, instantaneously on the $\ell_{N}$ time scale (see Figure 2).

To prove that no pair of particles in the sample of $M$ have a common ancestor at time $T+\varepsilon_{N} \ell_{N}$, it will be enough to prove that every particle at time $T+\varepsilon_{N} \ell_{N}$ has a number of time- $t$ descendants which is at most a very small proportion of the total population size $N$ (we will check this in Lemma 2.5). With high probability, most of the population at time $t$ descends from the leading $2^{\varepsilon_{N} \ell_{N}} \approx N^{\varepsilon_{N}}$ particles at time $T+\varepsilon_{N} \ell_{N}$ (the descendants of particle $(N, T)$ ). If these particles share their time- $t$ descendants fairly evenly, then a particle in this leading tribe will have roughly $N^{1-\varepsilon_{N}}=o(N)$ descendants. Indeed, we will prove using concentration results from [19] that with high probability the number of time- $t$ descendants of a particle from the leading tribe at time $T+\varepsilon_{N} \ell_{N}$ will not exceed the order of $N^{1-\varepsilon_{N}}$.

### 2.4 Notation

We now introduce the notation we will be using throughout the proof of Theorem 2.1. We recall from Section 2.1 that the jump of the $i$ th particle's $b$ th offspring at time $n$ will be referred to using the random variable $X_{i, b, n}$, and that these contain all the randomness in the system, with ties between two particles with the same position broken using some arbitrary but deterministic rule. We define the filtration $\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}_{0}}$ by letting $\mathcal{F}_{n}$ be the $\sigma$-algebra generated by the random variables ( $X_{i, b, m}, i \in[N], b \in\{1,2\}, m<n$ ). Since $\mathcal{X}(n)$ is defined in such a way that it only depends on jumps performed before time $n$, the process $(\mathcal{X}(n))_{n \in \mathbb{N}_{0}}$ is adapted to the filtration $\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}_{0}}$. Since $\left(X_{i, b, m}, i \in[N], b \in\right.$ $\{1,2\}, m \in \mathbb{N}_{0}$ ) are i.i.d., the jumps ( $X_{i, b, n}, i \in[N], b \in\{1,2\}$ ) are independent of the $\sigma$-algebra $\mathcal{F}_{n}$. In Theorem 2.1 we assume that $t>4 \ell_{N}$, as in the proof we will examine the process in the time interval $\left[t_{4}, t\right]$, where $t_{4}$ is given by (1.7). Since jumps at time $t$ are not $\mathcal{F}_{t}$-measurable, we will be interested in jumps performed in the time interval $\left[t_{4}, t-1\right]$.

In order to study the genealogy of the $N$-BRW system, we will need notation which says when two particles are related. We introduce the partial order $\lesssim$ on the set of pairs $\left\{(i, n), i \in[N], n \in \mathbb{N}_{0}\right\}$. First, for $i \in[N]$ and $n \in \mathbb{N}_{0}$ we say that $(i, n) \lesssim(i, n)$ and, for $j \in[N]$, we write $(i, n) \lesssim(j, n+1)$ if and only if the $j$ th particle at time $n+1$ is an offspring of the $i$ th particle at time $n$. Then in general, for $n, k \in \mathbb{N}_{0}$ and $i_{0}, i_{k} \in[N]$ we write $\left(i_{0}, n\right) \lesssim\left(i_{k}, n+k\right)$ if and only if particle $\left(i_{k}, n+k\right)$ is a descendant of particle $\left(i_{0}, n\right)$ :

$$
\begin{equation*}
\left(i_{0}, n\right) \lesssim\left(i_{k}, n+k\right) \Longleftrightarrow \exists i_{1}, \ldots, i_{k-1}:\left(i_{j-1}, n+j-1\right) \lesssim\left(i_{j}, n+j\right), \quad \forall j \in[k] \tag{2.8}
\end{equation*}
$$

Then the particles $\left(\left(i_{j}, n+j\right), j \in[k]\right)$ represent the ancestral line between $\left(i_{0}, n\right)$ and $\left(i_{k}, n+k\right)$. Recall that for $n, k \in \mathbb{N}_{0}$ and $i \in[N]$ we denote the index of the time- $n$ ancestor of the particle $(i, n+k)$ by $\zeta_{i, n+k}(n)$. Thus, using our partial order above, we can write for $j \in[N]$,

$$
\begin{equation*}
\zeta_{i, n+k}(n)=j \quad \Longleftrightarrow \quad(j, n) \lesssim(i, n+k) . \tag{2.9}
\end{equation*}
$$

We also introduce a slightly different (strict) partial order $\lesssim_{b}$, which will be convenient later on. For $i_{0}, i_{k} \in[N], n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$ we write $\left(i_{0}, n\right) \lesssim b\left(i_{k}, n+k\right)$ if and only if the
$b$ th offspring of particle $\left(i_{0}, n\right)$ is the time- $(n+1)$ ancestor of particle $\left(i_{k}, n+k\right)$. Note that if $\left(i_{0}, n\right) \lesssim_{b}\left(i_{k}, n+k\right)$ then there exists $i_{1} \in[N]$ such that

$$
\mathcal{X}_{i_{1}}(n+1)=\mathcal{X}_{i_{0}}(n)+X_{i_{0}, b, n} \text { and }\left(i_{1}, n+1\right) \lesssim\left(i_{k}, n+k\right)
$$

Using the above partial order, we define the path between particles $\left(i_{0}, n\right)$ and $\left(i_{k}, n+k\right)$ (and between positions $\mathcal{X}_{i_{0}}(n)$ and $\mathcal{X}_{i_{k}}(n+k)$ ), as the sequence of jumps connecting the two particles. For $i_{0}, i_{k} \in[N]$ and $n \in \mathbb{N}_{0}$, if $k \in \mathbb{N}$ and $\left(i_{0}, n\right) \lesssim\left(i_{k}, n+k\right)$, we let

$$
\begin{equation*}
P_{i_{0}, n}^{i_{k}, n+k}:=\left\{\left(i_{j}, b_{j}, n+j\right): j \in\{0, \ldots, k-1\} \text { and }\left(i_{j}, n+j\right) \lesssim_{b_{j}}\left(i_{k}, n+k\right)\right\}, \tag{2.10}
\end{equation*}
$$

and we let $P_{i_{0}, n}^{i_{k}, n+k}:=\emptyset$ otherwise. Then if $k \in \mathbb{N}$ and $\left(i_{0}, n\right) \lesssim\left(i_{k}, n+k\right)$,

$$
\begin{equation*}
\mathcal{X}_{i_{k}}(n+k)=\mathcal{X}_{i_{0}}(n)+\sum_{(j, b, m) \in P_{i_{0}, n}^{i_{k}, n+k}} X_{j, b, m} \tag{2.11}
\end{equation*}
$$

For $i \in[N]$ and $n, k \in \mathbb{N}_{0}$ with $n \leq k$, let $\mathcal{N}_{i, n}(k)$ denote the set of descendants of particle $(i, n)$ at time $k$ :

$$
\begin{equation*}
\mathcal{N}_{i, n}(k):=\{j \in[N]:(i, n) \lesssim(j, k)\} \tag{2.12}
\end{equation*}
$$

and if $n<k$, for $b \in\{1,2\}$, let $\mathcal{N}_{i, n}^{b}(k)$ be the set of time- $k$ descendants of the $b$ th offspring of particle $(i, n)$ :

$$
\begin{equation*}
\mathcal{N}_{i, n}^{b}(k):=\left\{j \in[N]:(i, n) \lesssim_{b}(j, k)\right\} \tag{2.13}
\end{equation*}
$$

(Note that the sets $\mathcal{N}_{i, n}(k)$ and $\mathcal{N}_{i, n}^{b}(k)$ may be empty.) We write $\left|\mathcal{N}_{i, n}(k)\right|$ and $\left|\mathcal{N}_{i, n}^{b}(k)\right|$ for the number of descendants in each case.

Finally, as time is discrete, it will be useful to introduce a notation for the set of integers in an interval; for $0 \leq s_{1} \leq s_{2}$, we let

$$
\llbracket s_{1}, s_{2} \rrbracket:=\left[s_{1}, s_{2}\right] \cap \mathbb{N}_{0}
$$

### 2.5 Big jumps and breaking the record

As discussed in Section 1.4, the common ancestor of the majority of the population at time $t$ is a particle which made an unusually big jump, of order $a_{N}$, between times $t_{2}$ and $t_{1}$. The set of unusually big jumps will play an essential role in the proof of Theorem 2.1. We will be particularly interested in particles which become 'leaders' after performing such jumps. These particles are the candidates to become the common ancestor of almost the whole population at time $t$.

We now introduce the necessary notation for the above concepts. In the definitions we will indicate the dependence on a new parameter $\rho \in(0,1)$, as the choice of $\rho$ will be important later on. Furthermore, everything we define will depend on $N$ and $t$, which we do not always indicate.

For $\rho \in(0,1)$ we introduce the term big jump for jumps of size greater than $\rho a_{N}$, and we denote the set of big jumps on an interval $\left[s_{1}, s_{2}\right] \subseteq\left[t_{4}, t-1\right]$ by $B_{N}^{\left[s_{1}, s_{2}\right]}$ :

$$
\begin{equation*}
B_{N}^{\left[s_{1}, s_{2}\right]}=B_{N}^{\left[s_{1}, s_{2}\right]}(\rho):=\left\{(k, b, s) \in[N] \times\{1,2\} \times \llbracket s_{1}, s_{2} \rrbracket: X_{k, b, s}>\rho a_{N}\right\} \tag{2.14}
\end{equation*}
$$

where $a_{N}$ is given by (1.5). We also let

$$
\begin{equation*}
B_{N}:=B_{N}^{\left[t_{4}, t-1\right]} \tag{2.15}
\end{equation*}
$$

We say a particle breaks the record if it takes the lead with a big jump. If one of the current leader's descendants makes a small jump (that is, a non-big jump) to become
the leader, then that does not count as breaking the record in our terminology. Let $\mathbf{S}_{N}$ denote the set of times when the record is broken by a big jump between times $t_{4}$ and $t$ :

$$
\mathbf{S}_{N}=\mathbf{S}_{N}(\rho):=\left\{\begin{array}{l}
s \in \llbracket t_{4}, t-1 \rrbracket: \exists(k, b) \in[N] \times\{1,2\} \text { such that }  \tag{2.16}\\
(k, s) \lesssim_{b}(N, s+1) \text { and } X_{k, b, s}>\rho a_{N}
\end{array}\right\}
$$

Next, we define $T$ as the last time when the leader broke the record with a big jump before time $t_{1}$, if there is any such time. We let

$$
\begin{equation*}
T=T(\rho):=1+\max \left\{\mathbf{S}_{N}(\rho) \cap\left[t_{4}, t_{1}-1\right]\right\} \tag{2.17}
\end{equation*}
$$

and let $T=0$ if $\mathbf{S}_{N}(\rho) \cap\left[t_{4}, t_{1}-1\right]=\emptyset$. Note that the big jump which takes the lead happens at time $T-1$, and $T$ is the time right after the jump. In the proof it turns out that with high probability, $T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right\rceil$ for some $\delta>0$, and particle $(N, T)$ is the common ancestor of almost the whole population at time $t$.

We will have a separate notation, $\hat{\mathbf{S}}_{N}$, for the times when the leader is surpassed by a particle which performs a big jump. Note that this is not exactly the same set of times as $\mathbf{S}_{N}$ : it might happen that a particle $(i, s)$ has an offspring $(j, s+1)$, which beats the current leader ( $N, s$ ) with a big jump, but it does not become the next leader at time $s+1$ because it is beaten by another offspring particle which did not make a big jump. We define

$$
\hat{\mathbf{S}}_{N}=\hat{\mathbf{S}}_{N}(\rho):=\left\{\begin{array}{l}
s \in \llbracket t_{4}, t-1 \rrbracket: \exists(k, b) \in[N] \times\{1,2\} \text { such that }  \tag{2.18}\\
X_{k, b, s}>\rho a_{N} \text { and } \mathcal{X}_{k}(s)+X_{k, b, s}>\mathcal{X}_{N}(s)
\end{array}\right\} .
$$

We will see in Corollary 3.8 below that with high probability, $\mathbf{S}_{N}$ and $\hat{\mathbf{S}}_{N}$ coincide on certain time intervals. Sometimes we will also need to refer to the set of times when big jumps do not take the lead or beat the current leader. Therefore, with a slight abuse of notation, we will write $\mathbf{S}_{N}^{c}$ and $\hat{\mathbf{S}}_{N}^{c}$ to denote the sets of times $\llbracket t_{4}, t-1 \rrbracket \backslash \mathbf{S}_{N}$ and $\llbracket t_{4}, t-1 \rrbracket \backslash \hat{\mathbf{S}}_{N}$ respectively.

### 2.6 Reformulation

In this section, we break down the event $\mathcal{A}_{2}$ of Theorem 2.1. Our ultimate goal is to show, for a suitable choice of $\rho$, that $T=T(\rho)$, as defined in (2.17), has the properties required in $\mathcal{A}_{2}$. To this end we introduce new events which imply $\mathcal{A}_{2}$ with high probability, and only involve $T$ and the number of time- $t$ descendants of particle ( $N, T$ ) and of the particles at time $T+\varepsilon_{N} \ell_{N}$. We will use the following notation:

$$
\begin{equation*}
T^{\varepsilon_{N}}=T^{\varepsilon_{N}}(\rho):=T(\rho)+\varepsilon_{N} \ell_{N} \tag{2.19}
\end{equation*}
$$

where $\varepsilon_{N}$ is defined in (2.2). Recalling (2.12), for $i \in[N]$, we write

$$
\begin{equation*}
\mathcal{N}_{i}:=\mathcal{N}_{i, T^{\varepsilon_{N}}}(t) \tag{2.20}
\end{equation*}
$$

for the set of time- $t$ descendants of the $i$ th particle at time $T^{\varepsilon_{N}}$, and

$$
\begin{equation*}
D_{i}=D_{i, T^{\varepsilon_{N}}}(t):=\left|\mathcal{N}_{i, T^{\varepsilon_{N}}}(t)\right| \tag{2.21}
\end{equation*}
$$

for the size of this set.
For $\gamma, \delta, \rho \in(0,1)$, we introduce the event

$$
\begin{equation*}
\mathcal{A}_{3}=\mathcal{A}_{3}(t, N, \delta, \rho, \gamma):=\left\{T(\rho) \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]\right\} \cap\left\{\left|\mathcal{N}_{N, T(\rho)}(t)\right| \geq N-N^{1-\gamma}\right\} \tag{2.22}
\end{equation*}
$$

This event says that almost the whole population at time $t$ descends from particle $(N, T)$, which will imply with high probability that each particle in the uniform sample of $M$
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particles in the event $\mathcal{A}_{2}$ is a descendant of $(N, T)$. The final part of the definition of the event $\mathcal{A}_{2}$ says that no two particles at time $t$ in the uniform sample of $M$ particles share an ancestor at time $T^{\varepsilon_{N}}$. We now define an event which says that every time- $T^{\varepsilon_{N}}$ particle has at most a very small proportion of the $N$ surviving descendants at time $t$, so that with high probability none of them have two descendants in the sample of $M$ particles. For $\nu>0$ and $\rho \in(0,1)$, we let

$$
\begin{equation*}
\mathcal{A}_{4}(\nu)=\mathcal{A}_{4}(t, N, \rho, \nu):=\left\{\max _{i \in \mathcal{N}_{N, T}\left(T^{\varepsilon_{N}}\right)} D_{i, T^{\varepsilon_{N}}}(t) \leq \nu N\right\} \tag{2.23}
\end{equation*}
$$

Note that in the definition of $\mathcal{A}_{4}(\nu)$ we take the maximum only over the time- $T^{\varepsilon_{N}}$ descendants of particle $(N, T)$. It will be easy to deal with the remaining particles at time $T^{\varepsilon_{N}}$, because the event $\mathcal{A}_{3}$ implies that for $\nu>0$, if $N$ is large, particles not descended from $(N, T)$ cannot have more than $\nu N$ descendants at time $t$. In the following result, we reduce the proof of Theorem 2.1 to showing that $\mathcal{A}_{1}, \mathcal{A}_{3}$ and $\mathcal{A}_{4}(\nu)$ occur with high probability.

As part of the proof we show that the probability that two particles in the sample of $M$ at time $t$ have a common ancestor at time $T^{\varepsilon_{N}}$ can be upper bounded by little more than the sum of the probabilities of the events $\mathcal{A}_{3}^{c}$ and $\mathcal{A}_{4}(\nu)^{c}$ when $\nu$ is small. We will use this intermediate result in another argument later on in Section 6, so we state it as part of Lemma 2.5 below.
Lemma 2.5. Take $M \in \mathbb{N}$ and $\gamma, \delta, \rho, \eta \in(0,1)$, and let $0<\nu<\eta / M^{2}$. Then for all $N$ sufficiently large and $t>4 \ell_{N}$,

$$
\mathbb{P}\left(\exists j, l \in[M], j \neq l: \zeta_{\mathcal{P}_{j}, t}\left(T^{\varepsilon_{N}}\right)=\zeta_{\mathcal{P}_{l}, t}\left(T^{\varepsilon_{N}}\right)\right) \leq \mathbb{P}\left(\mathcal{A}_{3}^{c}\right)+\mathbb{P}\left(\mathcal{A}_{4}(\nu)^{c}\right)+\eta / 2
$$

and

$$
\mathbb{P}\left(\mathcal{A}_{2}^{c}\right) \leq 2 \mathbb{P}\left(\mathcal{A}_{3}^{c}\right)+\mathbb{P}\left(\mathcal{A}_{4}(\nu)^{c}\right)+\eta
$$

where $\mathcal{A}_{2}(t, N, M, \delta), \mathcal{A}_{3}(t, N, \delta, \rho, \gamma)$ and $\mathcal{A}_{4}(t, N, \rho, \nu)$ are defined in (2.4), (2.22) and (2.23) respectively, $\mathcal{P}_{j}$ is the index of a particle in the uniform sample of $M$ particles at time $t$, and $\zeta_{\mathcal{P}_{j}, t}\left(T^{\varepsilon_{N}}\right)$ is the index of the time- $T^{\varepsilon_{N}}$ ancestor of particle ( $\left.\mathcal{P}_{j}, t\right)$, defined in (2.9).

Proof. Fix $M \in \mathbb{N}$ and $\gamma, \delta, \rho, \eta \in(0,1)$. Note that by the definition of $\mathcal{A}_{2}$ in (2.4),

$$
\begin{align*}
& \left\{T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]\right\} \cap\left\{\zeta_{\mathcal{P}_{j}, t}(T)=N \forall j \in[M]\right\} \\
& \cap\left\{\zeta_{\mathcal{P}_{j}, t}\left(T^{\varepsilon_{N}}\right) \neq \zeta_{\mathcal{P}_{l}, t}\left(T^{\varepsilon_{N}}\right) \forall j, l \in[M], j \neq l\right\} \subseteq \mathcal{A}_{2} . \tag{2.24}
\end{align*}
$$

First we aim to show that for $N$ sufficiently large,

$$
\begin{equation*}
\mathbb{P}\left(\left\{T \notin\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]\right\} \cup\left\{\exists j \in[M]: \zeta_{\mathcal{P}_{j}, t}(T) \neq N\right\}\right) \leq \mathbb{P}\left(\mathcal{A}_{3}^{c}\right)+\eta / 2 \tag{2.25}
\end{equation*}
$$

Note that if $\mathcal{A}_{3}$ occurs then $T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]$, and $\mathcal{A}_{3}$ is $\mathcal{F}_{t}$-measurable, so

$$
\begin{aligned}
\mathbb{P}\left(\left\{T \notin\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]\right\}\right. & \left.\cup\left\{\exists j \in[M]: \zeta_{\mathcal{P}_{j}, t}(T) \neq N\right\}\right) \\
& \leq \mathbb{E}\left[\mathbb{1}_{\mathcal{A}_{3}} \mathbb{P}\left(\exists j \in[M]: \zeta_{\mathcal{P}_{j}, t}(T) \neq N \mid \mathcal{F}_{t}\right)\right]+\mathbb{P}\left(\mathcal{A}_{3}^{c}\right) .
\end{aligned}
$$

Now, on the event $\mathcal{A}_{3}$, at most $N^{1-\gamma}$ time- $t$ particles are not descended from $(N, T)$, and therefore a union bound on the uniformly chosen sample (which is not $\mathcal{F}_{t}$-measurable) gives that the above is at most $M N^{1-\gamma} / N+\mathbb{P}\left(\mathcal{A}_{3}^{c}\right)$. This implies (2.25) for $N$ sufficiently large.

Now fix $\nu \in\left(0, \eta / M^{2}\right)$. Our second step is to prove that for $N$ sufficiently large,

$$
\begin{equation*}
\mathbb{P}\left(\exists j, l \in[M], j \neq l: \zeta_{\mathcal{P}_{j}, t}\left(T^{\varepsilon_{N}}\right)=\zeta_{\mathcal{P}_{l}, t}\left(T^{\varepsilon_{N}}\right)\right) \leq \mathbb{P}\left(\mathcal{A}_{3}^{c}\right)+\mathbb{P}\left(\mathcal{A}_{4}(\nu)^{c}\right)+\eta / 2 \tag{2.26}
\end{equation*}
$$

which is the first part of the statement of the lemma. The event on the left-hand side means that there is a particle at time $T^{\varepsilon_{N}}$ which has at least two descendants in the sample of $M$ particles at time $t$. That is

$$
\begin{align*}
\mathbb{P}\left(\exists j, l \in[M], j \neq l: \zeta_{\mathcal{P}_{j}, t}\left(T^{\varepsilon_{N}}\right)\right. & \left.=\zeta_{\mathcal{P}_{l}, t}\left(T^{\varepsilon_{N}}\right)\right) \\
& =\mathbb{P}\left(\exists i \in[N], j, l \in[M], j \neq l:\left\{\mathcal{P}_{j}, \mathcal{P}_{l}\right\} \subseteq \mathcal{N}_{i}\right) \tag{2.27}
\end{align*}
$$

We will use that if all the $\mathcal{N}_{i}$ sets have size smaller than $\nu N$ then it is unlikely that two particles of the uniformly chosen sample will fall in the same $\mathcal{N}_{i}$ set. Since $D_{i}$ is $\mathcal{F}_{t}$-measurable for all $i$, a union bound gives

$$
\begin{align*}
& \mathbb{P}\left(\exists i \in[N], j, l \in[M], j \neq l:\left\{\mathcal{P}_{j}, \mathcal{P}_{l}\right\} \subseteq \mathcal{N}_{i}\right) \\
& \quad \leq \mathbb{E}\left[\mathbb{1}_{\left\{\max _{i \in[N]} D_{i} \leq \nu N\right\}} \sum_{i=1}^{N} \sum_{1 \leq j<l \leq M} \mathbb{P}\left(\left\{\mathcal{P}_{j}, \mathcal{P}_{l}\right\} \subseteq \mathcal{N}_{i} \mid \mathcal{F}_{t}\right)\right]+\mathbb{P}\left(\max _{i \in[N]} D_{i}>\nu N\right) \tag{2.28}
\end{align*}
$$

Since the sample is chosen uniformly at random, the first term on the right-hand side is equal to

$$
\begin{align*}
\mathbb{E}\left[\mathbb{1}_{\left\{\max _{i \in[N]} D_{i} \leq \nu N\right\}} \sum_{i=1}^{N}\binom{M}{2} \frac{\binom{D_{i}}{2}}{\binom{N}{2}}\right] & \leq \mathbb{E}\left[\mathbb{1}_{\left\{\max _{i \in[N]} D_{i} \leq \nu N\right\}} \max _{j \in[N]} D_{j}\binom{M}{2} \frac{\sum_{i=1}^{N} D_{i}}{N(N-1)}\right] \\
& \leq\binom{ M}{2} \frac{\nu N}{N-1}, \tag{2.29}
\end{align*}
$$

where in the second inequality we exploit the indicator and use that $\sum_{i=1}^{N} D_{i}=N$. In order to deal with the second term on the right-hand side of (2.28), note that the maximum is taken over all particles at time $T^{\varepsilon_{N}}$ (because of the definition of $D_{i}$ in (2.21)). Suppose $N$ is sufficiently large that $N^{1-\gamma} \leq \nu N$. Then if the event $\mathcal{A}_{3}$ occurs, particles not descended from particle $(N, T)$ (i.e. particles not in $\mathcal{N}_{N, T}\left(T^{\varepsilon_{N}}\right)$ ) have at most $\nu N$ descendants at time $t$. Therefore, by the definition of $\mathcal{A}_{4}(\nu)$,

$$
\begin{equation*}
\mathbb{P}\left(\max _{i \in[N]} D_{i}>\nu N\right) \leq \mathbb{P}\left(\mathcal{A}_{4}(\nu)^{c}\right)+\mathbb{P}\left(\max _{i \in[N] \backslash \mathcal{N}_{N, T}\left(T^{\varepsilon_{N}}\right)} D_{i}>\nu N\right) \leq \mathbb{P}\left(\mathcal{A}_{4}(\nu)^{c}\right)+\mathbb{P}\left(\mathcal{A}_{3}^{c}\right) \tag{2.30}
\end{equation*}
$$

for $N$ sufficiently large.
Putting (2.27)-(2.30) together, since we chose $\nu<\eta / M^{2}$ we have that (2.26) holds for $N$ sufficiently large. By (2.24), (2.25) and (2.26), the result follows.

We now state the two main intermediate results in the proof of Theorem 2.1, which say that, for well-chosen $\gamma, \delta$, and $\rho$, the events $\mathcal{A}_{1}, \mathcal{A}_{3}$ and $\mathcal{A}_{4}(\nu)$ occur with high probability. In Sections 3 and 4 we give the proof of Proposition 2.6, and in Section 5 we prove Proposition 2.7.
Proposition 2.6. For $\eta \in(0,1]$ there exist $0<\gamma<\delta<\rho<\eta$ such that for $N$ sufficiently large and $t>4 \ell_{N}$,

$$
\mathbb{P}\left(\mathcal{A}_{1} \cap \mathcal{A}_{3}\right)>1-\eta
$$

where $\mathcal{A}_{1}(t, N, \eta, \gamma)$ and $\mathcal{A}_{3}(t, N, \delta, \rho, \gamma)$ are defined in (2.3) and (2.22) respectively.
Proposition 2.7. Let $\eta \in(0,1]$ and $\nu>0$. Then for $\rho \in(0, \eta)$ as in Proposition 2.6, for $N$ sufficiently large and $t>4 \ell_{N}$,

$$
\mathbb{P}\left(\mathcal{A}_{4}(\nu)\right)>1-2 \eta
$$

where $\mathcal{A}_{4}(t, N, \rho, \nu)$ is defined in (2.23).
Proof of Theorem 2.1. Lemma 2.5, Proposition 2.6 and Proposition 2.7 immediately imply Theorem 2.1.

### 2.7 Strategies for the proofs of Propositions 2.6 and 2.7

Our strategy for the proof of Proposition 2.6 is based on the picture in Figure 1. For $t>4 \ell_{N}$, we will show that the following happens between times $t_{2}$ and $t$ with probability close to 1 .

1. There will be particles which lead by a large distance at times in $\left[t_{2}, t_{1}\right]$. The last such particle will be at time $T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]$ with position $\mathcal{X}_{N}(T)$.
2. The descendants of this particle are close together and far away from the the rest of the population at time $t_{1}$, forming a small (size $o(N)$ ) leader tribe.
3. At time $t$, the descendants of the small leader tribe from time $t_{1}$ form a big tribe of $N-o(N)$ particles, which descend from particle $(N, T)$ and are close to the leftmost particle.

The first part of the proof is a deterministic argument given in Section 3, which shows that if 'all goes well' between times $t_{4}$ and $t$, then steps 1-2-3 above roughly describe what happens, which will imply that the events $\mathcal{A}_{1}$ and $\mathcal{A}_{3}$ in Proposition 2.6 occur. For the deterministic argument we will introduce a number of events, which will describe sufficient criteria for $\mathcal{A}_{1}$ and $\mathcal{A}_{3}$ to happen. Once we have shown that the intersection of these events is contained in $\mathcal{A}_{1} \cap \mathcal{A}_{3}$, it is enough to prove that the probability of this intersection is close to 1 . This part will be carried out in Section 4, and consists of checking that 'all goes well' with high probability.

We describe our strategy for showing Proposition 2.7 in detail in Section 5.1. The main idea is to give a lower bound on the position of the leftmost particle at time $t$ with high probability, and then use concentration inequalities from [19] to bound the number of time-t descendants of each particle in $\mathcal{N}_{N, T}\left(T^{\varepsilon_{N}}\right)$ which can reach that lower bound by time $t$. A key intermediate step will be to see that with high probability, particles can reach the lower bound only if they have an ancestor which made a jump larger than a certain size.

## 3 Deterministic argument for the proof of Proposition 2.6

In this section we provide the main component of the proof of Proposition 2.6. We follow the plan explained in the previous section; we define new events and show that they imply $\mathcal{A}_{1}$ and $\mathcal{A}_{3}$. In Section 4, we will prove that the new events occur with high probability. The events describe a strategy designed to make sure that the majority of the population at time $t$ has a common ancestor at some time between $t_{2}$ and $t_{1}$; that is, to ensure that $\mathcal{A}_{3}$ occurs. The strategy will also show that most of the particles descended from particle $(N, T)$ cannot move too far from position $\mathcal{X}_{N}(T)$ by time $t$. Thus it will be easy to see that these descendants are near the leftmost particle at time $t$, and so $\mathcal{A}_{1}$ must occur. So although the strategy is designed for the event $\mathcal{A}_{3}$, it will imply $\mathcal{A}_{1}$ too.

In the course of the proof we will use several constants. We first give a guideline, which shows how the constants should be thought of throughout the rest of the paper, then we describe the specific assumptions we need for the rest of this section. Recall that we fixed $\alpha>0$ as in (1.3) and that we have $\eta \in(0,1]$ from the statement of Proposition 2.6. The other constants can be thought of as

$$
\begin{equation*}
0<\gamma<\delta \ll \rho \ll c_{1} \ll c_{2} \ll c_{3} \ll c_{4} \ll c_{5} \ll c_{6} \ll \eta<1 \quad \text { and } \quad K \gg \rho^{-\alpha} . \tag{3.1}
\end{equation*}
$$

As everything is constant in (3.1), we only use $\ll$ as an informal notation to say that the left-hand side is much smaller than the right-hand side.

More specifically, for the rest of this section we fix the constants $\gamma, \delta, \rho, c_{1}, c_{2}, \ldots, c_{6}, \eta$ and $K$, and assume that they satisfy

$$
\begin{gather*}
0<\gamma<\delta<\rho  \tag{3.2}\\
10 \rho<c_{1}  \tag{3.3}\\
10 c_{j}<c_{j+1}<\eta<1, \quad j=1, \ldots, 5  \tag{3.4}\\
K>\rho^{-\alpha} \tag{3.5}
\end{gather*}
$$

We will have additional conditions on these constants in Section 4, which will be consistent with the assumptions (3.2)-(3.5).

Every event we introduce below will depend on $N$, $t$ (with $t>4 \ell_{N}$ ) and on some of the constants above. In the definitions we will not indicate this dependence explicitly. Note furthermore that in the statement of Proposition 2.6, taking $N$ sufficiently large may depend on $\gamma, \delta$, or $\rho$.

### 3.1 Breaking down event $\mathcal{A}_{3}$

We begin by breaking down the event $\mathcal{A}_{3}$ from Proposition 2.6 into two other events. Then we will define a strategy for showing that these two events occur. The first event describes the particle system at time $t_{1}$; it says that there is a small leader tribe of size less than $2 N^{1-\delta}$, and every other particle is at least $c_{2} a_{N}$ to the left of this tribe. Moreover, each particle in the leading tribe descends from the same particle, $(N, T)$. The common ancestor $(N, T)$ is the last particle which breaks the record with a big jump before time $t_{1}$ (see (2.17) and also Figure 1). We also require $T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]$, which is part of the event $\mathcal{A}_{3}$.

To keep track of the size of the leader tribe we introduce notation for the number of particles which are within distance $\varepsilon a_{N}$ of the leader at time $n$ :

$$
\begin{equation*}
R_{\varepsilon, N}(n):=\max \left\{i \in[N]: \mathcal{X}_{N-i+1}(n) \geq \mathcal{X}_{N}(n)-\varepsilon a_{N}\right\}, \text { for } n \in \mathbb{N}_{0} \text { and } \varepsilon>0 \tag{3.6}
\end{equation*}
$$

Note that if $R_{\varepsilon, N}\left(t_{1}\right)<N$ then particle $\left(N-R_{\varepsilon, N}\left(t_{1}\right)+1, t_{1}\right)$ is within distance $\varepsilon a_{N}$ of the leader, but particle ( $\left.N-R_{\varepsilon, N}\left(t_{1}\right), t_{1}\right)$ is not. In the event we introduce below, we set $\varepsilon=c_{1}$ and require the distance between these two particles to be at least $c_{2} a_{N}$, showing that there is a gap between the leader tribe and the other particles. The event is defined as follows:

$$
\mathcal{B}_{1}:=\left\{\begin{array}{l}
R_{c_{1}, N}\left(t_{1}\right) \leq \min \left\{N-1,2 N^{1-\delta}\right\},  \tag{3.7}\\
\mathcal{X}_{N-R_{c_{1}, N}\left(t_{1}\right)}\left(t_{1}\right) \leq \mathcal{X}_{N-R_{c_{1}, N}\left(t_{1}\right)+1}\left(t_{1}\right)-c_{2} a_{N} \\
T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right] \text { and } \mathcal{N}_{N, T}\left(t_{1}\right)=\left\{N-R_{c_{1}, N}\left(t_{1}\right)+1, \ldots, N\right\}
\end{array}\right\}
$$

where $T=T(\rho)$ and $\mathcal{N}_{N, T}\left(t_{1}\right)$ are given by (2.17) and (2.12) respectively.
In the description of Figure 1 in Section 1.4, we explained that the descendants of particle $(N, T)$ are likely to lead at time $t_{1}$. The event $\mathcal{B}_{1}$ requires more; it also says that the leading tribe leads by a large distance, which is important to ensure that no other tribes can interfere with our heuristic picture and will be useful in Section 3.2. The most involved part of the deterministic argument in the remainder of Section 3 is to break up the event $\mathcal{B}_{1}$ into other events which happen with probability close to 1.

We now define another event which says that particles which are not in the leading tribe at time $t_{1}$ have at most $N^{1-\gamma}$ (i.e. much less than $N$ for $N$ large) descendants in total at time $t$. This will imply that the leading tribe at time $t_{1}$ will dominate the population at time $t$. We let

$$
\begin{equation*}
\mathcal{B}_{2}:=\left\{\sum_{j=1}^{N-R_{c_{1}, N}\left(t_{1}\right)}\left|\mathcal{N}_{j, t_{1}}(t)\right| \leq N^{1-\gamma}\right\} \tag{3.8}
\end{equation*}
$$

where $\mathcal{N}_{j, t_{1}}(t)$ is given by (2.12). The events which we will introduce to break down the event $\mathcal{B}_{1}$ will easily imply $\mathcal{B}_{2}$ as well. Before defining the new events we check that $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ indeed imply $\mathcal{A}_{3}$.
Lemma 3.1. Let $\mathcal{A}_{3}, \mathcal{B}_{1}$ and $\mathcal{B}_{2}$ be the events given by (2.22), (3.7) and (3.8) respectively. Then for all $N \geq 2$ and $t>4 \ell_{N}$,

$$
\mathcal{B}_{1} \cap \mathcal{B}_{2} \subseteq \mathcal{A}_{3}
$$

Proof. On the event $\mathcal{B}_{1}$, the descendants of particle $(N, T)$ are the $R_{c_{1}, N}\left(t_{1}\right)$ rightmost particles at time $t_{1}$. Thus $\mathcal{N}_{N, T}(t)$ is a disjoint union of the sets $\mathcal{N}_{j, t_{1}}(t)$ for $j \in \llbracket N-$ $R_{c_{1}, N}\left(t_{1}\right)+1, N \rrbracket$. We deduce that on the event $\mathcal{B}_{1} \cap \mathcal{B}_{2}$,

$$
\left|\mathcal{N}_{N, T}(t)\right|=\sum_{j=N-R_{c_{1}, N}\left(t_{1}\right)+1}^{N}\left|\mathcal{N}_{j, t_{1}}(t)\right| \geq N-N^{1-\gamma} .
$$

Since $T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]$ on the event $\mathcal{B}_{1}$, the result follows.

### 3.2 Breaking down events $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$

We now break down the events $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ into new events $\mathcal{C}_{1}$ to $\mathcal{C}_{7}$ whose probabilities will be easier to estimate. The majority of the work in this section consists of showing that the intersection of the new events implies $\mathcal{B}_{1}$. We can then quickly conclude that the intersection implies both $\mathcal{B}_{2}$ and $\mathcal{A}_{1}$. One of the new events will need to be further broken down in Section 3.3.

### 3.2.1 New events $\mathcal{C}_{1}$ to $\mathcal{C}_{7}$

Recall that $\llbracket s_{1}, s_{2} \rrbracket$ denotes the set of integers in the interval $\left[s_{1}, s_{2}\right]$ and that the constants $\gamma, \delta, \rho, c_{1}, c_{2}, \ldots, c_{6}, \eta$ and $K$ satisfy (3.2)-(3.5). We first introduce $\tau_{1}$ to denote the first time after $t_{2}$ when a gap of size $2 c_{3} a_{N}$ appears between the leader and the second rightmost particle:

$$
\begin{equation*}
\tau_{1}:=\inf \left\{s \geq t_{2}+1: \mathcal{X}_{N}(s)>\mathcal{X}_{N-1}(s)+2 c_{3} a_{N}\right\} \tag{3.9}
\end{equation*}
$$

The first new event we define says that such a gap appears by time $t_{1}$, that is

$$
\begin{equation*}
\mathcal{C}_{1}:=\left\{\tau_{1} \in \llbracket t_{2}+1, t_{1} \rrbracket\right\} . \tag{3.10}
\end{equation*}
$$

The next event $\mathcal{C}_{2}$ ensures that the current leading tribe keeps distance from the other tribes during the time interval $\left[\tau_{1}, t_{1}\right]$. This is important, since $\mathcal{B}_{1}$ requires a gap behind the leading tribe at time $t_{1}$. The event $\mathcal{C}_{2}$ says that if a particle is far away (at least $c_{3} a_{N}$ ) from the leader, then it cannot jump to within distance $2 c_{2} a_{N}$ of the leader's position with a single big jump (recall from (3.1) that $c_{2} \ll c_{3}$ ). That is, a particle far from the leader either stays at least $2 c_{2} a_{N}$ behind the leader, or it beats the leader by more than $2 c_{2} a_{N}$. Jumping close to the leader would require a large jump, of size greater than $c_{3} a_{N}$, restricted to an interval of size $4 c_{2} a_{N}$, which is much smaller than the size of the jump. We will see in Section 4 that the probability that such a jump occurs between times $t_{3}$ and $t_{1}$ is small. Let $Z_{i}(s)$ denote the gap between the rightmost and the $i$ th particle at time $s$ :

$$
\begin{equation*}
Z_{i}(s):=\mathcal{X}_{N}(s)-\mathcal{X}_{i}(s), \quad \text { for } s \in \mathbb{N}_{0} \text { and } i \in[N] \tag{3.11}
\end{equation*}
$$

Now we can define our next event

$$
\mathcal{C}_{2}:=\left\{\begin{array}{l}
\nexists(i, b, s) \in[N] \times\{1,2\} \times \llbracket t_{3}, t-1 \rrbracket \text { such that }  \tag{3.12}\\
Z_{i}(s) \geq c_{3} a_{N} \text { and } X_{i, b, s} \in\left(Z_{i}(s)-2 c_{2} a_{N}, Z_{i}(s)+2 c_{2} a_{N}\right]
\end{array}\right\} .
$$

We need to introduce several more events to make sure that 'all goes well'; that is, particles which we do not expect to make big jumps indeed do not make big jumps, and smaller jumps do not make too much difference on the $a_{N}$ space scale. The next event says that if a particle makes a big jump, then it will not have a descendant which makes another big jump within $\ell_{N}$ time:

$$
\mathcal{C}_{3}:=\left\{\begin{array}{l}
B_{N} \cap P_{k_{1}, s_{1}}^{k_{2}, s_{2}}=\left\{\left(k_{1}, b_{1}, s_{1}\right)\right\}  \tag{3.13}\\
\forall\left(k_{1}, b_{1}, s_{1}\right) \in B_{N}, \forall s_{2} \in \llbracket s_{1}+1, \min \left\{s_{1}+\ell_{N}+1, t\right\} \rrbracket, \forall k_{2} \in \mathcal{N}_{k_{1}, s_{1}}^{b_{1}}\left(s_{2}\right)
\end{array}\right\},
$$

where $B_{N}, P_{k_{1}, s_{1}}^{k_{2}, s_{2}}$ and $\mathcal{N}_{k_{1}, s_{1}}^{b_{1}}\left(s_{2}\right)$ are defined in (2.15), (2.10) and (2.13) respectively.
The next event says the following. Take any path between two particles in the time interval $\left[t_{4}, t\right]$. If we omit the big jumps from the path then it does not move more than distance $c_{1} a_{N}$. In particular, if there are no big jumps at all then the path moves at most $c_{1} a_{N}$. The event is given by

$$
\mathcal{C}_{4}:=\left\{\begin{array}{l}
\sum_{(i, b, s) \in P_{k_{1}, s s_{1}}^{k_{2}, s_{2}}} X_{i, b, s} \mathbb{1}_{\left\{X_{i, b, s} \leq \rho a_{N}\right\}} \leq c_{1} a_{N}  \tag{3.14}\\
\forall\left(k_{1}, s_{1}\right) \in[N] \times \llbracket t_{4}, t-1 \rrbracket, \forall s_{2} \in \llbracket s_{1}+1, t \rrbracket, \forall k_{2} \in \mathcal{N}_{k_{1}, s_{1}}\left(s_{2}\right)
\end{array}\right\}
$$

where $P_{k_{1}, s_{1}}^{k_{2}, s_{2}}$ and $\mathcal{N}_{k_{1}, s_{1}}\left(s_{2}\right)$ are defined in (2.10) and (2.12) respectively.
The last three events are simple. On $\mathcal{C}_{5}$, two big jumps cannot happen at the same time:

$$
\begin{equation*}
\mathcal{C}_{5}:=\left\{\left|B_{N} \cap\{(k, b, s):(k, b) \in[N] \times\{1,2\}\}\right| \leq 1 \forall s \in \llbracket t_{4}, t-1 \rrbracket\right\} \tag{3.15}
\end{equation*}
$$

Then $\mathcal{C}_{6}$ excludes big jumps which happen either right after time $t_{2}$ or very close to time $t_{1}$ :

$$
\begin{equation*}
\mathcal{C}_{6}:=\left\{B_{N}^{\left[t_{2}, t_{2}+\left\lceil\delta \ell_{N}\right\rceil\right]} \cup B_{N}^{\left[t_{1}-\left\lceil\delta \ell_{N}\right\rceil, t_{1}+\left\lceil\delta \ell_{N}\right\rceil\right]}=\emptyset\right\} \tag{3.16}
\end{equation*}
$$

where $B_{N}^{\left[s_{1}, s_{2}\right]}$ is defined in (2.14). Finally, $\mathcal{C}_{7}$ gives a bound on the number of big jumps:

$$
\begin{equation*}
\mathcal{C}_{7}:=\left\{\left|B_{N}\right| \leq K\right\}, \tag{3.17}
\end{equation*}
$$

where we recall that we chose $K$ to be a positive constant at the start of Section 3.
Now we can state the main result of this subsection. It says that on the events $\mathcal{C}_{1}$ to $\mathcal{C}_{7}$ the events $\mathcal{B}_{1}, \mathcal{B}_{2}$ and $\mathcal{A}_{1}$ occur, and therefore $\mathcal{A}_{3}$ occurs as well. We have an additional event in Proposition 3.2 below, which says that the diameter of the particle cloud at time $t_{1}$ is larger than $\frac{3}{2} c_{3} a_{N}$. As part of the proposition we also show that $\mathcal{C}_{1}$ to $\mathcal{C}_{7}$ imply this event, because it will be useful in another argument later on in Section 6.
Proposition 3.2. Let $\eta \in(0,1]$, and assume that the constants $\gamma, \delta, \rho, c_{1}, c_{2}, \ldots, c_{6}, K$ satisfy (3.2)-(3.5). Then for $N$ sufficiently large that $2 K N^{-\delta}<N^{-\gamma}<1$ and $t>4 \ell_{N}$,

$$
\bigcap_{j=1}^{7} \mathcal{C}_{j} \subseteq \mathcal{B}_{1} \cap \mathcal{B}_{2} \cap \mathcal{A}_{1} \cap\left\{d\left(\mathcal{X}\left(t_{1}\right)\right) \geq \frac{3}{2} c_{3} a_{N}\right\} \subseteq \mathcal{A}_{1} \cap \mathcal{A}_{3} \cap\left\{d\left(\mathcal{X}\left(t_{1}\right)\right) \geq \frac{3}{2} c_{3} a_{N}\right\}
$$

where $\mathcal{B}_{1}, \mathcal{B}_{2}, \mathcal{A}_{1}$ and $\mathcal{A}_{3}$ are defined in (3.7), (3.8), (2.3) and (2.22) respectively, and $\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots, \mathcal{C}_{7}$ are given by (3.10) and (3.12)-(3.17).

Note that the second inclusion in Proposition 3.2 follows directly from Lemma 3.1.

### 3.2.2 $\mathcal{C}_{1}$ to $\mathcal{C}_{7}$ imply $\mathcal{B}_{1}, \mathcal{B}_{2}$ and $\mathcal{A}_{1}$ : proof of Proposition 3.2

We start by proving some easy lemmas which hold on the event $\bigcap_{j=1}^{7} \mathcal{C}_{j}$, and which will be applied in the course of the proof of Proposition 3.2.

The first lemma gives another way of writing the event $\mathcal{C}_{4}$, which will be more convenient to use in this section. (The definition of $\mathcal{C}_{4}$ will be easier to work with when we show, in Section 4 , that $\mathcal{C}_{4}$ occurs with high probability.) The lemma says that on the event $\mathcal{C}_{4}$, if a path moves more than $c_{1} a_{N}$ then it must contain a big jump.
Lemma 3.3. On the event $\mathcal{C}_{4}$, for all $\left(k_{1}, s_{1}\right) \in[N] \times \llbracket t_{4}, t-1 \rrbracket, s_{2} \in \llbracket s_{1}+1, t \rrbracket$ and $k_{2} \in$ $\mathcal{N}_{k_{1}, s_{1}}\left(s_{2}\right)$,

$$
\mathcal{X}_{k_{2}}\left(s_{2}\right)>\mathcal{X}_{k_{1}}\left(s_{1}\right)+c_{1} a_{N} \Longrightarrow B_{N} \cap P_{k_{1}, s_{1}}^{k_{2}, s_{2}} \neq \emptyset,
$$

where $B_{N}, \mathcal{N}_{k_{1}, s_{1}}\left(s_{2}\right)$ and $P_{k_{1}, s_{1}}^{k_{2}, s_{2}}$ are defined in (2.15), (2.12) and (2.10) respectively.
Proof. Let $\left(k_{1}, s_{1}\right) \in[N] \times \llbracket t_{4}, t-1 \rrbracket, s_{2} \in \llbracket s_{1}+1, t \rrbracket$, and $k_{2} \in \mathcal{N}_{k_{1}, s_{1}}\left(s_{2}\right)$. Assume that $B_{N} \cap P_{k_{1}, s_{1}}^{k_{2}, s_{2}}=\emptyset$, and the event $\mathcal{C}_{4}$ occurs. Then by (2.11),

$$
\begin{aligned}
\mathcal{X}_{k_{2}}\left(s_{2}\right) & =\mathcal{X}_{k_{1}}\left(s_{1}\right)+\sum_{(i, b, s) \in P_{k_{1}, s_{1}}^{k_{2}, s_{2}}} X_{i, b, s}=\mathcal{X}_{k_{1}}\left(s_{1}\right)+\sum_{(i, b, s) \in P_{k_{1}, s_{1}}^{k_{2}, s_{2}}} X_{i, b, s} \mathbb{1}_{\left\{X_{i, b, s} \leq \rho a_{N}\right\}} \\
& \leq \mathcal{X}_{k_{1}}\left(s_{1}\right)+c_{1} a_{N}
\end{aligned}
$$

by the definition of the event $\mathcal{C}_{4}$, which completes the proof.
The next lemma says that on the event $\mathcal{C}_{3} \cap \mathcal{C}_{4}$, if a path of length at most $\ell_{N}$ starts with a big jump then it moves distance at most $c_{1} a_{N}$ after the big jump.
Lemma 3.4. On the event $\mathcal{C}_{3} \cap \mathcal{C}_{4}$, for all $\left(k_{1}, b_{1}, s_{1}\right) \in B_{N}, s_{2} \in \llbracket s_{1}+1, \min \left\{s_{1}+\ell_{N}, t\right\} \rrbracket$ and $k_{2} \in \mathcal{N}_{k_{1}, s_{1}}^{b_{1}}\left(s_{2}\right)$,

$$
\mathcal{X}_{k_{2}}\left(s_{2}\right) \leq \mathcal{X}_{k_{1}}\left(s_{1}\right)+X_{k_{1}, b_{1}, s_{1}}+c_{1} a_{N}
$$

where $B_{N}$ and $\mathcal{N}_{k_{1}, s_{1}}^{b_{1}}\left(s_{2}\right)$ are defined in (2.15) and (2.13) respectively.
Proof. Let $l \in[N]$ be such that $\left(k_{1}, s_{1}\right) \lesssim b_{1}\left(l, s_{1}+1\right)$, so that

$$
\begin{equation*}
\mathcal{X}_{l}\left(s_{1}+1\right)=\mathcal{X}_{k_{1}}\left(s_{1}\right)+X_{k_{1}, b_{1}, s_{1}} . \tag{3.18}
\end{equation*}
$$

If $s_{2}=s_{1}+1$ then we are done; from now on assume $s_{2} \geq s_{1}+2$. Since $X_{k_{1}, b_{1}, s_{1}}$ is a big jump, on the event $\mathcal{C}_{3}$ there are no further big jumps on the path between particles $\left(l, s_{1}+1\right)$ and $\left(k_{2}, s_{2}\right)$, that is $B_{N} \cap P_{l, s_{1}+1}^{k_{2}, s_{2}}=\emptyset$. Therefore, by Lemma 3.3 we have $\mathcal{X}_{k_{2}}\left(s_{2}\right) \leq \mathcal{X}_{l}\left(s_{1}+1\right)+c_{1} a_{N}$, which, together with (3.18), completes the proof.

In the next lemma, we describe how we can exploit the fact that on the event $\mathcal{C}_{5}$ there are never two big jumps at the same time. First, the event $\mathcal{C}_{5}$ tells us that if a particle makes a big jump, then the other particles move very little at the time of the jump. Second, it also implies that if a particle significantly beats the current leader with a big jump, then it becomes the new leader, and the gap behind this new leader will be roughly the distance by which it beat the previous leader. Both statements follow immediately from the setup, but will be useful for example in the proofs of Corollaries 3.7 and 3.8 below, and later on in the proofs of Propositions 3.11 and 2.2 as well.

Lemma 3.5. On the event $\mathcal{C}_{5}$, for all $(k, b, s) \in B_{N}$,
(a) $\mathcal{X}_{j}(s+1) \leq \mathcal{X}_{N}(s)+\rho a_{N}$ for all $j \in[N] \backslash \mathcal{N}_{k, s}^{b}(s+1)$, and
(b) if $\mathcal{X}_{k}(s)+X_{k, b, s}>\mathcal{X}_{N}(s)+c a_{N}$ for some $c>\rho$, then $(k, s) \lesssim_{b}(N, s+1)$ and $\mathcal{X}_{N}(s+1)-\mathcal{X}_{N-1}(s+1)>(c-\rho) a_{N}$.

Proof. Assume that $\mathcal{C}_{5}$ occurs and fix $k, b, s$ as in the statement. Let $j \in[N] \backslash \mathcal{N}_{k, s}^{b}(s+1)$ be arbitrary. Assume that $i \in[N]$ and $b_{i} \in\{1,2\}$ are such that $(i, s) \lesssim_{b_{i}}(j, s+1)$, and so $\mathcal{X}_{j}(s+1)=\mathcal{X}_{i}(s)+X_{i, b_{i}, s}$, with $\left(i, b_{i}\right) \in([N] \times\{1,2\}) \backslash\{(k, b)\}$. By the definition of the event $\mathcal{C}_{5}, X_{k, b, s}$ is the only big jump at time $s$. Thus we have $X_{i, b_{i}, s} \leq \rho a_{N}$, and by bounding the $i$ th particle's position at time $s$ by the rightmost position at time $s$ we get

$$
\mathcal{X}_{j}(s+1)=\mathcal{X}_{i}(s)+X_{i, b_{i}, s} \leq \mathcal{X}_{N}(s)+\rho a_{N}
$$

which completes the proof of part (a). Furthermore, if the condition in (b) holds, then we also have

$$
\begin{equation*}
\mathcal{X}_{j}(s+1) \leq \mathcal{X}_{N}(s)+\rho a_{N}<\mathcal{X}_{k}(s)+X_{k, b, s}-(c-\rho) a_{N} \tag{3.19}
\end{equation*}
$$

Since (3.19) holds for any $j \in[N] \backslash \mathcal{N}_{k, s}^{b}(s+1)$ and we are assuming $c>\rho$, we conclude that $(k, s) \lesssim_{b}(N, s+1)$, and the result follows by taking $j=N-1$ in (3.19).

The next lemma says that if $\mathcal{C}_{3} \cap \mathcal{C}_{4}$ occurs then all big jumps in the time interval $\left[t_{3}, t-1\right]$ come from close to the leftmost particle. Our heuristics suggest this should be true, because we expect most particles to be close to the leftmost particle at a typical time. However, the proof only relies on the assumption that the events $\mathcal{C}_{3}$ and $\mathcal{C}_{4}$ occur.
Lemma 3.6. On the event $\mathcal{C}_{3} \cap \mathcal{C}_{4}$,

$$
\mathcal{X}_{k}(s) \leq \mathcal{X}_{1}(s)+c_{1} a_{N} \quad \forall(k, b, s) \in B_{N}^{\left[t_{3}, t-1\right]}
$$

Proof. Take $s \in \llbracket t_{3}, t-1 \rrbracket, k \in[N]$ and $b \in\{1,2\}$, and assume that we have $X_{k, b, s}>\rho a_{N}$. Let $i_{k}=\zeta_{k, s}\left(s-\ell_{N}\right)$ be the time- $\left(s-\ell_{N}\right)$ ancestor of particle $(k, s)$ (recall (2.9)). Since $(k, b, s) \in B_{N}$, by the definition of the event $\mathcal{C}_{3}$, we must have $B_{N} \cap P_{i_{k}, s-\ell_{N}}^{k, s}=\emptyset$. Then by Lemma 3.3 we have

$$
\begin{equation*}
\mathcal{X}_{k}(s) \leq \mathcal{X}_{i_{k}}\left(s-\ell_{N}\right)+c_{1} a_{N} . \tag{3.20}
\end{equation*}
$$

Furthermore, at time $s$ every particle is to the right of $\mathcal{X}_{i_{k}}\left(s-\ell_{N}\right)$, by Lemma 2.4. This means $\mathcal{X}_{i_{k}}\left(s-\ell_{N}\right) \leq \mathcal{X}_{1}(s)$, and so $\mathcal{X}_{k}(s) \leq \mathcal{X}_{1}(s)+c_{1} a_{N}$ by (3.20).

We will use Lemma 3.6 to prove the next result, which says that on the event $\bigcap_{j=2}^{5} \mathcal{C}_{j}$, if the diameter of the cloud of particles is large and a particle makes a big jump, then either it takes the lead and will be significantly ahead of the second rightmost particle, or it stays significantly behind the leader.
Corollary 3.7. On the event $\bigcap_{j=2}^{5} \mathcal{C}_{j}$, if $(k, b, s) \in B_{N}^{\left[t_{3}, t-1\right]}$ and $d(\mathcal{X}(s)) \geq\left(c_{3}+c_{1}\right) a_{N}$ then
(a) if $X_{k, b, s}>Z_{k}(s)$ then $\mathcal{X}_{N}(s+1)=\mathcal{X}_{k}(s)+X_{k, b, s}>\mathcal{X}_{N-1}(s+1)+\left(2 c_{2}-\rho\right) a_{N}$, and
(b) if $X_{k, b, s} \leq Z_{k}(s)$ then $\mathcal{X}_{k}(s)+X_{k, b, s} \leq \mathcal{X}_{N}(s)-2 c_{2} a_{N}$,
where $Z_{k}(s)$ and $\mathcal{C}_{2}, \ldots, \mathcal{C}_{5}$ are given by (3.11)-(3.15).
Proof. Since $X_{k, b, s}$ is a big jump, by Lemma 3.6 and the fact that $d(\mathcal{X}(s))=\mathcal{X}_{N}(s)-$ $\mathcal{X}_{1}(s) \geq\left(c_{3}+c_{1}\right) a_{N}$,

$$
\mathcal{X}_{k}(s) \leq \mathcal{X}_{1}(s)+c_{1} a_{N} \leq \mathcal{X}_{N}(s)-c_{3} a_{N}
$$

Hence the gap between the $k$ th particle and the rightmost particle is bounded below by $c_{3} a_{N}$ :

$$
\begin{equation*}
Z_{k}(s) \geq c_{3} a_{N} \tag{3.21}
\end{equation*}
$$

It follows that if $X_{k, b, s}>Z_{k}(s)$, by the definition of the event $\mathcal{C}_{2}$ we have $X_{k, b, s}>$ $Z_{k}(s)+2 c_{2} a_{N}$, which implies that

$$
X_{k, b, s}+\mathcal{X}_{k}(s)>\mathcal{X}_{N}(s)+2 c_{2} a_{N} .
$$

Since $2 c_{2}>\rho$ by (3.3) and (3.4), Lemma 3.5(b) implies the statement of part (a). If instead $X_{k, b, s} \leq Z_{k}(s)$, then by (3.21) and the definition of $\mathcal{C}_{2}$, we have $X_{k, b, s} \leq Z_{k}(s)-2 c_{2} a_{N}$, which completes the proof.

The next result says that on the event $\bigcap_{j=2}^{5} \mathcal{C}_{j}$, if the diameter of the cloud of particles is big at some time $s$, then if at time $s$ or $s-1$ a particle makes a big jump which beats the current leader, this particle becomes the new leader.
Corollary 3.8. On the event $\bigcap_{j=2}^{5} \mathcal{C}_{j}$, for all $s \in \llbracket t_{3}+1, t-1 \rrbracket$, if $d(\mathcal{X}(s)) \geq \frac{3}{2} c_{3} a_{N}$ then

$$
s \in \mathbf{S}_{N} \Longleftrightarrow s \in \hat{\mathbf{S}}_{N} \quad \text { and } \quad s-1 \in \mathbf{S}_{N} \Longleftrightarrow s-1 \in \hat{\mathbf{S}}_{N}
$$

where $\mathbf{S}_{N}$ and $\hat{\mathbf{S}}_{N}$ are defined in (2.16) and (2.18).
Proof. Take $s \in \llbracket t_{3}+1, t-1 \rrbracket$ and suppose $d(\mathcal{X}(s)) \geq \frac{3}{2} c_{3} a_{N}$.
If $s \in \mathbf{S}_{N}$, then there exists $(k, b, s) \in B_{N}$ such that $\mathcal{X}_{k}(s)+X_{k, b, s}=\mathcal{X}_{N}(s+1) \geq \mathcal{X}_{N}(s)$, where we used monotonicity for the inequality. To show that $s \in \hat{\mathbf{S}}_{N}$, we need to show that in fact $\mathcal{X}_{k}(s)+X_{k, b, s}>\mathcal{X}_{N}(s)$, i.e. the inequality is strict, but this follows from Corollary 3.7 (b), which applies since $d(\mathcal{X}(s)) \geq \frac{3}{2} c_{3} a_{N} \geq\left(c_{1}+c_{3}\right) a_{N}$ by (3.4).

Now suppose $s \in \hat{\mathbf{S}}_{N}$. Since $d(\mathcal{X}(s)) \geq \frac{3}{2} c_{3} a_{N} \geq\left(c_{1}+c_{3}\right) a_{N}$, and by the definition of $\hat{\mathbf{S}}_{N}$, the conditions of Corollary 3.7(a) hold for $(k, b, s)$, for some $(k, b) \in[N] \times\{1,2\}$. Then Corollary 3.7(a) implies that $s \in \mathbf{S}_{N}$, and therefore the first equivalence in the statement holds.

If $d(\mathcal{X}(s-1)) \geq\left(c_{3}+c_{1}\right) a_{N}$, then we can repeat the proof of the first equivalence to show that $s-1 \in \mathbf{S}_{N} \Longleftrightarrow s-1 \in \hat{\mathbf{S}}_{N}$.

If instead $d(\mathcal{X}(s-1))<\left(c_{3}+c_{1}\right) a_{N}$ we argue as follows. Suppose $s-1 \in \mathbf{S}_{N}$. Then there exists $(k, b, s-1) \in B_{N}$ such that

$$
\mathcal{X}_{k}(s-1)+X_{k, b, s-1}=\mathcal{X}_{N}(s) \geq \mathcal{X}_{N}(s-1)
$$

which means $X_{k, b, s-1} \geq Z_{k}(s-1)$. Now $X_{k, b, s-1}=Z_{k}(s-1)$ is impossible because, with the assumption that $d(\mathcal{X}(s-1))<\left(c_{3}+c_{1}\right) a_{N}$, it would imply

$$
\mathcal{X}_{N}(s)=\mathcal{X}_{k}(s-1)+Z_{k}(s-1)=\mathcal{X}_{N}(s-1)<\mathcal{X}_{1}(s-1)+\left(c_{3}+c_{1}\right) a_{N}<\mathcal{X}_{1}(s)+\frac{3}{2} c_{3} a_{N}
$$

by monotonicity and (3.4). This contradicts the assumption $d(\mathcal{X}(s)) \geq \frac{3}{2} c_{3} a_{N}$ from the statement of this corollary. Hence, we must have $X_{k, b, s-1}>Z_{k}(s-1)$, and so $s-1 \in \hat{\mathbf{S}}_{N}$.

Now suppose $s-1 \in \hat{\mathbf{S}}_{N}$, and take $(k, b, s-1) \in B_{N}$ such that $\mathcal{X}_{k}(s-1)+X_{k, b, s-1}>$ $\mathcal{X}_{N}(s-1)$. Then by Lemma 3.5(a) and the assumption on $d(\mathcal{X}(s-1))$, for all $j \in$ $[N] \backslash \mathcal{N}_{k, s-1}^{b}(s)$ we have

$$
\mathcal{X}_{j}(s) \leq \mathcal{X}_{N}(s-1)+\rho a_{N}<\mathcal{X}_{1}(s-1)+\left(c_{3}+c_{1}+\rho\right) a_{N} .
$$

By monotonicity, (3.3) and (3.4) this is strictly smaller than $\mathcal{X}_{1}(s)+\frac{3}{2} c_{3} a_{N}$. Thus, at time $s$, all particles not in $\mathcal{N}_{k, s-1}^{b}(s)$ are closer than distance $\frac{3}{2} c_{3} a_{N}$ to the leftmost particle. Hence, since we assumed that $d(\mathcal{X}(s)) \geq \frac{3}{2} c_{3} a_{N}$, we must have $(k, s-1) \lesssim_{b}(N, s)$, which means that $s-1 \in \mathbf{S}_{N}$.

The last property we state before the proof of Proposition 3.2 says the following. First, if no particle beats the leader with a big jump for a time interval of length at most $\ell_{N}$, then the leader's position does not change much during this time. We will use the extra condition that the diameter is not too small to prove this easily; if the diameter is too small then jumps that are "almost big" could complicate matters. Second, the lemma says that if the diameter becomes small at some point, then it cannot become too large within $\ell_{N}$ time, if there is no particle which beats the leader with a big jump. Recall the definition of $\hat{\mathbf{S}}_{N}$ from (2.18).
Lemma 3.9. On the event $\bigcap_{j=2}^{5} \mathcal{C}_{j}$, for all $s \in \llbracket t_{3}, t_{1}-1 \rrbracket$ and $\Delta s \in\left[\ell_{N}\right]$, if $s+\Delta s \leq t_{1}$ and $\llbracket s, s+\Delta s-1 \rrbracket \subseteq \hat{\mathbf{S}}_{N}^{c}$ then the following statements hold:
(a) If $d(\mathcal{X}(r)) \geq \frac{3}{2} c_{3} a_{N}$ for all $r \in \llbracket s, s+\Delta s-1 \rrbracket$, then $\mathcal{X}_{N}(s+\Delta s) \leq \mathcal{X}_{N}(s)+c_{1} a_{N}$. In particular, if $\Delta s=\ell_{N}$ then $d\left(\mathcal{X}\left(s+\ell_{N}\right)\right) \leq c_{1} a_{N}$.
(b) If there exists $r \in \llbracket s, s+\Delta s-1 \rrbracket$ such that $d(\mathcal{X}(r)) \leq \frac{3}{2} c_{3} a_{N}$, then $d(\mathcal{X}(s+\Delta s)) \leq$ $\frac{3}{2} c_{3} a_{N}+2 c_{1} a_{N}$.

Proof. First we prove part (a). Let $i, j \in[N]$ with $(i, s) \lesssim(j, s+\Delta s)$. Assume that there is a big jump on the path between $\mathcal{X}_{i}(s)$ and $\mathcal{X}_{j}(s+\Delta s)$ at time $s^{\prime} \in \llbracket s, s+\Delta s-1 \rrbracket$, i.e. there exists $\left(k^{\prime}, b^{\prime}, s^{\prime}\right) \in B_{N} \cap P_{i, s}^{j, s+\Delta s}$. Since we assume $s^{\prime} \in \hat{\mathbf{S}}_{N}^{c}$, we have $\mathcal{X}_{k^{\prime}}\left(s^{\prime}\right)+X_{k^{\prime}, b^{\prime}, s^{\prime}} \leq$ $\mathcal{X}_{N}\left(s^{\prime}\right)$. Then since we assume $d\left(\mathcal{X}\left(s^{\prime}\right)\right) \geq \frac{3}{2} c_{3} a_{N}>\left(c_{3}+c_{1}\right) a_{N}$ by (3.4), we can apply Corollary 3.7(b) to obtain

$$
\begin{equation*}
\mathcal{X}_{k^{\prime}}\left(s^{\prime}\right)+X_{k^{\prime}, b^{\prime}, s^{\prime}} \leq \mathcal{X}_{N}\left(s^{\prime}\right)-2 c_{2} a_{N} \tag{3.22}
\end{equation*}
$$

Therefore, first by Lemma 3.4, second by (3.22), and third by monotonicity and (3.4) we get

$$
\mathcal{X}_{j}(s+\Delta s) \leq \mathcal{X}_{k^{\prime}}\left(s^{\prime}\right)+X_{k^{\prime}, b^{\prime}, s^{\prime}}+c_{1} a_{N} \leq \mathcal{X}_{N}\left(s^{\prime}\right)-2 c_{2} a_{N}+c_{1} a_{N}<\mathcal{X}_{N}(s+\Delta s)
$$

Hence $j \neq N$, which means that the leader at time $s+\Delta s$ must be a particle which does not have an ancestor which made a big jump in the time interval $[s, s+\Delta s-1]$. That is, $B_{N} \cap P_{i, s}^{N, s+\Delta s}=\emptyset$ for all $i \in[N]$. But then by Lemma 3.3 we must have

$$
\mathcal{X}_{N}(s+\Delta s) \leq \mathcal{X}_{N}(s)+c_{1} a_{N}
$$

which shows the first statement of part (a). By Lemma 2.4 we also have $\mathcal{X}_{1}\left(s+\ell_{N}\right) \geq$ $\mathcal{X}_{N}(s)$, and the second statement of part (a) follows.

Now we prove part (b). Let $\tau_{d}$ denote the last time before $s+\Delta s$ when the diameter is at most $\frac{3}{2} c_{3} a_{N}$, that is

$$
\tau_{d}=\sup \left\{r \leq s+\Delta s: d(\mathcal{X}(r)) \leq \frac{3}{2} c_{3} a_{N}\right\}
$$

By our assumption in part (b) we have $\tau_{d} \geq s$.
If $\tau_{d}=s+\Delta s$ then we are done. Assume instead that $\tau_{d}<s+\Delta s$. Then we can estimate the leftmost particle position at time $s+\Delta s$ using monotonicity and the definition of $\tau_{d}$ :

$$
\begin{equation*}
\mathcal{X}_{1}(s+\Delta s) \geq \mathcal{X}_{1}\left(\tau_{d}\right) \geq \mathcal{X}_{N}\left(\tau_{d}\right)-\frac{3}{2} c_{3} a_{N} \tag{3.23}
\end{equation*}
$$

To estimate the rightmost position, we first use the fact that $\tau_{d} \in \llbracket s, s+\Delta s-1 \rrbracket \subseteq \hat{\mathbf{S}}_{N}^{c}$ and $d\left(\mathcal{X}\left(\tau_{d}+1\right)\right)>\frac{3}{2} c_{3} a_{N}$ by the definition of $\tau_{d}$. Hence, the second equivalence of Corollary 3.8 implies that $\tau_{d} \in \mathbf{S}_{N}^{c}$; that is, no big jump takes the lead at time $\tau_{d}+1$. Thus, for some $(k, b) \in[N] \times\{1,2\}$ we have

$$
\begin{equation*}
\mathcal{X}_{N}\left(\tau_{d}+1\right)=\mathcal{X}_{k}\left(\tau_{d}\right)+X_{k, b, \tau_{d}} \leq \mathcal{X}_{N}\left(\tau_{d}\right)+\rho a_{N} \tag{3.24}
\end{equation*}
$$

Now (3.23), (3.24) and (3.3) show that if $\tau_{d}=s+\Delta s-1$ then we are done. Assume instead that $\tau_{d}<s+\Delta s-1$. Then we can apply part (a) for the time interval $\left[\tau_{d}+1, s+\Delta s\right]$, because $d(\mathcal{X}(r))>\frac{3}{2} c_{3} a_{N} \forall r \in \llbracket \tau_{d}+1, s+\Delta s \rrbracket$ by the definition of $\tau_{d}$. So by part (a) and then by (3.24) we have

$$
\begin{equation*}
\mathcal{X}_{N}(s+\Delta s) \leq \mathcal{X}_{N}\left(\tau_{d}+1\right)+c_{1} a_{N} \leq \mathcal{X}_{N}\left(\tau_{d}\right)+\left(\rho+c_{1}\right) a_{N} \tag{3.25}
\end{equation*}
$$

Now (3.25), (3.23) and (3.3) yield part (b).

Proof of Proposition 3.2. The main effort of this proof is in showing that the $\mathcal{C}_{i}$ events imply $\mathcal{B}_{1}$. So we want to see a leader tribe at time $t_{1}$ in which all the particles are descended from particle $(N, T)$, and are significantly to the right of all the particles not descended from particle $(N, T)$. We begin by giving an outline of how this will be proved.

Outline of proof that $\mathcal{C}_{1}$ to $\mathcal{C}_{7}$ imply $\mathcal{B}_{1}$
Assume the event $\cap_{j=1}^{7} \mathcal{C}_{j}$ occurs. On the event $\mathcal{C}_{1}$ there will be a time $\tau_{1} \in\left[t_{2}+1, t_{1}\right]$ when the leader, particle $\left(N, \tau_{1}\right)$, is a distance more than $2 c_{3} a_{N}$ ahead of the second rightmost (and every other) particle. Having this gap at time $\tau_{1}$ will ensure that the back of the population is further than $\frac{3}{2} c_{3} a_{N}$ away from the leader at all times up to $t_{1}$. That is, the diameter cannot be too small after time $\tau_{1}$, and so we will be able to apply Corollary 3.7.

It is a possibility that on the time interval $\left[\tau_{1}, t_{1}\right]$, every particle not descended from $\left(N, \tau_{1}\right)$ stays further than roughly $2 c_{2} a_{N}$ to the left of the tribe descending from $\left(N, \tau_{1}\right)$. Then we will have the desired leader tribe with a gap behind it at time $t_{1}$. Alternatively, the tribe of particle $\left(N, \tau_{1}\right)$ may be surpassed by other particles. But then, by Corollary $3.7(\mathrm{a})$, the leader must be beaten by at least roughly $2 c_{2} a_{N}$. The new leader's descendants might be surpassed too, but again by at least $2 c_{2} a_{N}$. Then, after the last time $T$ when a tribe is surpassed before $t_{1}$ (i.e. the last time when a big jump takes the lead, see (2.17)), no particle will make a big jump that gets closer to the leader tribe than $2 c_{2} a_{N}$, by Corollary 3.7 (b). We will see that this implies that at time $t_{1}$, the leader tribe will be further away than $c_{2} a_{N}$ from all the other particles. This argument works if the particles of the tribes do not move far from the position of their ancestor which made a big jump. We have this property due to Lemma 3.4.

Therefore, the proof will expand on the following steps:
(i) The record is broken by a big jump at time $\tau_{1}$. Therefore time $T$, the last time when the record is broken by a big jump before time $t_{1}$, is either at time $\tau_{1}$ or later.
(ii) The diameter is at least $\frac{3}{2} c_{3} a_{N}$ between times $\tau_{1}$ and $t_{1}$.

We will show that the back of the population stays far behind $\mathcal{X}_{N}\left(\tau_{1}\right)$, because of the small number of big jumps compared to the number of particles. This is useful, because most of the lemmas and corollaries above will apply if the diameter is not too small.
(iii) At time $T$, the last time before $t_{1}$ when a particle takes the lead with a big jump, there will be a gap of size at least $\frac{3}{2} c_{2} a_{N}$ between the leader $(N, T)$ and the second rightmost particle $(N-1, T)$.
This step follows by Corollary 3.7(a), which we can apply because of step (ii). If the diameter is big and the leader is beaten, then the new leader will lead by a large distance.
(iv) Every other particle stays at least distance $c_{2} a_{N}$ behind the descendants of particle $(N, T)$ until time $t_{1}$.
This is mainly due to steps (ii) and (iii) and Corollary 3.7(b): if the diameter is big and the leader is not beaten by a big jump, then big jumps will arrive far behind the leader. Therefore, the gap behind the leader tribe created in step (iii) will remain until time $t_{1}$.
(v) The leading tribe has the size required by the event $\mathcal{B}_{1}$, and thus the event $\mathcal{B}_{1}$ occurs.
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Proof that $\mathcal{C}_{1}$ to $\mathcal{C}_{7}$ imply $\mathcal{B}_{1}$
We now give a detailed proof, following steps (i)-(v) above, that

$$
\begin{equation*}
\bigcap_{j=1}^{7} \mathcal{C}_{j} \subseteq \mathcal{B}_{1} \tag{3.26}
\end{equation*}
$$

Assume that $\bigcap_{j=1}^{7} \mathcal{C}_{j}$ occurs. We first check that we have $T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]$ by proving the following statement.

Step (i). We have $t_{2}+\left\lceil\delta \ell_{N}\right\rceil<\tau_{1} \leq T \leq t_{1}-\left\lceil\delta \ell_{N}\right\rceil$, where $\tau_{1}$ and $T$ are defined in (3.9) and (2.17).

In order to see this, we will use the following simple property:

$$
\begin{equation*}
\mathcal{X}_{j}(s-1) \leq \mathcal{X}_{N-1}(s) \quad \forall s \in \mathbb{N} \text { and } j \in[N] . \tag{3.27}
\end{equation*}
$$

Indeed, since all jumps are non-negative, and particle ( $N, s-1$ ) has two offspring, there are at least two particles to the right of (or at) position $\mathcal{X}_{N}(s-1)$ at time $s$. Thus $\mathcal{X}_{N}(s-1) \leq \mathcal{X}_{N-1}(s)$, which shows (3.27).

By the definition of the event $\mathcal{C}_{1}$, we have $\tau_{1} \in \llbracket t_{2}+1, t_{1} \rrbracket$. Let $(\hat{J}, \hat{b}) \in[N] \times\{1,2\}$ be such that $\left(\hat{J}, \tau_{1}-1\right) \lesssim_{\hat{b}}\left(N, \tau_{1}\right)$, and so $\mathcal{X}_{N}\left(\tau_{1}\right)=\mathcal{X}_{\hat{J}}\left(\tau_{1}-1\right)+X_{\hat{J}, \hat{b}, \tau_{1}-1}$. It also follows from (3.27) that $\mathcal{X}_{\hat{J}}\left(\tau_{1}-1\right) \leq \mathcal{X}_{N-1}\left(\tau_{1}\right)$. Hence the definition of $\tau_{1}$ in (3.9) implies that $X_{\hat{J}, \hat{b}, \tau_{1}-1}>2 c_{3} a_{N}$, which means that $X_{\hat{J}, \hat{b}, \tau_{1}-1}$ is a big jump, and so cannot happen on the time interval $\left[t_{2}, t_{2}+\left\lceil\delta \ell_{N}\right\rceil\right]$ by the definition of $\mathcal{C}_{6}$. This implies the first inequality in Step (i). We also notice that $X_{\hat{J}, \hat{b}, \tau_{1}-1}$ is a big jump which takes the lead at time $\tau_{1}$, that is $\tau_{1}-1 \in \mathbf{S}_{N}$ (see (2.16)). Then we have $T \geq \tau_{1}$ by the definition of $T$ in (2.17), which shows the second inequality of Step (i). Furthermore, the definition of $T$ also shows that $T>t_{1}-\left\lceil\delta \ell_{N}\right\rceil$ is not possible on $\mathcal{C}_{6}$, which concludes the third inequality and the proof of Step (i).

Since we now know that $T \neq 0$, particle $(N, T)$ is the last particle which broke the record with a big jump before time $t_{1}$. Take $\left(J, b^{*}\right) \in[N] \times\{1,2\}$ such that $(J, T-1) \lesssim_{b^{*}}(N, T)$, so

$$
\begin{equation*}
\mathcal{X}_{N}(T)=\mathcal{X}_{J}(T-1)+X_{J, b^{*}, T-1} \tag{3.28}
\end{equation*}
$$

with $X_{J, b^{*}, T-1}>\rho a_{N}$. That is, at time $T-1$ the $J$ th particle's $b^{*}$ th offspring performed a big jump $X_{J, b^{*}, T-1}$, with which it became the leader at time $T$ at position $\mathcal{X}_{N}(T)$. We will show that at time $t_{1}$ there is a leader tribe in which every particle descends from particle $(N, T)$. Our next step towards this statement is to show that the diameter is large between times $\tau_{1}$ and $t_{1}$.

Step (ii). We have $d(\mathcal{X}(s)) \geq \frac{3}{2} c_{3} a_{N}$ for all $s \in \llbracket \tau_{1}, t_{1} \rrbracket$.
We prove Step (ii) by showing that the number of particles within distance $\frac{3}{2} c_{3} a_{N}$ of the leader is strictly smaller than $N$ at all times in $\llbracket \tau_{1}, t_{1} \rrbracket$.

Let $s \in \llbracket \tau_{1}, t_{1} \rrbracket$. Consider an arbitrary particle $(i, s)$ in the population at time $s$. We first claim that if

$$
\begin{equation*}
\mathcal{X}_{i}(s)>\mathcal{X}_{N}\left(\tau_{1}\right)-\frac{3}{2} c_{3} a_{N} \tag{3.29}
\end{equation*}
$$

then particle $(i, s)$ has an ancestor which made a big jump at some time $\tilde{s} \in \llbracket \tau_{1}-1, s-1 \rrbracket$. That is, if (3.29) holds then

$$
\begin{equation*}
B_{N} \cap P_{j, \tau_{1}-1}^{i, s} \neq \emptyset, \quad \text { for some } j \in[N] . \tag{3.30}
\end{equation*}
$$
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To see this, we notice that

$$
\begin{equation*}
\mathcal{X}_{j}\left(\tau_{1}-1\right) \leq \mathcal{X}_{N-1}\left(\tau_{1}\right)<\mathcal{X}_{N}\left(\tau_{1}\right)-2 c_{3} a_{N} \quad \forall j \in[N], \tag{3.31}
\end{equation*}
$$

where the first inequality follows by (3.27), and the second from the definition of $\tau_{1}$. Therefore, by (3.29), (3.31) and (3.4), we have

$$
\begin{equation*}
\mathcal{X}_{i}(s)>\mathcal{X}_{j}\left(\tau_{1}-1\right)+c_{1} a_{N} \quad \forall j \in[N] \tag{3.32}
\end{equation*}
$$

In particular, this holds for $j \in[N]$ such that $\left(j, \tau_{1}-1\right) \lesssim(i, s)$. Therefore (3.30) must hold by Lemma 3.3, showing that our claim is true.

Thus, every particle which is to the right of $\mathcal{X}_{N}\left(\tau_{1}\right)-\frac{3}{2} c_{3} a_{N}$ at time $s$ has an ancestor which made a big jump between times $\tau_{1}-1$ and $s-1$. This gives us the following bound:

$$
\begin{equation*}
\#\left\{i \in[N]: \mathcal{X}_{i}(s)>\mathcal{X}_{N}\left(\tau_{1}\right)-\frac{3}{2} c_{3} a_{N}\right\} \leq \sum_{(l, b, r) \in B_{N}^{\left[\tau_{1}-1, s-1\right]}}\left|\mathcal{N}_{l, r}^{b}(s)\right| \tag{3.33}
\end{equation*}
$$

where $\mathcal{N}_{l, r}^{b}(s)$ and $B_{N}^{\left[\tau_{1}-1, s-1\right]}$ are defined in (2.13) and (2.14) respectively. On the righthand side we sum the number of descendants of all particles which made a big jump between times $\tau_{1}-1$ and $s-1$. We want to show that this is smaller than $N$, because that means that there must be at least one particle to the left of (or at) $\mathcal{X}_{N}\left(\tau_{1}\right)-\frac{3}{2} c_{3} a_{N}$ at time $s$.

Since $\left[\tau_{1}-1, s\right] \subseteq\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}\right]$ by Step (i), any particle at a time in $\left[\tau_{1}-1, s-1\right]$ has at most $2^{t_{1}-\left(t_{2}+\left\lceil\delta \ell_{N}\right\rceil\right)}$ descendants at time $s$. Furthermore, the number of big jumps in the time interval $\left[\tau_{1}-1, s-1\right]$ is at most $K$, by the definition of $\mathcal{C}_{7}$. Hence, by (3.33) and then since $t_{1}-t_{2}=\ell_{N}$,

$$
\begin{equation*}
\#\left\{i \in[N]: \mathcal{X}_{i}(s)>\mathcal{X}_{N}\left(\tau_{1}\right)-\frac{3}{2} c_{3} a_{N}\right\} \leq K 2^{t_{1}-\left(t_{2}+\left\lceil\delta \ell_{N}\right\rceil\right)} \leq 2 K N^{1-\delta}<N \tag{3.34}
\end{equation*}
$$

by our assumption on $N$ in the statement of Proposition 3.2. Therefore, by (3.34) and monotonicity we must have $\mathcal{X}_{1}(s) \leq \mathcal{X}_{N}\left(\tau_{1}\right)-\frac{3}{2} c_{3} a_{N} \leq \mathcal{X}_{N}(s)-\frac{3}{2} c_{3} a_{N}$, which concludes the proof of Step (ii).

Next we show that there is a gap between the two rightmost particles at time $T$.
Step (iii). We have $\mathcal{X}_{N-1}(T)+\frac{3}{2} c_{2} a_{N}<\mathcal{X}_{N}(T)$.
Note that we have $\tau_{1} \leq T$ by Step (i). If $T=\tau_{1}$ then the statement of Step (iii) holds by the definition of $\tau_{1}$ and (3.4).

Suppose instead that $T>\tau_{1}$. We now check the conditions of Corollary 3.7(a). Recall from (3.28) that $X_{J, b^{*}, T-1}$ is a big jump. Since the particle performing the jump $X_{J, b^{*}, T-1}$ becomes the leader at time $T$, we have $X_{J, b^{*}, T-1} \geq Z_{J}(T-1)$, where $Z_{J}(T-1)$ is the gap between the $J$ th particle and the leader at time $T-1$. Also note that $\left(J, b^{*}, T-1\right) \in B_{N}^{\left[t_{2}, t_{1}\right]}$, and that by Step (ii) and (3.4) we have $d(\mathcal{X}(T-1))>\left(c_{3}+c_{1}\right) a_{N}$. Therefore Corollary 3.7 (using part (a) when $X_{J, b^{*}, T-1}>Z_{J}(T-1$ ); part (b) shows that we cannot have $X_{J, b^{*}, T-1}=Z_{J}(T-1)$ since otherwise the particle performing the jump $X_{J, b^{*}, T-1}$ would not take the lead at time $T$ ) implies

$$
\mathcal{X}_{N}(T)=\mathcal{X}_{J}(T-1)+X_{J, b^{*}, T-1}>\mathcal{X}_{N-1}(T)+\left(2 c_{2}-\rho\right) a_{N}
$$

which together with (3.3) and (3.4) shows the statement of Step (iii).
In Step (iv) we show that every particle which does not descend from particle $(N, T)$ is to the left of $\mathcal{X}_{N}(T)-c_{2} a_{N}$ at time $t_{1}$.
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Step (iv). Let $i \in[N-1]$ and $j \in[N]$. If $(i, T) \lesssim\left(j, t_{1}\right)$ then $\mathcal{X}_{j}\left(t_{1}\right) \leq \mathcal{X}_{N}(T)-c_{2} a_{N}$.
First we will use Lemma 3.9(a) to bound $\mathcal{X}_{N}\left(t_{1}\right)$. Since $T$ is the last time when a particle took the lead with a big jump before time $t_{1}$, we have $\llbracket T, t_{1}-1 \rrbracket \subseteq \mathbf{S}_{N}^{c}$, where $\mathbf{S}_{N}$ is defined in (2.16). By Corollary 3.8 and Steps (i) and (ii), it follows that $\llbracket T, t_{1}-1 \rrbracket \subseteq \hat{\mathbf{S}}_{N}^{c}$. Therefore the conditions of Lemma 3.9(a) hold with $s=T$ and $\Delta s=t_{1}-T$. Then Lemma 3.9(a) yields

$$
\begin{equation*}
\mathcal{X}_{N}\left(t_{1}\right) \leq \mathcal{X}_{N}(T)+c_{1} a_{N} . \tag{3.35}
\end{equation*}
$$

Now we prove the upper bound on $\mathcal{X}_{j}\left(t_{1}\right)$ in the statement of Step (iv). Let us first consider the case in which there is no big jump in the path between particles $(i, T)$ and $\left(j, t_{1}\right)$, i.e. $B_{N} \cap P_{i, T}^{j, t_{1}}=\emptyset$. Then, by Lemma 3.3, Step (iii) and (3.4) we have

$$
\mathcal{X}_{j}\left(t_{1}\right) \leq \mathcal{X}_{i}(T)+c_{1} a_{N}<\mathcal{X}_{N}(T)-\frac{3}{2} c_{2} a_{N}+c_{1} a_{N}<\mathcal{X}_{N}(T)-c_{2} a_{N}
$$

which shows that the statement of Step (iv) holds in this case.
Now suppose instead that there exists a big jump on the path between particles $(i, T)$ and $\left(j, t_{1}\right)$, so assume we have some $(l, b, r) \in B_{N} \cap P_{i, T}^{j, t_{1}}$. We will show that, even with the big jump $X_{l, b, r}$, particle $\left(j, t_{1}\right)$ cannot arrive close to the leader particle $\left(N, t_{1}\right)$ at time $t_{1}$. This fact together with (3.35) will imply Step (iv).

We know that $\llbracket T, t_{1}-1 \rrbracket \subseteq \hat{\mathbf{S}}_{N}^{c}$, and so, in particular, the leader at time $r$ is not beaten by the big jump $X_{l, b, r}$. Hence by the definition of $Z_{l}(r)$ in (3.11) we have $X_{l, b, r} \leq Z_{l}(r)$. Therefore, because of Steps (i) and (ii) and by (3.4), Corollary 3.7(b) applies, which implies

$$
\begin{equation*}
\mathcal{X}_{l}(r)+X_{l, b, r} \leq \mathcal{X}_{N}(r)-2 c_{2} a_{N} \tag{3.36}
\end{equation*}
$$

Now by Lemma 3.4 and since $t_{1}-T<\ell_{N}$ by Step (i), then by (3.36), and finally by monotonicity,

$$
\begin{equation*}
\mathcal{X}_{j}\left(t_{1}\right) \leq \mathcal{X}_{l}(r)+X_{l, b, r}+c_{1} a_{N} \leq \mathcal{X}_{N}(r)-2 c_{2} a_{N}+c_{1} a_{N} \leq \mathcal{X}_{N}\left(t_{1}\right)-2 c_{2} a_{N}+c_{1} a_{N} \tag{3.37}
\end{equation*}
$$

Putting (3.37) and (3.35) together and then using (3.4), we obtain

$$
\mathcal{X}_{j}\left(t_{1}\right) \leq \mathcal{X}_{N}(T)-2 c_{2} a_{N}+2 c_{1} a_{N} \leq \mathcal{X}_{N}(T)-c_{2} a_{N}
$$

which finishes the proof of Step (iv).
Step (v). The event $\mathcal{B}_{1}$, as defined in (3.7), occurs.
Let us simplify the notation by writing $R=R_{c_{1}, N}\left(t_{1}\right)$, where $R_{c_{1}, N}\left(t_{1}\right)$ is given by (3.6). To prove that $\mathcal{B}_{1}$ occurs, we first show that

$$
\begin{equation*}
\mathcal{N}_{N, T}\left(t_{1}\right)=\left\{j \in[N]: \mathcal{X}_{j}\left(t_{1}\right) \geq \mathcal{X}_{N}\left(t_{1}\right)-c_{1} a_{N}\right\}=\{N-R+1, \ldots, N\} \tag{3.38}
\end{equation*}
$$

The second equality follows directly from the definition of $R$; we will prove the first equality.

Note that Step (iv) implies that every descendant of particle ( $N, T$ ) survives until time $t_{1}$, that is $\left|\mathcal{N}_{N, T}\left(t_{1}\right)\right|=2^{t_{1}-T}>1$. Indeed, by Step (i) and our assumption on $N$ we have $2^{t_{1}-T} \leq 2 N^{1-\delta}<N$, thus at time $t_{1}$ there are at least $2^{t_{1}-T}$ particles to the right of (or at) position $\mathcal{X}_{N}(T)$ by Lemma 2.4. By Step (iv), particles not descended from particle $(N, T)$ are to the left of position $\mathcal{X}_{N}(T)$ at time $t_{1}$. Therefore, particle $(N, T)$ must have $2^{t_{1}-T}$ surviving descendants at time $t_{1}$, since otherwise there would not be $2^{t_{1}-T}$ particles to the right of (or at) position $\mathcal{X}_{N}(T)$.
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The above argument also implies that the leader at time $t_{1}$ must be a descendant of particle $(N, T)$, i.e. $N \in \mathcal{N}_{N, T}\left(t_{1}\right)$. Furthermore, as all jumps are non-negative, and by (3.35), we have

$$
\begin{equation*}
\mathcal{X}_{k}\left(t_{1}\right) \in\left[\mathcal{X}_{N}(T), \mathcal{X}_{N}(T)+c_{1} a_{N}\right] \quad \forall k \in \mathcal{N}_{N, T}\left(t_{1}\right) . \tag{3.39}
\end{equation*}
$$

In particular, using the above and (3.35) again, we must have $\mathcal{X}_{k}\left(t_{1}\right) \geq \mathcal{X}_{N}(T) \geq \mathcal{X}_{N}\left(t_{1}\right)-$ $c_{1} a_{N}$ for all $k \in \mathcal{N}_{N, T}\left(t_{1}\right)$.

By Step (iv) and then by monotonicity and (3.4),

$$
\mathcal{X}_{j}\left(t_{1}\right) \leq \mathcal{X}_{N}(T)-c_{2} a_{N}<\mathcal{X}_{N}\left(t_{1}\right)-c_{1} a_{N} \quad \forall j \in[N] \backslash \mathcal{N}_{N, T}\left(t_{1}\right)
$$

and (3.38) follows.
Next we check that

$$
\begin{equation*}
\mathcal{X}_{N-R}\left(t_{1}\right) \leq \mathcal{X}_{N-R+1}\left(t_{1}\right)-c_{2} a_{N} \tag{3.40}
\end{equation*}
$$

By (3.38) we see that $N-R+1 \in \mathcal{N}_{N, T}\left(t_{1}\right)$ and $N-R \notin \mathcal{N}_{N, T}\left(t_{1}\right)$. Therefore, Step (iv) and (3.39) imply (3.40).

Finally, we need to show that

$$
\begin{equation*}
R \leq 2 N^{1-\delta} \tag{3.41}
\end{equation*}
$$

We have that

$$
R=|\{N-R+1, \ldots, N\}|=\left|\mathcal{N}_{N, T}\left(t_{1}\right)\right| \leq 2^{t_{1}-\left(t_{2}+\left\lceil\delta \ell_{N}\right\rceil\right)} \leq 2 N^{1-\delta}
$$

where in the second equality we used (3.38), and the inequality follows since $T>$ $t_{2}+\left\lceil\delta \ell_{N}\right\rceil$ by Step (i). Therefore by Step (i), (3.38), (3.40) and (3.41), $\mathcal{B}_{1}$ occurs, which concludes Step (v).

This completes the proof of (3.26).

## Proof that $\mathcal{C}_{1}$ to $\mathcal{C}_{7}$ imply $\mathcal{B}_{2}$

Recall the definition of the event $\mathcal{B}_{2}$ in (3.8). We now prove that

$$
\begin{equation*}
\mathcal{B}_{1} \cap \mathcal{C}_{4} \cap \mathcal{C}_{6} \cap \mathcal{C}_{7} \subseteq \mathcal{B}_{2} \tag{3.42}
\end{equation*}
$$

which implies $\bigcap_{j=1}^{7} \mathcal{C}_{j} \subseteq \mathcal{B}_{2}$ because of (3.26).
Assume that $\mathcal{B}_{1} \cap \mathcal{C}_{4} \cap \mathcal{C}_{6} \cap \mathcal{C}_{7}$ occurs. Again write $R=R_{c_{1}, N}\left(t_{1}\right)$, where $R_{c_{1}, N}\left(t_{1}\right)$ is defined using (3.6). Take $j \in[N-R]$ and consider particle ( $j, t_{1}$ ). Then, by the definition of the event $\mathcal{B}_{1}$ in (3.7), and since the leader at time $t_{1}$ is to the right of every particle at time $t_{1}$, we have

$$
\begin{equation*}
\mathcal{X}_{j}\left(t_{1}\right) \leq \mathcal{X}_{N-R+1}\left(t_{1}\right)-c_{2} a_{N} \leq \mathcal{X}_{N}\left(t_{1}\right)-c_{2} a_{N} . \tag{3.43}
\end{equation*}
$$

Now suppose that the $i$ th particle at time $t$ is a descendant of particle $\left(j, t_{1}\right)$, i.e. $i \in$ $\mathcal{N}_{j, t_{1}}(t)$. Lemma 2.4 implies that every particle at time $t$ is to the right of (or at) $\mathcal{X}_{N}\left(t_{1}\right)$. Thus we have $\mathcal{X}_{i}(t) \geq \mathcal{X}_{N}\left(t_{1}\right)$, which together with (3.43) and (3.4) implies

$$
\mathcal{X}_{i}(t)>\mathcal{X}_{j}\left(t_{1}\right)+c_{1} a_{N} .
$$

Thus, by Lemma 3.3, there must be a big jump in the path between particles $\left(j, t_{1}\right)$ and $(i, t)$; that is, we must have $B_{N} \cap P_{j, t_{1}}^{i, t} \neq \emptyset$.

Therefore we can bound the number of time- $t$ descendants of particles $\left(1, t_{1}\right),\left(2, t_{1}\right)$, $\ldots,\left(N-R, t_{1}\right)$ by the number of descendants of particles which made a big jump between times $t_{1}$ and $t-1$ :

$$
\begin{equation*}
\sum_{j=1}^{N-R}\left|\mathcal{N}_{j, t_{1}}(t)\right| \leq \sum_{(k, b, s) \in B_{N}^{\left[t_{1}, t-1\right]}}\left|\mathcal{N}_{k, s}^{b}(t)\right| \tag{3.44}
\end{equation*}
$$

By the definition of the event $\mathcal{C}_{6}$, no particle makes a big jump in the time interval $\left[t_{1}-\left\lceil\delta \ell_{N}\right\rceil, t_{1}+\left\lceil\delta \ell_{N}\right\rceil\right]$. Hence, any particle which made a big jump between times $t_{1}$ and $t-1$ can have at most $2^{t-\left(t_{1}+\left\lceil\delta \ell_{N}\right\rceil\right)}$ descendants at time $t$. Furthermore, by the definition of $\mathcal{C}_{7},\left|B_{N}^{\left[t_{1}, t-1\right]}\right| \leq K$. Putting these observations together with (3.44) we obtain

$$
\begin{equation*}
\sum_{j=1}^{N-R}\left|\mathcal{N}_{j, t_{1}}(t)\right| \leq 2 K N^{1-\delta}<N^{1-\gamma} \tag{3.45}
\end{equation*}
$$

by our assumption on $N$ in the statement of the proposition. This completes the proof of (3.42).

Proof that $\mathcal{C}_{1}$ to $\mathcal{C}_{7}$ imply $\mathcal{A}_{1}$
Recall the definition of $\mathcal{A}_{1}$ in (2.3). We now complete the proof of Proposition 3.2 by showing that

$$
\begin{equation*}
\bigcap_{j=1}^{7} \mathcal{C}_{j} \subseteq \mathcal{A}_{1} \tag{3.46}
\end{equation*}
$$

Assume $\bigcap_{j=1}^{7} \mathcal{C}_{j}$ occurs. Let $i, j \in[N]$ be such that $\left(j, t_{1}\right) \lesssim(i, t)$. Assume first that $B_{N} \cap P_{j, t_{1}}^{i, t}=\emptyset$. Then, by Lemma 3.3 and using the leader's position as an upper bound, we obtain

$$
\mathcal{X}_{i}(t) \leq \mathcal{X}_{j}\left(t_{1}\right)+c_{1} a_{N} \leq \mathcal{X}_{N}\left(t_{1}\right)+c_{1} a_{N} \leq \mathcal{X}_{1}(t)+c_{1} a_{N},
$$

where the last inequality follows by Lemma 2.4. Thus, recalling the definition of $L_{c_{1}, N}(t)$ in (2.1), we have $i \in\left[L_{c_{1}, N}(t)\right]$. Therefore, if $i>L_{c_{1}, N}(t)$ then we must have $B_{N} \cap P_{j, t_{1}}^{i, t} \neq \emptyset$. It follows that

$$
N-L_{c_{1}, N}(t) \leq \sum_{(k, b, s) \in B_{N}^{\left[t_{1}, t-1\right]}}\left|\mathcal{N}_{k, s}^{b}(t)\right|<N^{1-\gamma}
$$

by the same argument as for (3.45). Since we took $c_{1}<\eta$ in (3.4), we now have $L_{\eta, N}(t) \geq N-N^{1-\gamma}$, which finishes the proof of (3.46). The proof of Proposition 3.2 then follows from (3.26), (3.42), (3.46) and Step (ii).

### 3.3 Breaking down event $\mathcal{C}_{1}$

We have now broken down the events $\mathcal{B}_{1}, \mathcal{B}_{2}$ and $\mathcal{A}_{1}$ into simpler events $\mathcal{C}_{1}$ to $\mathcal{C}_{7}$. In Section 4 we will be able to show directly that the events $\mathcal{C}_{2}$ to $\mathcal{C}_{7}$ occur with high probability. However, we will need to break $\mathcal{C}_{1}$ down further, into simpler events that we will show occur with high probability in Section 4. In this section we carry out the task of breaking down $\mathcal{C}_{1}$, which says that a gap of size $2 c_{3} a_{N}$ appears behind the rightmost particle at some point during the time interval $\left[t_{2}+1, t_{1}\right]$ (see (3.10)), into simpler events. Recall that we assumed $t>4 \ell_{N}$, and that the constants $\eta \in(0,1], \gamma, \delta, \rho, c_{1}, c_{2}, \ldots, c_{6}, K$ satisfy (3.2)-(3.5).

The first event we introduce is the same as the event $\mathcal{C}_{2}$ in (3.12), except with larger gaps and jumps. That is, if a particle is more than $c_{4} a_{N}$ away from the leader, then it does not jump to within distance $3 c_{3} a_{N}$ of the leader's position with a single big jump (recall that $c_{3} \ll c_{4}$ ). We let

$$
\mathcal{D}_{1}:=\left\{\begin{array}{l}
\nexists(i, b, s) \in[N] \times\{1,2\} \times \llbracket t_{3}, t-1 \rrbracket \text { such that }  \tag{3.47}\\
X_{i, b, s} \in\left(Z_{i}(s)-3 c_{3} a_{N}, Z_{i}(s)+3 c_{3} a_{N}\right] \text { and } Z_{i}(s) \geq c_{4} a_{N}
\end{array}\right\}
$$

where $Z_{i}(s)$ is the gap between the $i$ th and the rightmost particle. The reason behind the definition of $\mathcal{D}_{1}$ is the following. Assume that a big jump beats the leader at a time when the diameter is fairly $\operatorname{big}\left(>\frac{3}{2} c_{4} a_{N}\right)$. Then the event $\mathcal{D}_{1}$, together with the events $\mathcal{C}_{3}, \mathcal{C}_{4}$ and $\mathcal{C}_{5}$, implies that this particle must become the new leader and it will lead by at least
$\left(3 c_{3}-\rho\right) a_{N}$, which will be enough to show that $\mathcal{C}_{1}$ occurs. We state this as a corollary below, which we will use later on in this section.
Corollary 3.10. On the event $\mathcal{D}_{1} \cap \mathcal{C}_{3} \cap \mathcal{C}_{4} \cap \mathcal{C}_{5}$, if $(k, b, s) \in B_{N}^{\left[t_{3}, t-1\right]}, d(\mathcal{X}(s)) \geq\left(c_{4}+c_{1}\right) a_{N}$ and $X_{k, b, s}>Z_{k}(s)$, then

$$
\mathcal{X}_{N}(s+1)=\mathcal{X}_{k}(s)+X_{k, b, s}>\mathcal{X}_{N-1}(s+1)+\left(3 c_{3}-\rho\right) a_{N}
$$

where $Z_{k}(s), \mathcal{D}_{1}$ and $\mathcal{C}_{3}, \mathcal{C}_{4}, \mathcal{C}_{5}$ are given by (3.11), (3.47) and (3.13)-(3.15) respectively, and $B_{N}^{\left[t_{3}, t-1\right]}$ is defined in (2.14).

Proof. The statement follows by exactly the same argument as for Corollary 3.7(a), if we replace $\mathcal{C}_{2}$ by $\mathcal{D}_{1}, c_{3}$ by $c_{4}$ and $2 c_{2}$ by $3 c_{3}$.

The next two events will ensure that the record is broken in the time interval $\left[t_{2}+1, t_{1}\right]$. The first event says that there is a jump of size greater than $2 c_{4} a_{N}$ in every interval of length $c_{5} \ell_{N}$ in $\left[t_{3}, t_{1}\right]$ (recall $c_{4} \ll c_{5}$ ). We define

$$
\begin{equation*}
\mathcal{D}_{2}:=\left\{\forall s \in \llbracket t_{3}, t_{1}-c_{5} \ell_{N} \rrbracket, \exists(k, b, \hat{s}) \in[N] \times\{1,2\} \times \llbracket s, s+c_{5} \ell_{N} \rrbracket: X_{k, b, \hat{s}}>2 c_{4} a_{N}\right\} \tag{3.48}
\end{equation*}
$$

The event $\mathcal{D}_{2}$ will be useful if at some point in the time interval $\left[t_{2}, t_{1}\right]$ the diameter is not too large ( $\leq \frac{3}{2} c_{4} a_{N}$ ). If $\mathcal{D}_{2}$ occurs then shortly after this point a jump of size larger than $2 c_{4} a_{N}$ happens. We will show that this jump breaks the record, and the particle performing this jump will lead by at least $2 c_{3} a_{N}$. The reason for this is that the jump size ( $>2 c_{4} a_{N}$ ) is much greater than the preceding diameter ( $\leq \frac{3}{2} c_{4} a_{N}$ ), and that $c_{3} \ll c_{4}$.

The next event says that there will be a jump of size greater than $2 c_{6} a_{N}$ between times $t_{2}$ and $t_{2}+\left\lceil\ell_{N} / 2\right\rceil$ (recall $c_{6} \gg c_{5}$ ). Let

$$
\begin{equation*}
\mathcal{D}_{3}:=\left\{\exists(i, b, s) \in[N] \times\{1,2\} \times \llbracket t_{2}, t_{2}+\left\lceil\ell_{N} / 2\right\rceil \rrbracket: X_{i, b, s}>2 c_{6} a_{N}\right\} . \tag{3.49}
\end{equation*}
$$

The next event says that there is no jump of size greater than $c_{6} a_{N}$ shortly before time $t_{2}$. We let

$$
\begin{equation*}
\mathcal{D}_{4}:=\left\{\nexists(i, b, s) \in[N] \times\{1,2\} \times \llbracket t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil, t_{2} \rrbracket: X_{i, b, s}>c_{6} a_{N}\right\} \tag{3.50}
\end{equation*}
$$

(recall $c_{5} \ll c_{6}$ ). Our last event excludes jumps of size in a certain small range in a certain short time interval. The starting point of this time interval will be the first time after $t_{2}$ when the diameter is at most $\frac{3}{2} c_{4} a_{N}$ :

$$
\begin{equation*}
\tau_{2}:=\inf \left\{s \geq t_{2}: d(\mathcal{X}(s)) \leq \frac{3}{2} c_{4} a_{N}\right\} \tag{3.51}
\end{equation*}
$$

and we define the event

$$
\mathcal{D}_{5}:=\left\{\begin{array}{l}
\nexists(k, b, s) \in[N] \times\{1,2\} \times \llbracket \tau_{2}, \tau_{2}+c_{5} \ell_{N} \rrbracket:  \tag{3.52}\\
X_{k, b, s} \in\left(2 c_{4} a_{N}, 2 c_{4} a_{N}+3 c_{3} a_{N}\right]
\end{array}\right\}
$$

We can now state the main result of this subsection.
Proposition 3.11. Let $\eta \in(0,1]$, and assume that the constants $\gamma, \delta, \rho, c_{1}, c_{2}, \ldots, c_{6}, K$ satisfy (3.2)-(3.5). For all $N \geq 2$ sufficiently large that $\ell_{N}-\left\lceil c_{5} \ell_{N}\right\rceil \geq\left\lceil\ell_{N} / 2\right\rceil$ and $t>4 \ell_{N}$,

$$
\bigcap_{j=2}^{7} \mathcal{C}_{j} \cap \bigcap_{i=1}^{5} \mathcal{D}_{i} \subseteq \mathcal{C}_{1}
$$

where $\mathcal{D}_{1}, \ldots, \mathcal{D}_{5}$ are defined in (3.47)-(3.50) and (3.52) respectively, and $\mathcal{C}_{1}, \ldots, \mathcal{C}_{7}$ are defined in (3.10) and (3.12)-(3.17) respectively.

Before giving a precise proof of Proposition 3.11, we give an outline of the argument, which is divided into four separate cases. Suppose $\bigcap_{j=2}^{7} \mathcal{C}_{j} \cap \bigcap_{i=1}^{5} \mathcal{D}_{i}$ occurs.

Case 1: Suppose there is a time $\tau_{2} \in\left[t_{2}, t_{1}-c_{5} \ell_{N}\right]$ when the diameter is not too large (at most $\frac{3}{2} c_{4} a_{N}$ ). Then shortly after time $\tau_{2}$, there will be a jump of size larger than $2 c_{4} a_{N}$, by the definition of the event $\mathcal{D}_{2}$. We will show that the particle making this jump breaks the record and will lead by a distance larger than $2 c_{3} a_{N}$. The proof will also use the definition of the event $\mathcal{D}_{5}$.

Case 2(a): Suppose the diameter is larger than $\frac{3}{2} c_{4} a_{N}$ at all times in $\left[t_{2}, t_{1}-c_{5} \ell_{N}\right]$, but the record is broken by a big jump at some point in this time interval. Then Corollary 3.10 tells us that there will be a gap of size greater than $2 c_{3} a_{N}$ behind the new record.

Case 2(b): Suppose the diameter is larger than $\frac{3}{2} c_{4} a_{N}$ at all times in $\left[t_{2}, t_{1}-c_{5} \ell_{N}\right]$. If the record is not broken on the time interval $\left[t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil, t_{1}-c_{5} \ell_{N}\right]$, then using Lemma 3.9, we can show that the diameter is less than $\frac{3}{2} c_{4} a_{N}$ at time $t_{1}-\left\lceil c_{5} \ell_{N}\right\rceil$, giving us a contradiction. Thus this case is impossible.

Case 2(c): Suppose the diameter is larger than $\frac{3}{2} c_{4} a_{N}$ at all times in $\left[t_{2}, t_{1}-c_{5} \ell_{N}\right]$. Now consider the case that the record is not broken on the time interval $\left[t_{2}, t_{1}-c_{5} \ell_{N}\right]$, but is broken shortly before $t_{2}$, during the time interval $\left[t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil, t_{2}-1\right]$. By the definition of the event $\mathcal{D}_{4}$, this jump cannot be very big. Therefore, we will see that the new leader will be beaten by the first jump of size greater than $2 c_{6} a_{N}$, if the record has not already been broken before that. There will be a jump of size greater than $2 c_{6} a_{N}$ before time $t_{2}+\left\lceil\ell_{N} / 2\right\rceil$ because of the event $\mathcal{D}_{3}$, so the record must be broken by a big jump before time $t_{1}-c_{5} \ell_{N}$. This again gives us a contradiction, meaning that Case 2(c) is also impossible.

We now prove Proposition 3.11, using cases 1, 2(a), 2(b) and 2(c) as described above.
Proof of Proposition 3.11. Fix $\eta \in(0,1]$ and take constants $\gamma, \delta, \rho, c_{1}, c_{2}, \ldots, c_{6}, K$ as in (3.2)-(3.5). Let us assume that $\bigcap_{j=2}^{7} \mathcal{C}_{j} \cap \bigcap_{i=1}^{5} \mathcal{D}_{i}$ occurs.

Case 1: $t_{2} \leq \tau_{2} \leq t_{1}-c_{5} \ell_{N}$.
In this case, by the definition of $\tau_{2}$ we have

$$
\begin{equation*}
d\left(\mathcal{X}\left(\tau_{2}\right)\right) \leq \frac{3}{2} c_{4} a_{N} \tag{3.53}
\end{equation*}
$$

Let us now consider the first jump of size greater than $2 c_{4} a_{N}$ after time $\tau_{2}$; that is, let

$$
\begin{equation*}
s^{*}=\inf \left\{s \geq \tau_{2}: \exists(k, b) \in[N] \times\{1,2\} \text { such that } X_{k, b, s}>2 c_{4} a_{N}\right\} \in \llbracket \tau_{2}, \tau_{2}+c_{5} \ell_{N} \rrbracket \tag{3.54}
\end{equation*}
$$

by the definition of the event $\mathcal{D}_{2}$ in (3.48). Take $\left(k^{*}, b^{*}\right) \in[N] \times\{1,2\}$ such that $X_{k^{*}, b^{*}, s^{*}}>$ $2 c_{4} a_{N}$ (there is a unique choice of the pair $\left(k^{*}, b^{*}\right)$ by the definition of the event $\mathcal{C}_{5}$ ). We will show that the jump $X_{k^{*}, b^{*}, s^{*}}$ creates a gap of size larger than $2 c_{3} a_{N}$ behind the leader. We do this in two steps. First we show that the diameter is not too large right before the jump $X_{k^{*}, b^{*}, s^{*}}$ occurs; then we show that a gap is created.
(i) We claim that

$$
\begin{equation*}
d\left(\mathcal{X}\left(s^{*}\right)\right) \leq 2 c_{4} a_{N}+c_{2} a_{N} . \tag{3.55}
\end{equation*}
$$

Now we prove the claim. By (3.53), the claim holds if $s^{*}=\tau_{2}$. Suppose on the other hand that $s^{*}>\tau_{2}$. Let $j \in[N]$ be arbitrary, and then take $i \in[N]$ such that
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$\left(i, \tau_{2}\right) \lesssim\left(j, s^{*}\right)$. We will show that particle $\left(j, s^{*}\right)$ is within distance $\left(2 c_{4}+c_{2}\right) a_{N}$ of the leftmost particle at time $s^{*}$. We consider two cases, depending on whether there is a big jump on the path between $\mathcal{X}_{i}\left(\tau_{2}\right)$ and $\mathcal{X}_{j}\left(s^{*}\right)$.

- If $B_{N} \cap P_{i, \tau_{2}}^{j, s^{*}}=\emptyset$, then by Lemma 3.3, (3.53) and monotonicity,

$$
\begin{equation*}
\mathcal{X}_{j}\left(s^{*}\right) \leq \mathcal{X}_{i}\left(\tau_{2}\right)+c_{1} a_{N} \leq \mathcal{X}_{1}\left(\tau_{2}\right)+\frac{3}{2} c_{4} a_{N}+c_{1} a_{N} \leq \mathcal{X}_{1}\left(s^{*}\right)+\frac{3}{2} c_{4} a_{N}+c_{1} a_{N} . \tag{3.56}
\end{equation*}
$$

- If $B_{N} \cap P_{i, \tau_{2}}^{j, s^{*}} \neq \emptyset$, then take $\left(k^{\prime}, b^{\prime}, s^{\prime}\right) \in B_{N} \cap P_{i, \tau_{2}}^{j, s^{*}}$. Then $\mathcal{X}_{k^{\prime}}\left(s^{\prime}\right)$ is the position of the parent of the particle that makes the jump $X_{k^{\prime}, b^{\prime}, s^{\prime}}$. Since (by (3.54)) $X_{k^{*}, b^{*}, s^{*}}$ is the first jump of size greater than $2 c_{4} a_{N}$ after time $\tau_{2}$, and since $s^{\prime}<s^{*}$, we have $X_{k^{\prime}, b^{\prime}, s^{\prime}} \leq 2 c_{4} a_{N}$. Then since $s^{*}-s^{\prime} \leq s^{*}-\tau_{2} \leq c_{5} \ell_{N}$, by Lemma 3.4 we have

$$
\mathcal{X}_{j}\left(s^{*}\right) \leq \mathcal{X}_{k^{\prime}}\left(s^{\prime}\right)+X_{k^{\prime}, b^{\prime}, s^{\prime}}+c_{1} a_{N} \leq \mathcal{X}_{k^{\prime}}\left(s^{\prime}\right)+2 c_{4} a_{N}+c_{1} a_{N}
$$

Now Lemma 3.6 and monotonicity imply that this is at most

$$
\begin{equation*}
\mathcal{X}_{1}\left(s^{\prime}\right)+2 c_{4} a_{N}+2 c_{1} a_{N} \leq \mathcal{X}_{1}\left(s^{*}\right)+2 c_{4} a_{N}+2 c_{1} a_{N} . \tag{3.57}
\end{equation*}
$$

By (3.56), (3.57) and our choice of constants in (3.4), we conclude that for any particle position $\mathcal{X}_{j}\left(s^{*}\right)$ in the population at time $s^{*}, \mathcal{X}_{j}\left(s^{*}\right) \leq \mathcal{X}_{1}\left(s^{*}\right)+2 c_{4} a_{N}+c_{2} a_{N}$, which implies (3.55).
(ii) We claim that

$$
\begin{equation*}
\mathcal{X}_{N-1}\left(s^{*}+1\right)+2 c_{3} a_{N}<\mathcal{X}_{N}\left(s^{*}+1\right) \tag{3.58}
\end{equation*}
$$

By the definition of $\left(k^{*}, b^{*}, s^{*}\right)$, we have $X_{k^{*}, b^{*}, s^{*}}>2 c_{4} a_{N}$, and we also know that $X_{k^{*}, b^{*}, s^{*}} \notin\left(2 c_{4} a_{N}, 2 c_{4} a_{N}+3 c_{3} a_{N}\right]$ by the definition of the event $\mathcal{D}_{5}$, because $s^{*} \in \llbracket \tau_{2}, \tau_{2}+c_{5} \ell_{N} \rrbracket$. Therefore we have

$$
\begin{equation*}
X_{k^{*}, b^{*}, s^{*}}>2 c_{4} a_{N}+3 c_{3} a_{N} \tag{3.59}
\end{equation*}
$$

Then by (3.59) and (3.55),

$$
\begin{equation*}
\mathcal{X}_{k^{*}}\left(s^{*}\right)+X_{k^{*}, b^{*}, s^{*}}>\mathcal{X}_{1}\left(s^{*}\right)+\left(2 c_{4}+3 c_{3}\right) a_{N} \geq \mathcal{X}_{N}\left(s^{*}\right)+\left(3 c_{3}-c_{2}\right) a_{N} \tag{3.60}
\end{equation*}
$$

Note that $3 c_{3}-c_{2}>\rho$ by (3.3)-(3.4), which in particular shows that $X_{k^{*}, b^{*}, s^{*}}$ must be a big jump. Hence by (3.60) and Lemma 3.5(b), we have $\left(k^{*}, s^{*}\right) \lesssim_{b^{*}}\left(N, s^{*}+1\right)$ and

$$
\mathcal{X}_{N}\left(s^{*}+1\right)>\mathcal{X}_{N-1}\left(s^{*}+1\right)+\left(3 c_{3}-c_{2}-\rho\right) a_{N}
$$

which is larger than $\mathcal{X}_{N-1}\left(s^{*}+1\right)+2 c_{3} a_{N}$ by (3.3)-(3.4). This finishes the proof of (3.58).

Recall from (3.54) that $s^{*} \in \llbracket \tau_{2}, \tau_{2}+c_{5} \ell_{N} \rrbracket$. Furthermore, event $\mathcal{C}_{6}$ tells us that $s^{*} \notin$ $\left[t_{1}-\left\lceil\delta \ell_{N}\right\rceil, t_{1}\right]$. Therefore, by the assumption of Case 1 that $\tau_{2} \in\left[t_{2}, t_{1}-c_{5} \ell_{N}\right]$, we conclude $t_{2}+1 \leq s^{*}+1 \leq t_{1}$, which together with (3.58) shows that $\mathcal{C}_{1}$ occurs. We conclude that Proposition 3.11 holds in Case 1.

Case 2(a): $\tau_{2}>t_{1}-c_{5} \ell_{N}$ and $\left[t_{2}, t_{1}-c_{5} \ell_{N}\right] \cap \hat{\mathbf{S}}_{N} \neq \emptyset$, where $\hat{\mathbf{S}}_{N}$ is defined in (2.18). This means that there exists $(\hat{k}, \hat{b}, \hat{s}) \in B_{N}^{\left[t_{2}, t_{1}-c_{5} \ell_{N}\right]}$ with $X_{\hat{k}, \hat{b}, \hat{s}}>Z_{\hat{k}}(\hat{s})$ (recall (3.11)). Since $\tau_{2}>t_{1}-c_{5} \ell_{N}$, we have $d(\mathcal{X}(\hat{s}))>\frac{3}{2} c_{4} a_{N}$. Then by (3.4), we can apply Corollary 3.10 to obtain

$$
\mathcal{X}_{N}(\hat{s}+1)=\mathcal{X}_{\hat{k}}(\hat{s})+X_{\hat{k}, \hat{b}, \hat{s}}>\mathcal{X}_{N-1}(\hat{s}+1)+\left(3 c_{3}-\rho\right) a_{N}
$$

By our choice of constants in (3.3)-(3.4), and because $\hat{s}+1 \in \llbracket t_{2}+1, t_{1} \rrbracket$, this shows that $\mathcal{C}_{1}$ occurs. Therefore we are done with the proof of Proposition 3.11 in Case 2(a).

Case 2(b): $\tau_{2}>t_{1}-c_{5} \ell_{N}$ and $\left[t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil, t_{1}-c_{5} \ell_{N}\right] \cap \hat{\mathbf{S}}_{N}=\emptyset$.
We will apply Lemma 3.9 with $s=t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil$ and $\Delta s=\ell_{N}$. By assumption we have $[s, s+\Delta s-1] \subseteq \hat{\mathbf{S}}_{N}^{c}$, and therefore applying either part (a) or part (b) of Lemma 3.9 as appropriate, we have

$$
d(\mathcal{X}(s+\Delta s))=d\left(\mathcal{X}\left(t_{1}-\left\lceil c_{5} \ell_{N}\right\rceil\right)\right) \leq \max \left\{c_{1} a_{N}, \frac{3}{2} c_{3} a_{N}+2 c_{1} a_{N}\right\}
$$

which is smaller than $\frac{3}{2} c_{4} a_{N}$ by (3.4), contradicting the assumption that $\tau_{2}>t_{1}-c_{5} \ell_{N}$. This shows that Case 2(b) cannot occur.

Case 2(c): $\tau_{2}>t_{1}-c_{5} \ell_{N}$ and $\left[t_{2}, t_{1}-c_{5} \ell_{N}\right] \cap \hat{\mathbf{S}}_{N}=\emptyset$, but $\left[t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil, t_{2}-1\right] \cap \hat{\mathbf{S}}_{N} \neq \emptyset$. Define

$$
\begin{equation*}
\tau_{3}:=\inf \left\{s \leq t_{2}: \llbracket s, t_{2} \rrbracket \subseteq \hat{\mathbf{S}}_{N}^{c}\right\} \in\left(t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil, t_{2}\right\rceil . \tag{3.61}
\end{equation*}
$$

Suppose, aiming for a contradiction, that there exists $r \in \llbracket \tau_{3}, t_{1}-c_{5} \ell_{N} \rrbracket$ such that $d(\mathcal{X}(r)) \leq \frac{3}{2} c_{3} a_{N}$. Then since $\llbracket \tau_{3}, t_{2} \rrbracket \subseteq \hat{\mathbf{S}}_{N}^{c}$ and $\llbracket t_{2}, t_{1}-c_{5} \ell_{N} \rrbracket \subseteq \hat{\mathbf{S}}_{N}^{c}$, Lemma 3.9(b) applies with $s=r$ and $\Delta s=t_{1}-\left\lceil c_{5} \ell_{N}\right\rceil-r$ (which is smaller than $\ell_{N}$ since $r \geq \tau_{3}>t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil$ ), and says that $d\left(\mathcal{X}\left(t_{1}-\left\lceil c_{5} \ell_{N}\right\rceil\right)\right) \leq \frac{3}{2} c_{3} a_{N}+2 c_{1} a_{N}$. By (3.4), this contradicts the assumption that $\tau_{2}>t_{1}-c_{5} \ell_{N}$. Thus we must have

$$
\begin{equation*}
d(\mathcal{X}(r)) \geq \frac{3}{2} c_{3} a_{N} \quad \forall r \in \llbracket \tau_{3}, t_{1}-c_{5} \ell_{N} \rrbracket . \tag{3.62}
\end{equation*}
$$

Now note that $\tau_{3}-1 \in \hat{\mathbf{S}}_{N}$. Then by (3.62), the second equivalence in Corollary 3.8 implies that in fact $\tau_{3}-1 \in \mathbf{S}_{N}$. Hence, by the definition of $\mathbf{S}_{N}$ in (2.16), there exists $(k, b) \in[N] \times\{1,2\}$ such that

$$
\begin{equation*}
\mathcal{X}_{N}\left(\tau_{3}\right)=\mathcal{X}_{k}\left(\tau_{3}-1\right)+X_{k, b, \tau_{3}-1} \tag{3.63}
\end{equation*}
$$

where $X_{k, b, \tau_{3}-1}>\rho a_{N}$. Now Lemma 3.6 provides a bound on $\mathcal{X}_{k}\left(\tau_{3}-1\right)$, and the definition of $\mathcal{D}_{4}$ together with the fact that $\tau_{3}-1 \in\left[t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil, t_{2}\right]$ gives us a bound on $X_{k, b, \tau_{3}-1}$, so that we obtain

$$
\begin{equation*}
\mathcal{X}_{N}\left(\tau_{3}\right) \leq \mathcal{X}_{1}\left(\tau_{3}-1\right)+\left(c_{1}+c_{6}\right) a_{N} \tag{3.64}
\end{equation*}
$$

Now, on the event $\mathcal{D}_{3}$, there exists $(\tilde{i}, \tilde{b}, \tilde{s}) \in[N] \times\{1,2\} \times \llbracket t_{2}, t_{2}+\left\lceil\ell_{N} / 2\right\rceil \rrbracket$ such that

$$
\begin{equation*}
X_{\tilde{i}, \tilde{b}, \tilde{s}}>2 c_{6} a_{N}>\rho a_{N} \tag{3.65}
\end{equation*}
$$

by (3.3)-(3.4). We show that the particle performing this big jump beats the leader at time $\tilde{s}$. By our assumption that $\ell_{N}-\left\lceil c_{5} \ell_{N}\right\rceil \geq\left\lceil\ell_{N} / 2\right\rceil$ and by (3.61), we have $\llbracket \tau_{3}, \tilde{s} \rrbracket \subseteq \hat{\mathbf{S}}_{N}^{c}$ and $\tilde{s}-\tau_{3} \leq \ell_{N}$. Therefore, by (3.62) we can apply Lemma 3.9(a) with $s=\tau_{3}$ and $\Delta s=\tilde{s}-\tau_{3}$, and then by (3.64) we have

$$
\begin{equation*}
\mathcal{X}_{N}(\tilde{s}) \leq \mathcal{X}_{N}\left(\tau_{3}\right)+c_{1} a_{N} \leq \mathcal{X}_{1}\left(\tau_{3}-1\right)+\left(2 c_{1}+c_{6}\right) a_{N} . \tag{3.66}
\end{equation*}
$$

By (3.4), it follows that

$$
\mathcal{X}_{N}(\tilde{s})<\mathcal{X}_{1}\left(\tau_{3}-1\right)+2 c_{6} a_{N}<\mathcal{X}_{1}(\tilde{s})+X_{\tilde{i}, \tilde{b}, \tilde{s}} \leq \mathcal{X}_{\tilde{i}}(\tilde{s})+X_{\tilde{i}, \tilde{b}, \tilde{s}},
$$

where in the second inequality we use monotonicity and (3.65). Therefore, by the assumptions that $\tilde{s} \in \llbracket t_{2}, t_{2}+\left\lceil\ell_{N} / 2\right\rceil \rrbracket$ and $\ell_{N}-\left\lceil c_{5} \ell_{N}\right\rceil \geq\left\lceil\ell_{N} / 2\right\rceil$, and by the definition of $\hat{\mathbf{S}}_{N}$ in (2.18), we have $\tilde{s} \in \hat{\mathbf{S}}_{N} \cap\left[t_{2}, t_{1}-c_{5} \ell_{N}\right]$, which contradicts the assumption of Case 2(c).

We have now shown that if $\bigcap_{j=2}^{7} \mathcal{C}_{j} \cap \bigcap_{i=1}^{5} \mathcal{D}_{i}$ occurs then Cases 2 (b) and 2(c) are impossible, whereas Cases 1 and 2(a) imply that $\mathcal{C}_{1}$ must occur. This concludes the proof of Proposition 3.11.

## 4 Probabilities of the events from the deterministic argument

In the deterministic argument in Section 3 we have provided a strategy which ensures that the events $\mathcal{A}_{1}$ and $\mathcal{A}_{3}$ occur. In this section we check that the events $\mathcal{C}_{2}$ to $\mathcal{C}_{7}$ and $\mathcal{D}_{1}$ to $\mathcal{D}_{5}$ which make up this strategy all occur with high probability, and use this to finish the proof of Proposition 2.6.

When bounding the probabilities of these events, it will be useful to consider branching random walks (BRWs) without selection, where at each time step all particles have two offspring, the offspring particles make i.i.d. jumps from their parents' locations, and every offspring particle survives. Below we describe a construction of the $N$-BRW from $N$ independent BRWs, which will allow us to consider our events on the probability space on which the BRWs are defined. (A similar construction was used in [1].)

### 4.1 Construction of the $N$-BRW from $N$ independent BRWs

Consider a binary tree with the following labelling. Let

$$
\mathcal{U}_{0}:=\bigcup_{n=0}^{\infty}\{1,2\}^{n}
$$

and for convenience we write e.g. 121 instead of $(1,2,1)$. Then the root of the binary tree has label $\emptyset$, and for all $u \in \mathcal{U}_{0}$ the two children of vertex $u$ have labels $u 1$ and $u 2$. We will use the partial order $\preceq$ on the set $\mathcal{U}_{0}$; we write $u \preceq v$ if either $u=v$ or the vertex with label $u$ is an ancestor of the vertex with label $v$ in the binary tree. We also write $u \prec v$ if $u \preceq v$ and $u \neq v$.

The particles of the $N$ independent BRWs will have labels from the set $[N] \times \mathcal{U}_{0}$, and we have a lexicographical order on the set of labels. We also let $\mathcal{U}:=\mathcal{U}_{0} \backslash\{\emptyset\}$. The jumps of the BRWs will be given by random variables $\left(Y_{j, u}\right)_{j \in[N], u \in \mathcal{U}}$, which are i.i.d. with common law given by (1.3).

The $N$ initial particles of the $N$ independent BRWs are labelled with the pairs $(j, \emptyset)$ with $j \in[N]$. For each $j \in[N]$, we let $\mathcal{Y}_{j}(\emptyset) \in \mathbb{R}$ be the initial location of particle $(j, \emptyset)$. Then, at each time step $n \in \mathbb{N}_{0}$, each particle $(j, u)$ with $j \in[N]$ and $u \in\{1,2\}^{n}$ has two offspring labelled $(j, u 1)$ and $(j, u 2)$, which make jumps $Y_{j, u 1}, Y_{j, u 2}$ from the location $\mathcal{Y}_{j}(u)$. The locations of the offspring particles $(j, u 1)$ and $(j, u 2)$ will be $\mathcal{Y}_{j}(u 1)=\mathcal{Y}_{j}(u)+Y_{j, u 1}$ and $\mathcal{Y}_{j}(u 2)=\mathcal{Y}_{j}(u)+Y_{j, u 2}$. Note that for $u \prec v$, the path between particles $(j, u)$ and $(j, v)$ is given by the jumps $Y_{j, w}$ with $u \prec w \preceq v$, i.e. $\mathcal{Y}_{j}(v)-\mathcal{Y}_{j}(u)=\sum_{u \prec w \preceq v} Y_{j, w}$.

Now we construct the $N$-BRW by defining the surviving set of particles for each time $n \in \mathbb{N}_{0}$ as the $N$-element set $H_{n} \subseteq[N] \times\{1,2\}^{n}$, constructed iteratively as follows. Let $H_{0}:=\{(1, \emptyset), \ldots,(N, \emptyset)\}$. Given $H_{n}$ for some $n \in \mathbb{N}_{0}$, we let $H_{n}^{\prime}$ denote the set of offspring of the particles in the set $H_{n}$ :

$$
H_{n}^{\prime}:=\bigcup_{(j, u) \in H_{n}}\{(j, u 1),(j, u 2)\}
$$

Then $H_{n+1} \subseteq H_{n}^{\prime}$ consists of the particles with the $N$ largest values in the collection $\left(\mathcal{Y}_{j}(u)\right)_{(j, u) \in H_{n}^{\prime}}$, where ties are broken based on the lexicographical order of the labels. In this way an $N$-BRW is constructed from the initial configuration $\left(\mathcal{Y}_{j}(\emptyset)\right)_{j \in[N]}$ and the jumps $\left(Y_{j, u}\right)_{j \in[N], u \in \mathcal{U}}$.

For $n \in \mathbb{N}$, we let $\mathcal{F}_{n}^{\prime}$ denote the $\sigma$-algebra generated by $\left(Y_{j, u}\right)_{j \in[N], u \in \cup_{m=1}^{n}\{1,2\}^{m}}$. Note that $H_{n}$ is $\mathcal{F}_{n}^{\prime}$-measurable for each $n$.

Returning to our original notation in Section 2.1, we can say the following. For all $n \in \mathbb{N}_{0}$, let $\mathcal{X}(n)$ denote the ordered set which contains the values $\left(\mathcal{Y}_{j}(u)\right)_{(j, u) \in H_{n}}$ in ascending order:

$$
\begin{equation*}
\mathcal{X}(n)=\left\{\mathcal{X}_{1}(n) \leq \cdots \leq \mathcal{X}_{N}(n)\right\}:=\left\{\mathcal{Y}_{j_{1}}\left(u_{1}\right) \leq \cdots \leq \mathcal{Y}_{j_{N}}\left(u_{N}\right)\right\}, \tag{4.1}
\end{equation*}
$$

where $H_{n}=\left\{\left(j_{i}, u_{i}\right): i \in[N]\right\}$, and again ties are broken based on the lexicographical order of the labels. Then we define the map $\sigma$ which associates the pair $(i, n) \in[N] \times \mathbb{N}_{0}$ with particle $\left(j_{i}, u_{i}\right) \in H_{n}$, where $\mathcal{Y}_{j_{i}}\left(u_{i}\right)$ has the $i$ th position in the ordered set $\mathcal{X}(n)$. That is, for $(i, n) \in[N] \times \mathbb{N}_{0}$ we let

$$
\begin{equation*}
\sigma(i, n)=\left(j_{i}, u_{i}\right) \in H_{n} \subset[N] \times \mathcal{U}_{0} \tag{4.2}
\end{equation*}
$$

where $\left(j_{i}, u_{i}\right)$ is as in (4.1). The jumps in our original notation are then given by

$$
\begin{equation*}
X_{i, 1, n}:=Y_{j_{i}, u_{i} 1} \quad \text { and } \quad X_{i, 2, n}:=Y_{j_{i}, u_{i} 2} \tag{4.3}
\end{equation*}
$$

if $\sigma(i, n)=\left(j_{i}, u_{i}\right)$.
Finally, recall that we introduced the partial order $\lesssim$ in (2.8) in Section 2.4 to denote that two particles are related in the $N$-BRW. This partial order corresponds to the partial order $\preceq$ in the $N$ independent BRWs as follows. For all $n, k \in \mathbb{N}_{0}$ and $i_{0}, i_{k} \in[N]$, we have $\left(i_{0}, n\right) \lesssim\left(i_{k}, n+k\right)$ if and only if for some $j \in[N]$ and $u, v \in \mathcal{U}_{0}$, we have $\sigma\left(i_{0}, n\right)=(j, u)$, $\sigma\left(i_{k}, n+k\right)=(j, v)$, and $u \preceq v$. Furthermore, for $b \in\{1,2\}$ we have $\left(i_{0}, n\right) \lesssim_{b}\left(i_{k}, n+k\right)$ if and only if the above holds and additionally $k \geq 1$ and $u b \preceq v$.

Now we can consider the $N$-BRW constructed from $N$ independent BRWs with the notation introduced in Sections 2.1 and 2.4. It follows from our construction that for any path in the $N$-BRW, there is a path in one of the $N$ independent BRWs that consists of the same sequence of jumps as the path in the $N$-BRW. We state and prove this simple property below. Recall the notation $P_{i_{1}, n_{1}}^{i_{2}, n_{2}}$ from (2.10).
Lemma 4.1. For all $k \in \mathbb{N}, i_{0}, i_{k} \in[N]$ and $n \in \mathbb{N}_{0}$, if $\left(i_{0}, n\right) \lesssim\left(i_{k}, n+k\right)$ with $P_{i_{0}, n}^{i_{k}, n+k}=$ $\left\{\left(i_{l}, b_{l}, n+l\right): l \in\{0, \ldots, k-1\}\right\}$, then there exists $j \in[N]$ and $\left(u_{l}\right)_{l=0}^{k} \subseteq \mathcal{U}_{0}$ such that
(1) $\left(j, u_{l}\right) \in H_{n+l}$, for all $l \in\{0, \ldots, k\}$,
(2) $u_{l} b_{l} \preceq u_{k}$, for all $l \in\{0, \ldots, k-1\}$, and
(3) $X_{i_{l}, b_{l}, n+l}=Y_{j, u_{l} b_{l}}$, for all $l \in\{0, \ldots, k-1\}$.

Proof. Take $\left(i_{l}, b_{l}, n+l\right) \in P_{i_{0}, n}^{i_{k}, n+k}$ (with $l \in\{0, \ldots, k-1\}$ ). Then $\left(i_{l}, n+l\right) \lesssim_{b_{l}}\left(i_{k}, n+k\right)$. Thus, there exist $j \in[N]$ and $u_{l}, u_{k} \in \mathcal{U}_{0}$ such that $\sigma\left(i_{l}, n+l\right)=\left(j, u_{l}\right), \sigma\left(i_{k}, n+k\right)=\left(j, u_{k}\right)$, and $u_{l} b_{l} \preceq u_{k}$. This implies $X_{i_{l}, b_{l}, n+l}=Y_{j, u_{l} b_{l}}$ (see (4.3)) and also ( $j, u_{l}$ ) $\in H_{n+l}$ and $\left(j, u_{k}\right) \in H_{n+k}$ by the definition (4.2) of $\sigma$. Since $\left(i_{l}, b_{l}, n+l\right) \in P_{i_{0}, n}^{i_{k}, n+k}$ was arbitrary, the result follows.

### 4.2 Paths with regularly varying jump distribution

One of the most important components of the deterministic argument in Section 3 is that paths cannot move very far without big jumps; this is the meaning of the event $\mathcal{C}_{4}$ defined in (3.14). Corollary 4.5 is the main result of this section and will be used to bound from below the probability that the event $\mathcal{C}_{4}$ occurs.

As in [2], we use Potter's bounds to give useful estimates on the regularly varying function $h$ (with index $\alpha$ ) defined in (1.3). We will use the following elementary consequence of Potter's bounds.
Lemma 4.2. For $\epsilon>0$, there exist $B(\epsilon)>1$ and $C_{1}(\epsilon), C_{2}(\epsilon)>0$ such that

$$
\frac{1}{h(x)} \leq C_{1} x^{\epsilon-\alpha} \quad \text { and } \quad h(x) \leq C_{2} x^{\alpha+\epsilon} \quad \forall x \geq B
$$

Proof. Let $\epsilon>0$ be arbitrary. By Potter's bounds [6, Theorem 1.5.6(iii)], there exists $x_{0}>0$ depending only on $\epsilon$ such that

$$
\begin{equation*}
\frac{h(y)}{h(x)} \leq 2 \max \left((y / x)^{\alpha+\epsilon},(y / x)^{\alpha-\epsilon}\right) \quad \forall x, y \geq x_{0} \tag{4.4}
\end{equation*}
$$

Genealogy and spatial distribution of $N$-BRW with polynomial tails

Let $x \geq x_{0}$ be arbitrary and let $y=x_{0}$ in (4.4). Then we have $y / x \leq 1$ and so $(y / x)^{\alpha+\epsilon} \leq(y / x)^{\alpha-\epsilon}$, and the first inequality in the statement of the lemma holds with $C_{1}=2 x_{0}^{\alpha-\epsilon} h\left(x_{0}\right)^{-1}$ and $B=x_{0}+1$. Similarly, since we have $x / y \geq 1$, we have $(x / y)^{\alpha-\epsilon} \leq(x / y)^{\alpha+\epsilon}$, and hence by (4.4) (with $x$ and $y$ exchanged) the second inequality holds with $C_{2}=2 h\left(x_{0}\right) x_{0}^{-(\alpha+\epsilon)}$ and $B=x_{0}+1$.

In order to show that $\mathcal{C}_{4}$ occurs with high probability, we prove a lemma about a random walk with the same jump distribution as our $N$-BRW, but in which jumps larger than a certain size are discarded and count as a jump of size zero. The lemma gives an upper bound on the probability that this random walk moves a large distance $x_{N}$ in of order $\ell_{N}$ steps, if the jumps larger than $r x_{N}$ are discarded (for some $r \in(0,1)$ ). For an arbitrarily large $q>0$, the parameter $r$ can be taken sufficiently small that the above probability is smaller than $N^{-q}$ (for large $N$ ). Our lemma is similar to the lemma on page 168 of [13], where the jump distribution is truncated; jumps greater than a threshold value are not allowed at all, instead of being counted as zero. We use ideas from the proof of Theorem 3 in [15], which is a large deviation result for sums of random variables with stretched exponential tails.

Recall that $\mathbb{P}(X>x)=h(x)^{-1}$ for $x \geq 0$, where $h$ is regularly varying with index $\alpha>0$.
Lemma 4.3. Let $X_{1}, X_{2}, \ldots$ be i.i.d. random variables with $X_{1} \stackrel{d}{=} X$. For any $m \in \mathbb{N}$, $q>0, \lambda>0,0<r<1 \wedge \frac{\lambda(1 \wedge \alpha)}{8 q}$, for $N$ sufficiently large, if $x_{N}>N^{\lambda}$ then

$$
\mathbb{P}\left(\sum_{j=1}^{m \ell_{N}} X_{j} \mathbb{1}_{\left\{X_{j} \leq r x_{N}\right\}} \geq x_{N}\right) \leq N^{-q}
$$

Before proving Lemma 4.3, we now state and prove an elementary identity which will be used in the proof. This identity was also used in the proof of Theorem 3 in [15].
Lemma 4.4. Suppose $Y$ is a non-negative random variable. For $v>0$ and $0<K_{1}<$ $K_{2}<\infty$,

$$
\begin{align*}
& \mathbb{E}\left[\exp \left(v Y \mathbb{1}_{\left\{Y \leq K_{2}\right\}}\right) \mathbb{1}_{\left\{Y \geq K_{1}\right\}}\right] \\
&  \tag{4.5}\\
& \quad=\int_{K_{1}}^{K_{2}} v e^{v u} \mathbb{P}(Y>u) d u+e^{v K_{1}} \mathbb{P}\left(Y \geq K_{1}\right)-\left(e^{v K_{2}}-1\right) \mathbb{P}\left(Y>K_{2}\right) .
\end{align*}
$$

Proof. First note that the random variable in the expectation on the left-hand side of (4.5) takes the value 1 if $Y>K_{2}$. The expectation can be written as

$$
\begin{equation*}
\mathbb{E}\left[\exp \left(v Y \mathbb{1}_{\left\{Y \leq K_{2}\right\}}\right) \mathbb{1}_{\left\{Y \geq K_{1}\right\}}\right]=\mathbb{E}\left[e^{v Y} \mathbb{1}_{\left\{K_{1} \leq Y \leq K_{2}\right\}}\right]+\mathbb{P}\left(Y>K_{2}\right) \tag{4.6}
\end{equation*}
$$

Now we will work on the integral on the right-hand side of (4.5). First, by Fubini's theorem we have

$$
\int_{K_{1}}^{K_{2}} v e^{v u} \mathbb{P}(Y>u) d u=\mathbb{E}\left[\int_{K_{1}}^{K_{2}} v e^{v u} \mathbb{1}_{\{Y>u\}} d u\right]=\mathbb{E}\left[\int_{K_{1}}^{K_{2} \wedge Y} v e^{v u} d u \mathbb{1}_{\left\{Y \geq K_{1}\right\}}\right] .
$$

By calculating the integral, it follows that

$$
\begin{aligned}
\int_{K_{1}}^{K_{2}} v e^{v u} \mathbb{P}(Y>u) d u & =\mathbb{E}\left[\left(e^{v\left(K_{2} \wedge Y\right)}-e^{v K_{1}}\right) \mathbb{1}_{\left\{Y \geq K_{1}\right\}}\right] \\
& =\mathbb{E}\left[e^{v Y} \mathbb{1}_{\left\{K_{1} \leq Y \leq K_{2}\right\}}\right]+\mathbb{E}\left[e^{v K_{2}} \mathbb{1}_{\left\{Y>K_{2}\right\}}\right]-\mathbb{E}\left[e^{v K_{1}} \mathbb{1}_{\left\{Y \geq K_{1}\right\}}\right]
\end{aligned}
$$

The result follows by (4.6).

Proof of Lemma 4.3. Let $\tilde{X}:=X \mathbb{1}_{\left\{X \leq r x_{N}\right\}}$ and $\tilde{X}_{j}:=X_{j} \mathbb{1}_{\left\{X_{j} \leq r x_{N}\right\}}$ for all $j \in \mathbb{N}$. Take $N$ sufficiently large that $\ell_{N} \leq 2 \log _{2} N$. Then by Markov's inequality and since $\tilde{X}_{1}, \tilde{X}_{2}, \ldots$ are i.i.d. with $\tilde{X}_{1} \stackrel{d}{=} \tilde{X}$, for $c>0$,

$$
\begin{align*}
\mathbb{P}\left(\sum_{j=1}^{m \ell_{N}} \tilde{X}_{j} \geq x_{N}\right) & =\mathbb{P}\left(\exp \left(c \ell_{N} x_{N}^{-1} \sum_{j=1}^{m \ell_{N}} \tilde{X}_{j}\right) \geq e^{c \ell_{N}}\right) \\
& \leq e^{-c \ell_{N}} \mathbb{E}\left[e^{c \ell_{N} x_{N}^{-1} \tilde{X}}\right]^{m \ell_{N}} \\
& \leq N^{-\frac{c}{\log 2}+\frac{2 m}{\log 2} \log \mathrm{E}}\left[e^{c \ell_{N} x_{N}} \tilde{x}\right] \tag{4.7}
\end{align*}
$$

since $\log _{2} N \leq \ell_{N} \leq 2 \log _{2} N$. We will show that with an appropriate choice of $c>0$, for $N$ sufficiently large, the right-hand side of (4.7) is smaller than $N^{-q}$. First we require

$$
\begin{equation*}
c>2 q \log 2 \tag{4.8}
\end{equation*}
$$

Second, we will have another condition on $c$ which ensures that $\mathbb{E}\left[e^{c \ell_{N} x_{N}^{-1} \tilde{X}}\right] \leq 1+O\left(N^{-\epsilon}\right)$ as $N \rightarrow \infty$ for some $\epsilon>0$. We now estimate this expectation and determine the choice of $c$.

Take $0<\epsilon<\frac{\lambda(1 \wedge \alpha)}{2(\lambda+1)}$, and take $B=B(\epsilon)>1$ and $C_{1}=C_{1}(\epsilon)>0$ as in Lemma 4.2. Suppose $N$ is sufficiently large that $r x_{N}>B$. We apply Lemma 4.4 with $Y=X$, $v=c \ell_{N} x_{N}^{-1}, K_{1}=B$ and $K_{2}=r x_{N}$, and then use (1.3), to obtain

$$
\begin{align*}
\mathbb{E}\left[e^{c \ell_{N} x_{N}^{-1} \tilde{X}}\right] & \leq \mathbb{E}\left[e^{c \ell_{N} x_{N}^{-1} X 1_{\left\{X \leq r x_{N}\right\}}} \mathbb{1}_{\{X \geq B\}}\right]+e^{B c \ell_{N} x_{N}^{-1}} \mathbb{P}(X<B) \\
& \leq \int_{B}^{r x_{N}} c \ell_{N} x_{N}^{-1} e^{c \ell_{N} x_{N}^{-1} u} h(u)^{-1} d u+e^{B c \ell_{N} x_{N}^{-1}} \tag{4.9}
\end{align*}
$$

We will choose $c$ such that the first term on the right-hand side of (4.9) is close to zero. By Lemma 4.2, and then since $r<1$, we have

$$
\begin{aligned}
\int_{B}^{r x_{N}} c \ell_{N} x_{N}^{-1} e^{c \ell_{N} x_{N}^{-1} u} h(u)^{-1} d u & \leq \int_{B}^{r x_{N}} C_{1} c \ell_{N} x_{N}^{-1} e^{c \ell_{N} x_{N}^{-1} u} u^{-\alpha+\epsilon} d u \\
& \leq C_{1} c \ell_{N} x_{N}^{-1} \int_{B}^{r x_{N}} e^{c \ell_{N} x_{N}^{-1}\left(r x_{N}\right)} x_{N}^{\epsilon} u^{-\alpha} d u
\end{aligned}
$$

Integrating the right-hand side, since we took $N$ sufficiently large that $\ell_{N} \leq 2 \log _{2} N$, we conclude

$$
\int_{B}^{r x_{N}} c \ell_{N} x_{N}^{-1} e^{c \ell_{N} x_{N}^{-1} u} h(u)^{-1} d u \leq \begin{cases}\frac{C_{1} c}{1-\alpha} \ell_{N} N^{\frac{2 c r}{\log 2}}\left(r^{1-\alpha} x_{N}^{\epsilon-\alpha}-B^{1-\alpha} x_{N}^{\epsilon-1}\right), & \text { if } \alpha \neq 1  \tag{4.10}\\ C_{1} c \ell_{N} x_{N}^{\epsilon-1} N^{\frac{2 c r}{\log 2}} \log x_{N}, & \text { if } \alpha=1\end{cases}
$$

where in the $\alpha=1$ case we use that $B>1$ and that $r<1$.
Now, since $x_{N}>N^{\lambda}$ and $\epsilon<1 \wedge \alpha$, the right-hand side of (4.10) is at most of order $N^{-\epsilon}$ if

$$
\begin{equation*}
\frac{2 c r}{\log 2}+\lambda(\epsilon-(1 \wedge \alpha))<-\epsilon \tag{4.11}
\end{equation*}
$$

Since $r<\frac{\lambda(1 \wedge \alpha)}{8 q}$ by the assumptions of the lemma, we can find $c$ such that

$$
2 q \log 2<c<\frac{\lambda(1 \wedge \alpha) \log 2}{4 r}
$$

Then since we chose $\epsilon<\frac{\lambda(1 \wedge \alpha)}{2(\lambda+1)}$, $c$ satisfies (4.8) and (4.11). Note furthermore that since $x_{N}>N^{\lambda}$, the second term on the right-hand side of (4.9) is close to 1 for $N$ large; for $N$ sufficiently large we have

$$
\begin{equation*}
e^{B c \ell_{N} x_{N}^{-1}} \leq e^{B c \ell_{N} N^{-\lambda}} \leq 1+2 B c \ell_{N} N^{-\lambda} \tag{4.12}
\end{equation*}
$$

Hence, (4.9), (4.10) and the choice of $c$, and (4.12) with the fact that $\epsilon<\lambda$ show that there exists a constant $A>0$ such that

$$
\mathbb{E}\left[e^{c \ell_{N} x_{N}^{-1} \tilde{X}}\right] \leq 1+A N^{-\epsilon}
$$

for $N$ sufficiently large and $x_{N}>N^{\lambda}$. Therefore, by (4.7) and (4.8) we have

$$
\mathbb{P}\left(\sum_{j=1}^{m \ell_{N}} \tilde{X}_{j} \geq x_{N}\right) \leq N^{-2 q+\frac{2 m}{\log 2} \log \left(1+A N^{-\epsilon}\right)} \leq N^{-2 q+\frac{2 m}{\log 2} A N^{-\epsilon}}<N^{-q}
$$

for $N$ sufficiently large, which concludes the proof.
We now apply Lemma 4.3 to the $N$-BRW, to give us a convenient form of the result which we will use later in this section and also in Section 5.
Corollary 4.5. Let $\lambda>0$ and $0<r<1 \wedge \frac{\lambda(1 \wedge \alpha)}{48}$. Then there exists $C>0$ such that for $N$ sufficiently large, if $x_{N}>N^{\lambda}$,

$$
\mathbb{P}\binom{\exists\left(k_{1}, s_{1}\right) \in[N] \times \llbracket t_{4}, t-1 \rrbracket, s_{2} \in \llbracket s_{1}+1, t \rrbracket \text { and } k_{2} \in \mathcal{N}_{k_{1}, s_{1}}\left(s_{2}\right):}{\sum_{(i, b, s) \in P_{k_{1}, s_{1}}^{k_{2}, s_{2}}} X_{i, b, s} \mathbb{1}_{\left\{X_{i, b, s} \leq r x_{N}\right\}} \geq x_{N}} \leq C N^{-1}
$$

where $P_{k_{1}, s_{1}}^{k_{2}, s_{2}}$ and $\mathcal{N}_{k_{1}, s_{1}}\left(s_{2}\right)$ are defined in (2.10) and (2.12) respectively.
Proof. Take $\left(k_{1}, s_{1}\right),\left(k_{2}, s_{2}\right) \in[N] \times \llbracket t_{4}, t-1 \rrbracket$ with $\left(k_{1}, s_{1}\right) \lesssim\left(k_{2}, s_{2}\right)$, and let $k^{\prime}=\zeta_{k_{1}, s_{1}}\left(t_{4}\right)$ be the index of the time- $t_{4}$ ancestor of $\left(k_{1}, s_{1}\right)$ (see (2.9) for the notation). If the path between particles $\left(k_{1}, s_{1}\right)$ and ( $k_{2}, s_{2}$ ) moves at least $x_{N}$ even with discarding jumps greater than $r x_{N}$, then the path between $\left(k^{\prime}, t_{4}\right)$ and $\left(k_{2}, s_{2}\right)$ does the same, because all jumps are non-negative. Therefore we only need to consider paths starting with the $N$ particles of the population at time $t_{4}$ :

$$
\begin{align*}
& \mathbb{P}\binom{\exists\left(k_{1}, s_{1}\right) \in[N] \times \llbracket t_{4}, t-1 \rrbracket, s_{2} \in \llbracket s_{1}+1, t \rrbracket \text { and } k_{2} \in \mathcal{N}_{k_{1}, s_{1}}\left(s_{2}\right):}{\sum_{(i, b, s) \in P_{k_{1}, s s_{1}}^{k_{2}, s_{2}}} X_{i, b, s} \mathbb{1}_{\left\{X_{i, b, s} \leq r x_{N}\right\}} \geq x_{N}} \\
& \leq \mathbb{P}\binom{\exists k^{\prime} \in[N], s_{2} \in \llbracket t_{4}+1, t \rrbracket \text { and } k_{2} \in \mathcal{N}_{k^{\prime}, t_{4}}\left(s_{2}\right):}{\sum_{(i, b, s) \in P_{k^{\prime}, t_{4}}^{k_{2}, s_{2}}} X_{i, b, s} \mathbb{1}_{\left\{X_{i, b, s} \leq r x_{N}\right\}} \geq x_{N}} . \tag{4.13}
\end{align*}
$$

Now consider the $N$-BRW constructed from $N$ independent BRWs (see Section 4.1). Assume that $k^{\prime} \in[N], s_{2} \in \llbracket t_{4}+1, t \rrbracket$ and $k_{2} \in \mathcal{N}_{k^{\prime}, t_{4}}\left(s_{2}\right)$ are such that

$$
\sum_{(i, b, s) \in P_{k^{\prime}, t_{4}}^{k_{2}, s_{2}}} X_{i, b, s} \mathbb{1}_{\left\{X_{i, b, s} \leq r x_{N}\right\}} \geq x_{N}
$$

Then by Lemma 4.1 there exists a path in one of the $N$ independent BRWs that contains the same jumps as the path $P_{k^{\prime}, t_{4}}^{k_{2}, s_{2}}$. Thus Lemma 4.1 implies that there exist $(j, u) \in H_{t_{4}}$ and $(j, v) \in H_{s_{2}}$ such that $u \prec v$ and

$$
\sum_{u \prec w \preceq v} Y_{j, w} \mathbb{1}_{\left\{Y_{j, w} \leq r x_{N}\right\}} \geq x_{N} .
$$

That is, there is a path in the $N$ independent BRWs between times $t_{4}$ and $s_{2}$ which moves at least $x_{N}$ even with discarding jumps of size greater than $r x_{N}$. This means that there must be a path with the same property between times $t_{4}$ and $t$ as well, because all jumps are non-negative. Therefore

$$
\begin{align*}
& \mathbb{P}\binom{\exists k^{\prime} \in[N], s_{2} \in \llbracket t_{4}+1, t \rrbracket \text { and } k_{2} \in \mathcal{N}_{k^{\prime}, t_{4}}\left(s_{2}\right):}{\sum_{(i, b, s) \in P_{k^{2}, t_{4}}^{k_{2}, s_{2}}} X_{i, b, s} \mathbb{1}_{\left\{X_{i, b, s} \leq r x_{N}\right\}} \geq x_{N}} \\
& \leq \mathbb{P}\left(\exists(j, u) \in H_{t_{4}} \text { and } v \in\{1,2\}^{t} \text { with } v \succ u: \sum_{u \prec w \preceq v} Y_{j, w} \mathbb{1}_{\left\{Y_{j, w} \leq r x_{N}\right\}} \geq x_{N}\right) . \tag{4.14}
\end{align*}
$$

Let $X_{i}, i=1,2, \ldots$ be i.i.d. with distribution given by (1.3), and take $\lambda>0, x_{N}>N^{\lambda}$, and $0<r<1 \wedge \frac{\lambda(1 \wedge \alpha)}{48}$. Note that the random variables $Y_{j, w}$ are all distributed as the $X_{i}$ random variables, and that there are $4 \ell_{N}$ terms in the sum on the right-hand side of (4.14). We will give a union bound for the probability of the event on the right-hand side of (4.14), using that $H_{t_{4}}$ is a set of $N$ elements and that a particle in the set $H_{t_{4}}$ has $2^{4 \ell_{N}}$ descendants in a BRW (without selection) at time $t$, which means $2^{4 \ell_{N}}$ possible labels for $v$ for each $(j, u) \in H_{t_{4}}$. Then by (4.13), (4.14) and by conditioning on $\mathcal{F}_{t_{4}}^{\prime}$ and using a union bound,

$$
\begin{array}{r}
\mathbb{P}\binom{\exists\left(k_{1}, s_{1}\right) \in[N] \times \llbracket t_{4}, t-1 \rrbracket, s_{2} \in \llbracket s_{1}+1, t \rrbracket \text { and } k_{2} \in \mathcal{N}_{k_{1}, s_{1}}\left(s_{2}\right):}{\sum_{(i, b, s) \in P_{k_{1}, s_{1}}^{k_{2}, s_{2}}} X_{i, b, s} \mathbb{1}_{\left\{X_{i, b, s} \leq r x_{N}\right\}} \geq x_{N}} \\
\quad \leq N 2^{4 \ell_{N}} \mathbb{P}\left(\sum_{j=1}^{4 \ell_{N}} X_{j} \mathbb{1}_{\left\{X_{j} \leq r x_{N}\right\}} \geq x_{N}\right) . \tag{4.15}
\end{array}
$$

Then by Lemma 4.3 with $m=4$ and $q=6$, we have that for $N$ sufficiently large,

$$
\mathbb{P}\left(\sum_{j=1}^{4 \ell_{N}} X_{j} \mathbb{1}_{\left\{X_{j} \leq r x_{N}\right\}} \geq x_{N}\right) \leq N^{-6}
$$

The result follows by (4.15).

### 4.3 Simple properties of the regularly varying function $h$

In order to bound the probabilities of the events $\mathcal{C}_{2}$ to $\mathcal{C}_{7}$ and $\mathcal{D}_{1}$ to $\mathcal{D}_{5}$, we will need to use several properties of the function $h$ from (1.3). Recall that $h$ is regularly varying with index $\alpha>0$, and that it determines the jump distribution of the $N$-BRW in the sense that for each jump $(i, b, s)$,

$$
\begin{equation*}
\mathbb{P}\left(X_{i, b, s}>x\right)=h(x)^{-1} \quad \forall x \geq 0 \tag{4.16}
\end{equation*}
$$

Recall that $a_{N}=h^{-1}\left(2 N \ell_{N}\right)$, and note that $a_{N} \rightarrow \infty$ as $N \rightarrow \infty$. Indeed, by the definition of $h^{-1}$ in (1.6), $a_{N}$ is non-decreasing, and since $h$ is non-decreasing by (1.3), $a_{N}$ cannot converge to a finite limit $a \in \mathbb{R}$, because this would imply $h(a+1) \geq 2 N \ell_{N} \forall N$. Moreover, letting $C_{2}=C_{2}(\alpha)$ as in Lemma 4.2, for $N$ sufficiently large that $a_{N}+1 \geq B=B(\alpha)$,

$$
\begin{equation*}
2 N \ell_{N}<h\left(a_{N}+1\right) \leq C_{2}\left(a_{N}+1\right)^{2 \alpha}, \tag{4.17}
\end{equation*}
$$

where in the first inequality we use the definition (1.6) of $h^{-1}$ and that $h$ is non-decreasing, and the second inequality follows by the second inequality of Lemma 4.2.

Since $h$ is regularly varying with index $\alpha$, we have

$$
\begin{equation*}
\frac{2 N \ell_{N}}{h\left(a_{N}\right)} \rightarrow 1 \quad \text { as } N \rightarrow \infty \tag{4.18}
\end{equation*}
$$

Indeed, since $h$ is non-decreasing, for any $\varepsilon \in(0,1)$, by (1.2) and by the definition of $a_{N}$ we have

$$
(1-\varepsilon)^{\alpha}-\varepsilon \leq \frac{h\left(a_{N}(1-\varepsilon)\right)}{h\left(a_{N}\right)} \leq \frac{2 N \ell_{N}}{h\left(a_{N}\right)} \leq \frac{h\left(a_{N}(1+\varepsilon)\right)}{h\left(a_{N}\right)} \leq(1+\varepsilon)^{\alpha}+\varepsilon
$$

for $N$ sufficiently large. Often in our proofs it will be enough to use that (4.18) implies

$$
\begin{equation*}
\frac{1}{2}<\frac{2 N \ell_{N}}{h\left(a_{N}\right)}<2 \tag{4.19}
\end{equation*}
$$

for $N$ sufficiently large.
For convenience we state a few other simple properties of $h$, which we will apply several times. Let $r \in(0,1)$ and $\eta<1 / 1000$. First, we have

$$
\begin{equation*}
\frac{1}{h\left(r a_{N}\right)}<\frac{1}{h\left(a_{N}\right)}\left(r^{-\alpha}+\eta^{4}\right)<\frac{1}{h\left(a_{N}\right)} 2 r^{-\alpha} \tag{4.20}
\end{equation*}
$$

for $N$ sufficiently large, by (1.2). Second, for $N$ sufficiently large, we also have

$$
\begin{equation*}
\frac{2 N \ell_{N}}{h\left(r a_{N}\right)}<\frac{2 N \ell_{N}}{h\left(a_{N}\right)}\left(r^{-\alpha}+\eta^{4}\right)<\left(1+\eta^{4}\right)\left(r^{-\alpha}+\eta^{4}\right)<2 r^{-\alpha} \tag{4.21}
\end{equation*}
$$

by (4.20) and (4.18). Furthermore, by the same argument as for (4.21), for $N$ sufficiently large,

$$
\begin{equation*}
\frac{2 N \ell_{N}}{h\left(r a_{N}\right)}>\frac{r^{-\alpha}}{2} \tag{4.22}
\end{equation*}
$$

### 4.4 Probabilities and proof of Proposition 2.6

Next we will go through the events $\left(\mathcal{C}_{j}\right)_{j=2}^{7}$ and $\left(\mathcal{D}_{i}\right)_{i=1}^{5}$, which we defined in Section 3, one by one. We will prove upper bounds on the probabilities of their complement events, which will then allow us to prove Proposition 2.6. Recall that the events $\left(\mathcal{C}_{j}\right)_{j=2}^{7}$ and $\left(\mathcal{D}_{i}\right)_{i=1}^{5}$ all depend on the constants $\eta, K, \gamma, \delta, \rho, c_{1} \ldots, c_{6}$ introduced in (3.2)-(3.5), and Propositions 3.2 and 3.11 hold when the constants satisfy the conditions (3.2)-(3.5). In order to show that the events in question occur with high probability, the constants need to satisfy some extra conditions which are consistent with (3.2)-(3.5). We now specify these choices.

Recall that $\alpha>0$. First we assume that $\eta \in(0,1]$ is very small; in particular, that it is small enough to satisfy

$$
\begin{equation*}
\eta^{2}<\min \left(\left(2^{\alpha+2} \log \left(\frac{1000}{\eta}\right)\right)^{-1 / \alpha}, \frac{\eta}{1000 \cdot 2^{\alpha}}\right) \tag{4.23}
\end{equation*}
$$

Then we choose the remaining constants as follows (we will see shortly that these choices are consistent with (3.2)-(3.5)):
(a) $c_{6}:=\eta^{2}$,
(b) $c_{5}:=\eta^{6(1 \vee \alpha)}$,
(c) $c_{4}:=c_{5}^{4 /(1 \wedge \alpha)}$,
(d) take $c_{3}>0$ small enough to satisfy $c_{3}<c_{4}^{4(1 \vee \alpha)}$ and $\left(1-6 c_{3} / c_{4}\right)^{\alpha} \geq 1-12 \alpha c_{3} / c_{4}$,
(e) take $c_{2}>0$ small enough to satisfy $c_{2}<c_{3}^{4(1 \vee \alpha)}$ and $\left(1-4 c_{2} / c_{3}\right)^{\alpha} \geq 1-8 \alpha c_{2} / c_{3}$,
(f) $c_{1}:=c_{2}^{2}$,
(g) $\rho:=c_{1}(1 \wedge \alpha)^{2} /(100 \alpha)$,
(h) $\delta:=\rho^{\alpha+1}$,
(i) $\gamma:=\delta / 2$,
(j) $K:=\rho^{-\alpha-1}$.

Note that the constants with the choices above can be thought of as in (3.1). We state a few simple consequences of these choices, which will be useful in proving upper bounds on the probabilities of the complement events of $\mathcal{C}_{2}$ to $\mathcal{C}_{7}$ and $\mathcal{D}_{1}$ to $\mathcal{D}_{5}$. First, by (4.23), we have

$$
\begin{equation*}
\eta<\frac{1}{1000 \cdot 2^{\alpha}}<\frac{1}{1000} \tag{4.24}
\end{equation*}
$$

and note that all constants $\gamma, \delta, \rho, c_{1} \ldots, c_{6}$ and $1 / K$ are at most $\eta^{2}$. Thus, from (a)-(f) and (4.24), for $j=1, \ldots, 5$, we have

$$
\begin{equation*}
c_{j} \leq c_{j+1}^{2} \leq c_{j+1} \eta^{2}<\frac{c_{j+1}}{10^{6} \cdot 2^{2 \alpha}} \tag{4.25}
\end{equation*}
$$

which also means

$$
\begin{equation*}
c_{j}<\frac{\eta^{2}}{10^{6}} \tag{4.26}
\end{equation*}
$$

for $j=1, \ldots, 5$. In particular we will need that

$$
\begin{equation*}
\frac{c_{2}}{c_{3}}<\frac{1}{10^{6}(1 \vee \alpha)} \tag{4.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{c_{3}}{c_{4}}<\frac{1}{10^{6}(1 \vee \alpha)} \tag{4.28}
\end{equation*}
$$

which both follow by (4.25) and by the fact that $2^{2 \alpha} \geq e^{\alpha} \geq 1 \vee \alpha$ for $\alpha>0$. We will also use that from (e) we have

$$
\begin{equation*}
c_{3}^{-\alpha-1} c_{2}<c_{3}^{-2(1 \vee \alpha)+4(1 \vee \alpha)} \leq c_{3}^{2}<\frac{c_{4}}{10^{6} \cdot 2^{2 \alpha}} \frac{c_{4}}{10^{6} \alpha}<\frac{\eta^{4}}{16 \alpha 2^{\alpha}} \tag{4.29}
\end{equation*}
$$

where we applied (4.25) and that $2^{2 \alpha} \geq \alpha$, and then that $c_{4}<\eta^{2}$. Then similarly, from (d) we have

$$
\begin{equation*}
c_{4}^{-\alpha-1} c_{3}<\frac{\eta^{4}}{24 \alpha 2^{\alpha}} \tag{4.30}
\end{equation*}
$$

Finally, from (g) and (4.26) we have

$$
\begin{equation*}
\rho<c_{1}<\frac{\eta}{10^{6}} \tag{4.31}
\end{equation*}
$$

Considering the choices (a)-(j) together with the consequences (4.24) and (4.25), and noticing that ( g ) implies $\rho \leq c_{1} / 100$, we conclude that the constants $\eta, K, \gamma, \delta, \rho, c_{1} \ldots, c_{6}$ satisfy (3.2)-(3.5), so we will be able to apply Propositions 3.2 and 3.11 with this choice of constants.

We can now show that the events $\mathcal{C}_{2}$ to $\mathcal{C}_{7}$ and $\mathcal{D}_{1}$ to $\mathcal{D}_{5}$ occur with high probability.
Lemma 4.6. Suppose the constants $\eta, K, \gamma, \delta, \rho, c_{1}, \ldots, c_{6}>0$ satisfy (4.23) and (a)-(j). Then for $N$ sufficiently large and $t>4 \ell_{N}$,

$$
\mathbb{P}\left(\mathcal{C}_{j}^{c}\right)<\frac{\eta}{1000} \quad \text { and } \quad \mathbb{P}\left(\mathcal{D}_{i}^{c}\right)<\frac{\eta}{1000}
$$

for all $j \in\{2, \ldots, 7\}$ and $i \in\{1, \ldots, 5\}$, where the events $\left(\mathcal{C}_{j}\right)_{j=2}^{7}$ and $\left(\mathcal{D}_{i}\right)_{i=1}^{5}$ are defined in (3.12)-(3.17) and (3.47)-(3.52) respectively.

Proof. Assume that $\eta>0$ satisfies (4.23). We consider the events $\left(\mathcal{C}_{j}\right)_{j=2}^{7}$ and $\left(\mathcal{D}_{i}\right)_{i=1}^{5}$ with the constants $K, \gamma, \delta, \rho, c_{1}, \ldots, c_{6}$, and we assume that these constants satisfy (a)-(j). We will upper bound the probabilities of the events $\left(\mathcal{C}_{j}^{c}\right)_{j=2}^{7}$ and $\left(\mathcal{D}_{i}^{c}\right)_{i=1}^{5}$ using (4.25)-(4.31) above, and the properties of the regularly varying function $h$ described in Section 4.3.

The event $\mathcal{C}_{2}^{c}$ (see (3.12)) says that there is a time $s \in\left[t_{3}, t-1\right]$ when a particle at distance at least $c_{3} a_{N}$ behind the leader jumps to within distance $2 c_{2} a_{N}$ of the leader's position. We use Markov's inequality, and sum over all the jumps happening between times $t_{3}$ and $t-1$ to bound the probability of this event. We have

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{C}_{2}^{c}\right) & \leq \mathbb{E}\left[\# \left\{\begin{array}{l}
(i, b, s) \in[N] \times\{1,2\} \times \llbracket t_{3}, t-1 \rrbracket \text { such that } \\
\left.\left.Z_{i}(s) \geq c_{3} a_{N} \text { and } X_{i, b, s} \in\left(Z_{i}(s)-2 c_{2} a_{N}, Z_{i}(s)+2 c_{2} a_{N}\right]\right\}\right] \\
\end{array}=\sum_{(i, b, s) \in[N] \times\{1,2\} \times \llbracket t_{3}, t-1 \rrbracket} \mathbb{E}\left[\mathbb{1}_{\left\{Z_{i}(s) \geq c_{3} a_{N}\right\}} \mathbb{1}_{\left.\left\{X_{i, b, s} \in\left(Z_{i}(s)-2 c_{2} a_{N}, Z_{i}(s)+2 c_{2} a_{N}\right]\right\}\right]} .\right.\right.\right.
\end{aligned}
$$

Recall from Section 2.4 that for $s \in \mathbb{N}$ and $i \in[N]$, the distance $Z_{i}(s)$ of the $i$ th particle from the leader is $\mathcal{F}_{s}$-measurable, but the jumps performed at time $s, X_{i, 1, s}$ and $X_{i, 2, s}$, are independent of $\mathcal{F}_{s}$. Hence by (4.16),

$$
\begin{align*}
& \mathbb{P}\left(\mathcal{C}_{2}^{c}\right) \\
& \leq \sum_{(i, b, s) \in[N] \times\{1,2\} \times \llbracket t_{3}, t-1 \rrbracket} \mathbb{E}\left[\mathbb{E}\left[\mathbb{1}_{\left\{Z_{i}(s) \geq c_{3} a_{N}\right\}} \mathbb{1}_{\left\{X_{i, b, s} \in\left(Z_{i}(s)-2 c_{2} a_{N}, Z_{i}(s)+2 c_{2} a_{N}\right]\right\}} \mid \mathcal{F}_{s}\right]\right] \\
& =\sum_{(i, b, s) \in[N] \times\{1,2\} \times \llbracket t_{3}, t-1 \rrbracket} \mathbb{E}\left[\mathbb{1}_{\left\{Z_{i}(s) \geq c_{3} a_{N}\right\}}\left(h\left(Z_{i}(s)-2 c_{2} a_{N}\right)^{-1}-h\left(Z_{i}(s)+2 c_{2} a_{N}\right)^{-1}\right)\right] . \tag{4.32}
\end{align*}
$$

Since $h$ is monotone non-decreasing, for any $z \geq c_{3} a_{N}$ we have

$$
\begin{equation*}
h\left(z-2 c_{2} a_{N}\right)^{-1}-h\left(z+2 c_{2} a_{N}\right)^{-1} \leq h\left(\left(c_{3}-2 c_{2}\right) a_{N}\right)^{-1}\left(1-\frac{h\left(z-2 c_{2} a_{N}\right)}{h\left(z+2 c_{2} a_{N}\right)}\right) \tag{4.33}
\end{equation*}
$$

Take $\epsilon>0$. For the fraction on the right-hand side of (4.33) we have that for $N$ sufficiently large, for $z \geq c_{3} a_{N}$,

$$
\begin{equation*}
1 \geq \frac{h\left(z-2 c_{2} a_{N}\right)}{h\left(z+2 c_{2} a_{N}\right)} \geq \frac{h\left(\left(z+2 c_{2} a_{N}\right) \cdot \frac{\left(c_{3}-2 c_{2}\right) a_{N}}{\left(c_{3}+2 c_{2}\right) a_{N}}\right)}{h\left(z+2 c_{2} a_{N}\right)} \geq\left(1-\frac{4 c_{2}}{c_{3}+2 c_{2}}\right)^{\alpha}-\epsilon \geq 1-8 \alpha \frac{c_{2}}{c_{3}}-\epsilon \tag{4.34}
\end{equation*}
$$

where we first use the monotonicity of $h$, and in the second inequality we use that $z \geq c_{3} a_{N}$, that the function $y \mapsto\left(y-2 c_{2} a_{N}\right) /\left(y+2 c_{2} a_{N}\right)$ is increasing in $y$, and we again use the monotonicity of $h$. The third inequality follows by (1.2), and the fourth holds by the definition of $c_{2}$ in (e). Then, by (4.20) and the lower bound in (4.34) with $\epsilon=\eta^{4}\left(c_{3}-2 c_{2}\right)^{\alpha}$, we see from (4.33) that for $N$ sufficiently large, for $z \geq c_{3} a_{N}$,

$$
\begin{align*}
h\left(z-2 c_{2} a_{N}\right)^{-1}-h\left(z+2 c_{2} a_{N}\right)^{-1} & \leq 2\left(c_{3}-2 c_{2}\right)^{-\alpha} h\left(a_{N}\right)^{-1}\left(8 \alpha \frac{c_{2}}{c_{3}}+\eta^{4}\left(c_{3}-2 c_{2}\right)^{\alpha}\right) \\
& \leq h\left(a_{N}\right)^{-1}\left(16 \alpha 2^{\alpha} c_{3}^{-\alpha-1} c_{2}+2 \eta^{4}\right) \tag{4.35}
\end{align*}
$$

where for the first term of the second inequality we used the fact that $\left(c_{3}-2 c_{2}\right)^{-\alpha}<$ $\left(c_{3} / 2\right)^{-\alpha}$, because $2 c_{2}<c_{3} / 2$ by (4.25).

Now let us return to (4.32) and notice that we sum over $6 N \ell_{N}$ jumps. Therefore, by (4.35) we conclude that for $N$ sufficiently large,

$$
\mathbb{P}\left(\mathcal{C}_{2}^{c}\right) \leq \frac{6 N \ell_{N}}{h\left(a_{N}\right)}\left(16 \alpha 2^{\alpha} c_{3}^{-\alpha-1} c_{2}+2 \eta^{4}\right) \leq 6\left(16 \alpha 2^{\alpha} c_{3}^{-\alpha-1} c_{2}+2 \eta^{4}\right)<18 \eta^{4}<\frac{\eta}{1000}
$$

where we used (4.19) in the second inequality, (4.29) in the third, and (4.24) in the fourth.
The event $\mathcal{C}_{3}^{c}$ (see (3.13)) says that there exists a big jump in the time interval $\left[t_{4}, t-1\right]$ such that a descendant also performs a big jump during the time interval $\left[t_{4}, t-1\right]$, within time $\ell_{N}$ of the first big jump.

Consider the $N$-BRW constructed from $N$ independent BRWs (see Section 4.1). If $\mathcal{C}_{3}^{c}$ occurs then there must be two big jumps in the $N$-BRW as above; that is, we must have $\left(i_{1}, s_{1}\right) \lesssim_{b_{1}}\left(i_{2}, s_{2}\right)$ with $s_{1} \in \llbracket t_{4}, t-2 \rrbracket$ and $s_{2} \in \llbracket s_{1}+1, \min \left\{s_{1}+\ell_{N}, t-1\right\} \rrbracket$, and $\left(i_{1}, b_{1}, s_{1}\right),\left(i_{2}, b_{2}, s_{2}\right) \in B_{N}$, where $B_{N}$ is the set of big jumps defined in (2.15). Then by Lemma 4.1 there are two big jumps with the same properties in the $N$ independent BRWs; that is, there exist $j \in[N], u_{1}, u_{2} \in \mathcal{U}_{0}$ such that $\left(j, u_{1}\right) \in H_{s_{1}}$, $\left(j, u_{2}\right) \in H_{s_{2}}, u_{1} b_{1} \preceq u_{2}, X_{i_{1}, b_{1}, s_{1}}=Y_{j, u_{1} b_{1}}$ and $X_{i_{2}, b_{2}, s_{2}}=Y_{j, u_{2} b_{2}}$. Therefore, since $s_{2} \in \llbracket s_{1}+1, \min \left\{s_{1}+\ell_{N}, t-1\right\} \rrbracket \subseteq \llbracket s_{1}+1, s_{1}+\ell_{N} \rrbracket$ and $H_{s_{2}} \subseteq[N] \times\{1,2\}^{s_{2}}$, we have

$$
\mathbb{P}\left(\mathcal{C}_{3}^{c}\right) \leq \mathbb{P}\left(\begin{array}{l}
\exists s_{1} \in \llbracket t_{4}, t-2 \rrbracket,\left(j, u_{1}\right) \in H_{s_{1}}, b_{1} \in\{1,2\} \text { and }  \tag{4.36}\\
s_{2} \in \llbracket s_{1}+1, s_{1}+\ell_{N} \rrbracket, u_{2} \in\{1,2\}^{s_{2}}, u_{2} \succ u_{1}, b_{2} \in\{1,2\}: \\
Y_{j, u_{1} b_{1}}>\rho a_{N} \text { and } Y_{j, u_{2} b_{2}}>\rho a_{N}
\end{array}\right)
$$

Recall the definition of $\mathcal{F}_{n}^{\prime}$ in Section 4.1. By a union bound over the possible values of $s_{1}, s_{2}, b_{1}$ and $b_{2}$, and then conditioning on $\mathcal{F}_{s_{1}}^{\prime}$ and applying another union bound over the possible values of $\left(j, u_{1}\right)$ and $u_{2}$,

$$
\leq \sum_{\substack{s_{1} \in \llbracket t_{4}, t-2 \rrbracket, s_{2} \in \llbracket s_{1}+1, s_{1}+\mathcal{C}_{3} \rrbracket \\ b_{1}, b_{2} \in\{1,2\}}} \mathbb{E}\left[\sum_{\left(j, u_{1}\right) \in H_{s_{1}}, u_{2} \in\{1,2\}^{s_{2}}, u_{2} \succ u_{1}} \mathbb{P}\left(Y_{j, u_{1} b_{1}}>\rho a_{N}, Y_{j, u_{2} b_{2}}>\rho a_{N} \mid \mathcal{F}_{s_{1}}^{\prime}\right)\right]
$$

Then since $\left(Y_{j, u}\right)_{j \in[N], u \in \cup_{m>s_{1}}\{1,2\}^{m}}$ are independent of $\mathcal{F}_{s_{1}}^{\prime}$, for $\left(j, u_{1}\right) \in H_{s_{1}}$ and $u_{2} \in$ $\{1,2\}^{s_{2}}$ we have

$$
\mathbb{P}\left(Y_{j, u_{1} b_{1}}>\rho a_{N}, Y_{j, u_{2} b_{2}}>\rho a_{N} \mid \mathcal{F}_{s_{1}}^{\prime}\right)=h\left(\rho a_{N}\right)^{-2}
$$

Hence by summing over the $4 \ell_{N}-1$ possible values for $s_{1}$, and the two possible values for $b_{1}$ and $b_{2}$, and since $\left|H_{s_{1}}\right|=N$, and for $u_{1} \in\{1,2\}^{s_{1}}$ there are $2^{s_{2}-s_{1}}$ possible values of $u_{2} \in\{1,2\}^{s_{2}}$ with $u_{2} \succ u_{1}$, for $N$ sufficiently large we have

$$
\begin{align*}
\mathbb{P}\left(\mathcal{C}_{3}^{c}\right) & \leq 4 \ell_{N} \cdot 4 \sum_{s_{2} \in \llbracket s_{1}+1, s_{1}+\ell_{N} \rrbracket} N 2^{s_{2}-s_{1}} h\left(\rho a_{N}\right)^{-2} \\
& \leq 16 N \ell_{N} \cdot 2 \cdot 2^{\log _{2} N+1} h\left(\rho a_{N}\right)^{-2}=\left(\frac{2 N \ell_{N}}{h\left(\rho a_{N}\right)}\right)^{2} 16 \ell_{N}^{-1} \leq 4 \rho^{-2 \alpha} \cdot 16 \ell_{N}^{-1}<\frac{\eta}{1000}, \tag{4.37}
\end{align*}
$$

where in the third inequality we used (4.21).
The event $\mathcal{C}_{4}^{c}$ (see (3.14)) can be bounded using Corollary 4.5. We apply the corollary with $x_{N}=c_{1} a_{N}, r=\rho / c_{1}$ and $\lambda=1 /(2 \alpha)$. We can make this choice for $\lambda$, because we have

$$
\begin{equation*}
c_{1} a_{N}>N^{1 /(2 \alpha)} \tag{4.38}
\end{equation*}
$$

Genealogy and spatial distribution of $N$-BRW with polynomial tails
for all $N$ sufficiently large by (4.17). By our choice of $\rho$ in (g), we have $r<1 \wedge \frac{\lambda(1 \wedge \alpha)}{48}$, and so Corollary 4.5 tells us that for some constant $C>0$, for $N$ sufficiently large,

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{C}_{4}^{c}\right) \leq C N^{-1}<\frac{\eta}{1000} \tag{4.39}
\end{equation*}
$$

The event $\mathcal{C}_{5}^{c}$ (see (3.15)) says that two big jumps occur at the same time, that is

$$
\begin{aligned}
\mathcal{C}_{5}^{c}=\left\{\exists s \in \llbracket t_{4}, t-1 \rrbracket,\left(k_{1}, b_{1}\right) \neq\left(k_{2}, b_{2}\right) \in[N] \times\right. & \{1,2\} \\
& \left.: X_{k_{1}, b_{1}, s}>\rho a_{N} \text { and } X_{k_{2}, b_{2}, s}>\rho a_{N}\right\} .
\end{aligned}
$$

By a union bound over the $4 \ell_{N}$ time steps and the possible pairs of jumps at each time step,

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{C}_{5}^{c}\right) \leq 4 \ell_{N}\binom{2 N}{2} h\left(\rho a_{N}\right)^{-2} \leq\left(\frac{2 N \ell_{N}}{h\left(\rho a_{N}\right)}\right)^{2} 2 \ell_{N}^{-1} \leq 4 \rho^{-2 \alpha} \cdot 2 \ell_{N}^{-1}<\frac{\eta}{1000} \tag{4.40}
\end{equation*}
$$

for $N$ sufficiently large, where the third inequality follows by (4.21).
The event $\mathcal{C}_{6}^{c}$ (see (3.16)) says that a big jump happens in (at least) one of two very short time intervals, $\left[t_{2}, t_{2}+\left\lceil\delta \ell_{N}\right\rceil\right]$ and $\left[t_{1}-\left\lceil\delta \ell_{N}\right\rceil, t_{1}+\left\lceil\delta \ell_{N}\right\rceil\right]$. In total there are $2 N \cdot\left(3\left\lceil\delta \ell_{N}\right\rceil+2\right)$ jumps performed during these two time intervals. By a union bound over these jumps, we get

$$
\begin{align*}
& \mathbb{P}\left(\mathcal{C}_{6}^{c}\right) \\
& =\mathbb{P}\left(\exists(i, b, s) \in[N] \times\{1,2\} \times\left(\llbracket t_{2}, t_{2}+\left\lceil\delta \ell_{N}\right\rceil \rrbracket \cup \llbracket t_{1}-\left\lceil\delta \ell_{N}\right\rceil, t_{1}+\left\lceil\delta \ell_{N}\right\rceil \rrbracket\right): X_{i, b, s}>\rho a_{N}\right) \\
& \leq 2 N\left(3 \delta \ell_{N}+5\right) h\left(\rho a_{N}\right)^{-1} \leq 6 \delta \rho^{-\alpha}\left(1+2 \delta^{-1} \ell_{N}^{-1}\right)<\frac{\eta}{1000}, \tag{4.41}
\end{align*}
$$

for $N$ sufficiently large, where in the second inequality we used (4.21), and the last inequality follows by the choice of $\delta$ in (h) and by (4.31).

The event $\mathcal{C}_{7}$ gives an upper bound on the number of big jumps (see (3.17)). There are $8 N \ell_{N}$ jumps performed in the time interval $\left[t_{4}, t-1\right]$; by Markov's inequality and then by (4.21), we have

$$
\begin{align*}
\mathbb{P}\left(\mathcal{C}_{7}^{c}\right) & =\mathbb{P}\left(\#\left\{(i, b, s) \in[N] \times\{1,2\} \times \llbracket t_{4}, t-1 \rrbracket: X_{i, b, s}>\rho a_{N}\right\}>K\right) \\
& \leq \frac{8 N \ell_{N} h\left(\rho a_{N}\right)^{-1}}{K} \leq \frac{8}{K} \rho^{-\alpha}<\frac{\eta}{1000} \tag{4.42}
\end{align*}
$$

for $N$ sufficiently large, where the last inequality follows by the choice of $K$ in (j) and by (4.31).

The event $\mathcal{D}_{1}$ (see (3.47)) has the same definition as that of $\mathcal{C}_{2}$ (see (3.12)), except with different constants. By the same argument as for (4.35), using the definition of $c_{3}$ in (d), for $N$ sufficiently large we have

$$
\begin{equation*}
h\left(z-3 c_{3} a_{N}\right)^{-1}-h\left(z+3 c_{3} a_{N}\right)^{-1} \leq h\left(a_{N}\right)^{-1}\left(24 \alpha \cdot 2^{\alpha} c_{4}^{-\alpha-1} c_{3}+2 \eta^{4}\right) \quad \forall z \geq c_{4} a_{N} . \tag{4.43}
\end{equation*}
$$

Then continuing in the same way as after (4.35) we obtain

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{D}_{1}^{c}\right) \leq 6\left(24 \alpha 2^{\alpha} c_{4}^{-\alpha-1} c_{3}+2 \eta^{4}\right)<18 \eta^{4}<\frac{\eta}{1000} \tag{4.44}
\end{equation*}
$$

for $N$ sufficiently large, by (4.30) and (4.24).

Genealogy and spatial distribution of $N$-BRW with polynomial tails

The event $\mathcal{D}_{2}$ in (3.48) says that in every interval of length $c_{5} \ell_{N}$ in $\left[t_{3}, t_{1}\right]$ there is a particle which performs a jump of size greater than $2 c_{4} a_{N}$. We introduce a slightly different event to show that $\mathcal{D}_{2}$ happens with high probability. Let us divide the interval $\left[t_{3}, t_{1}\right]$ into subintervals of length $\frac{1}{2} c_{5} \ell_{N}$, to get $\left\lceil 4 c_{5}^{-1}\right\rceil$ subintervals (the last subinterval may end after time $t_{1}$; we also note that $\frac{1}{2} c_{5} \ell_{N}$ is not necessarily an integer, but we will intersect the intervals with $\mathbb{N}$ ). If a jump of size greater than $2 c_{4} a_{N}$ happens in each of these subintervals then $\mathcal{D}_{2}$ occurs. We describe this formally by the following event:

$$
\tilde{\mathcal{D}}_{2}:=\left\{\begin{array}{l}
\forall m \in\left\{1,2, \ldots,\left\lceil 4 c_{5}^{-1}\right\rceil\right\} \\
\exists(k, b, s) \in[N] \times\{1,2\} \times \llbracket t_{3}+(m-1) \frac{1}{2} c_{5} \ell_{N}, t_{3}+m \frac{1}{2} c_{5} \ell_{N} \rrbracket: \\
X_{k, b, s}>2 c_{4} a_{N}
\end{array}\right\} ;
$$

as mentioned above, if $\tilde{\mathcal{D}}_{2}$ occurs then $\mathcal{D}_{2}$ occurs. The complement event of $\tilde{\mathcal{D}}_{2}$ is that there is a subinterval in which every jump made by a particle has size at most $2 c_{4} a_{N}$. Note that in each subinterval $\llbracket t_{3}+(m-1) \frac{1}{2} c_{5} \ell_{N}, t_{3}+m \frac{1}{2} c_{5} \ell_{N} \rrbracket$, there are at least $2 N \cdot \frac{1}{2} c_{5} \ell_{N}$ jumps. Therefore, by a union bound, we have

$$
\begin{align*}
\mathbb{P}\left(\mathcal{D}_{2}^{c}\right) \leq \mathbb{P}\left(\tilde{\mathcal{D}}_{2}^{c}\right) \leq\left\lceil 4 c_{5}^{-1}\right\rceil\left(1-\frac{1}{h\left(2 c_{4} a_{N}\right)}\right)^{c_{5} \ell_{N} N} & \leq\left(4 c_{5}^{-1}+1\right) \exp \left(-\frac{c_{5} N \ell_{N}}{h\left(2 c_{4} a_{N}\right)}\right) \\
& \leq 5 c_{5}^{-1} \exp \left(-\frac{c_{5}\left(2 c_{4}\right)^{-\alpha}}{4}\right) \tag{4.45}
\end{align*}
$$

where in the third inequality we use that $1-x \leq e^{-x}$ for $x \geq 0$, and the fourth inequality follows by (4.22) for $N$ sufficiently large and since $c_{5}<1$. Now note that by (c),

$$
c_{5} c_{4}^{-\alpha}=c_{5}^{1-4 \alpha /(1 \wedge \alpha)} \geq c_{5}^{-3}>2^{2+\alpha} \log \left(\frac{5000}{c_{5} \eta}\right)
$$

where the last inequality holds because $c_{5}^{-1}>2^{2+\alpha}$ by (4.25), $0<\log x<x$ for $x>1$, and $c_{5}^{-1}>\frac{5000}{\eta}$ by (4.26). Substituting this into (4.45) shows that $\mathbb{P}\left(\mathcal{D}_{2}^{c}\right)<\eta / 1000$.

The event $\mathcal{D}_{3}^{c}$ defined in (3.49) says that every jump in the time interval $\left[t_{2}, t_{2}+\left\lceil\ell_{N} / 2\right\rceil\right]$ has size at most $2 c_{6} a_{N}$. There are at least $N \ell_{N}$ jumps in this time interval, and so for $N$ sufficiently large, since $e^{-x} \geq 1-x$ for $x \geq 0$, and then by (4.22),

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{D}_{3}^{c}\right) \leq\left(1-\frac{1}{h\left(2 c_{6} a_{N}\right)}\right)^{N \ell_{N}} \leq \exp \left(-\frac{N \ell_{N}}{h\left(2 c_{6} a_{N}\right)}\right) \leq \exp \left(-\frac{\left(2 c_{6}\right)^{-\alpha}}{4}\right) \tag{4.46}
\end{equation*}
$$

Now (a) and (4.23) tell us that $c_{6}^{-\alpha}=\eta^{-2 \alpha}>2^{\alpha+2} \log \left(\frac{1000}{\eta}\right)$, and substituting this into (4.46) shows that $\mathbb{P}\left(\mathcal{D}_{3}^{c}\right)<\eta / 1000$.

The event $\mathcal{D}_{4}^{c}$ (see (3.50)) says that in the time interval $\left[t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil, t_{2}\right]$, a particle performs a jump of size greater than $c_{6} a_{N}$ (recall from (a) and (b) that $c_{5} \ll c_{6}$ ). Since there are at most $2 N\left(\left\lceil c_{5} \ell_{N}\right\rceil+1\right) \leq 2 N\left(c_{5} \ell_{N}+2\right)$ jumps in the time interval $\left[t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil, t_{2}\right]$, by a union bound,

$$
\begin{align*}
\mathbb{P}\left(\mathcal{D}_{4}^{c}\right) & =\mathbb{P}\left(\exists(i, b, s) \in[N] \times\{1,2\} \times \llbracket t_{2}-\left\lceil c_{5} \ell_{N}\right\rceil, t_{2} \rrbracket: X_{i, b, s}>c_{6} a_{N}\right) \\
& \leq \frac{2 N\left(c_{5} \ell_{N}+2\right)}{h\left(c_{6} a_{N}\right)} \leq 2 c_{5} c_{6}^{-\alpha}\left(1+2 c_{5}^{-1} \ell_{N}^{-1}\right) \leq 4 \eta^{6(1 \vee \alpha)} \eta^{-2 \alpha}<\frac{\eta}{1000}, \tag{4.47}
\end{align*}
$$

for $N$ sufficiently large, where in the second inequality we use (4.21), the third inequality holds by the choices in (b) and (a) for $N$ sufficiently large, and the fourth follows by (4.24).

The event $\mathcal{D}_{5}^{c}$ (see (3.52)) says that in a short time interval after time $\tau_{2}$ (defined in (3.51)) a jump is performed whose size falls into a small interval, $\left(2 c_{4} a_{N},\left(2 c_{4}+3 c_{3}\right) a_{N}\right]$. We can see from the definition of $\tau_{2}$ as the first time after $t_{2}$ when the diameter is at most $\frac{3}{2} c_{4} a_{N}$, that $\tau_{2}$ is a stopping time. Therefore we can condition on $\mathcal{F}_{\tau_{2}}$, and apply the strong Markov property. By Markov's inequality we have

$$
\begin{aligned}
& \mathbb{P}\left(\mathcal{D}_{5}^{c}\right) \\
& =\mathbb{P}\left(\exists(k, b, s) \in[N] \times\{1,2\} \times \llbracket \tau_{2}, \tau_{2}+c_{5} \ell_{N} \rrbracket: X_{k, b, s} \in\left(2 c_{4} a_{N},\left(2 c_{4}+3 c_{3}\right) a_{N}\right]\right) \\
& \leq \mathbb{E}\left[\mathbb{E}\left[\#\left\{(k, b, s) \in[N] \times\{1,2\} \times \llbracket \tau_{2}, \tau_{2}+c_{5} \ell_{N} \rrbracket: X_{k, b, s} \in\left(2 c_{4} a_{N},\left(2 c_{4}+3 c_{3}\right) a_{N}\right]\right\} \mid \mathcal{F}_{\tau_{2}}\right]\right]
\end{aligned}
$$

Note that if $\tau_{2}<\infty$ then during the time interval $\left[\tau_{2}, \tau_{2}+c_{5} \ell_{N}\right]$ there are at most $2 N\left(c_{5} \ell_{N}+1\right)$ jumps; it follows that

$$
\begin{align*}
\mathbb{P}\left(\mathcal{D}_{5}^{c}\right) & \leq \mathbb{E}\left[\sum_{(k, b, s) \in[N] \times\{1,2\} \times \llbracket \tau_{2}, \tau_{2}+c_{5} \ell_{N} \rrbracket} \mathbb{P}\left(X_{k, b, s} \in\left(2 c_{4} a_{N},\left(2 c_{4}+3 c_{3}\right) a_{N}\right] \mid \mathcal{F}_{\tau_{2}}\right) \mathbb{1}_{\left\{\tau_{2}<\infty\right\}}\right] \\
& \leq 2 N\left(c_{5} \ell_{N}+1\right)\left(h\left(2 c_{4} a_{N}\right)^{-1}-h\left(\left(2 c_{4}+3 c_{3}\right) a_{N}\right)^{-1}\right) \tag{4.48}
\end{align*}
$$

by the strong Markov property. Now we can use the monotonicity of $h$ and then the upper bound (4.43) to get

$$
\begin{align*}
h\left(2 c_{4} a_{N}\right)^{-1}-h\left(\left(2 c_{4}+3 c_{3}\right) a_{N}\right)^{-1} & \leq h\left(\left(2 c_{4}-3 c_{3}\right) a_{N}\right)^{-1}-h\left(\left(2 c_{4}+3 c_{3}\right) a_{N}\right)^{-1} \\
& \leq h\left(a_{N}\right)^{-1}\left(24 \alpha \cdot 2^{\alpha} c_{4}^{-\alpha-1} c_{3}+2 \eta^{4}\right) \tag{4.49}
\end{align*}
$$

for $N$ sufficiently large. Therefore, by (4.48), (4.49), and (4.18), we have that for $N$ sufficiently large,

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{D}_{5}^{c}\right) \leq\left(1+c_{5}^{-1} \ell_{N}^{-1}\right) c_{5}\left(1+\eta^{4}\right)\left(24 \alpha 2^{\alpha} c_{4}^{-\alpha-1} c_{3}+2 \eta^{4}\right)<4 c_{5} \cdot 3 \eta^{4}<\frac{\eta}{1000} \tag{4.50}
\end{equation*}
$$

where in the second inequality we use (4.30) and that $\left(1+c_{5}^{-1} \ell_{N}^{-1}\right)\left(1+\eta^{4}\right)<4$ for $N$ sufficiently large, and the last inequality follows by (4.26) and (4.24). This concludes the proof of Lemma 4.6.

We have seen in Lemma 4.6 above that with an appropriate choice of constants, the probabilities of the events $\mathcal{C}_{2}$ to $\mathcal{C}_{7}$ and $\mathcal{D}_{1}$ to $\mathcal{D}_{5}$ which imply $\mathcal{A}_{1}$ and $\mathcal{A}_{3}$ are close to 1 . We can now use this to prove Proposition 2.6.

Proof of Proposition 2.6. Take $\eta \in(0,1]$. Without loss of generality, we can assume that $\eta$ is sufficiently small that it satisfies (4.23). Then choose $K, \gamma, \delta, \rho, c_{1}, \ldots, c_{6}$ as in (a)-(j) (at the beginning of Section 4.4). Note that before stating Lemma 4.6 we checked that these constants also satisfy (3.2)-(3.5). Therefore by Proposition 3.2 and Proposition 3.11, for $N$ sufficiently large and $t>4 \ell_{N}$,

$$
\bigcap_{j=2}^{7} \mathcal{C}_{j} \cap \bigcap_{i=1}^{5} \mathcal{D}_{i} \subseteq \mathcal{A}_{1} \cap \mathcal{A}_{3}
$$

Therefore, for $N$ sufficiently large and $t>4 \ell_{N}$, by a union bound,

$$
\mathbb{P}\left(\left(\mathcal{A}_{1} \cap \mathcal{A}_{3}\right)^{c}\right) \leq \mathbb{P}\left(\left(\bigcap_{j=2}^{7} \mathcal{C}_{j} \cap \bigcap_{i=1}^{5} \mathcal{D}_{i}\right)^{c}\right) \leq \sum_{j=2}^{7} \mathbb{P}\left(\mathcal{C}_{j}^{c}\right)+\sum_{i=1}^{5} \mathbb{P}\left(\mathcal{D}_{i}^{c}\right)<\eta
$$

by Lemma 4.6, which completes the proof.

## 5 Proof of Proposition 2.7: star-shaped coalescence

We will prove Proposition 2.7 in this section. So far we have proved Proposition 2.6, which says that with high probability the common ancestor of the majority of the population at time $t$ is particle $(N, T)$, where $T$ is given by (2.17); in particular, $T$ is between times $t_{2}$ and $t_{1}$. Now recall the notation introduced in (2.19)-(2.23). Proposition 2.7 says that for $\nu>0$, with high probability, every particle in the set $\mathcal{N}_{N, T}\left(T+\varepsilon_{N} \ell_{N}\right)$ has at most $\nu N$ surviving descendants at time $t$, where we may assume that $\left(\varepsilon_{N}\right)_{N \in \mathbb{N}_{0}}$ satisfies

$$
\begin{equation*}
\varepsilon_{N} \ell_{N} \in \mathbb{N}_{0} \forall N \geq 1, \quad \varepsilon_{N} \ell_{N} \rightarrow \infty \text { as } N \rightarrow \infty \quad \text { and } \quad \varepsilon_{N} \leq \frac{1}{4} \frac{\log _{2} \ell_{N}}{\ell_{N}} \forall N \geq 1 \tag{5.1}
\end{equation*}
$$

The first two of these assumptions on $\varepsilon_{N}$ are from (2.2). The third can be made without loss of generality, because if $\varepsilon_{N}^{\prime}>\varepsilon_{N}$, and every particle in $\mathcal{N}_{N, T}\left(T+\varepsilon_{N} \ell_{N}\right)$ has at most $\nu N$ surviving descendants at time $t$, then certainly every particle in $\mathcal{N}_{N, T}\left(T+\varepsilon_{N}^{\prime} \ell_{N}\right)$ has at most $\nu N$ surviving descendants at time $t$.

Fix $\eta \in(0,1]$ sufficiently small that it satisfies (4.23). Then choose $K, \gamma, \delta, \rho, c_{1}, \ldots, c_{6}$ as in (a)-(j). Then take $N$ sufficiently large that Proposition 2.6 and Lemma 4.6 hold for our chosen constants, and take $t>4 \ell_{N}$. Let $\nu>0$ be fixed and let us write $\mathcal{A}_{4}:=\mathcal{A}_{4}(\nu)$ from now on.

### 5.1 Strategy

Our strategy for showing Proposition 2.7 is to give a lower bound on the position of the leftmost particle at time $t$ with high probability, and then bound the number of time- $t$ descendants of each particle in $\mathcal{N}_{N, T}\left(T^{\varepsilon_{N}}\right)$ which can reach that lower bound by time $t$. We will be able to control the number of such descendants because of Corollary 4.5. Assume that we know $\mathcal{X}_{1}(t) \geq \mathcal{X}_{N}(T)+\hat{a}_{T, N}$, where $\hat{a}_{T, N}>N^{\lambda}$ for some $\lambda>0$, but $\hat{a}_{T, N} \ll a_{N}$. Then Corollary 4.5 implies that with high probability all surviving particles at time $t$ must have an ancestor which made a jump of size greater than $r \hat{a}_{T, N}$ for an appropriate choice of $r \in(0,1)$. So given a particle $i \in \mathcal{N}_{N, T}\left(T^{\varepsilon_{N}}\right)$, we can find an upper bound for the number of its time-t descendants with high probability, by considering the number of its descendants which made a jump of size greater than $r \hat{a}_{T, N}$ before time $t$. Thus, we should choose $\hat{a}_{T, N}$ such that we have $\mathcal{X}_{1}(t) \geq \mathcal{X}_{N}(T)+\hat{a}_{T, N}$ with high probability, and also such that we can get a good enough upper bound for each $D_{i}$ (see (2.21)) from Corollary 4.5 to conclude Proposition 2.7.

We now give a sketch argument to motivate our choice of lower bound on $\mathcal{X}_{1}(t)$. Assume that $T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]$. We also assume that the record set at time $T$ is not broken by a big jump before time $t_{1}+\delta \ell_{N}$, and so almost all the descendants of particle $(N, T)$ survive between times $T$ and $T+\ell_{N}$. This all happens with high probability, as we saw in Section 4; in particular recall the event $\mathcal{C}_{6}$ from (3.16). Set $\theta_{T, N}:=\left(t_{1}-T\right) / \ell_{N}$.

Note that if a descendant of particle $(N, T)$ makes a jump of size greater than $\hat{a}_{T, N}$ at time $T+k$ for some $k \in\left[(1-\delta) \ell_{N}, \ell_{N}\right]$, then it can have $2^{\left(1+\theta_{T, N}\right) \ell_{N}-k}$ descendants at time $t$, and all of these descendants are to the right of $\mathcal{X}_{N}(T)+\hat{a}_{T, N}$. Also, there are approximately $2^{k}$ particles in the leading tribe descending from $(N, T)$ at time $T+k$. Therefore, we expect that jumps of size greater than $\hat{a}_{T, N}$, performed by the descendants of $(N, T)$ in the time interval $\left[T+(1-\delta) \ell_{N}, T+\ell_{N}\right]$, contribute to the number of particles to the right of $\mathcal{X}_{N}(T)+\hat{a}_{T, N}$ at time $t$ by roughly

$$
\sum_{k \in \llbracket(1-\delta) \ell_{N}, \ell_{N} \rrbracket} 2^{k} \cdot 2^{\left(1+\theta_{T, N}\right) \ell_{N}-k} \frac{1}{h\left(\hat{a}_{T, N}\right)} \approx \delta \ell_{N} 2^{\left(1+\theta_{T, N}\right) \ell_{N}} \frac{1}{h\left(\hat{a}_{T, N}\right)}
$$

If we want to make sure that all the $N$ particles are to the right of $\mathcal{X}_{N}(T)+\hat{a}_{T, N}$ at
time $t$, then the above should be approximately $N$, and so $\hat{a}_{T, N}$ should be roughly $h^{-1}\left(\delta \ell_{N} N^{\theta_{T, N}}\right)$.

There are several potential inaccuracies in this argument. For example, the descendants of a particle making a jump of size greater than $\hat{a}_{T, N}$ do not necessarily all survive until time $t$. We will use a reasoning similar to Lemma 2.4 to clarify this issue. Another problem might occur if a particle $(i, T+k)$ makes a jump of size greater than $\hat{a}_{T, N}$, and then at time $T+k+1$, its offspring does the same. In this case our sketch argument double counts the time- $t$ descendants of particle $(i, T+k)$. We will therefore make some adjustments in the rigorous proof to avoid double counting.

In Sections 5.2 to 5.5 below, we will make the sketch argument precise, then use Corollary 4.5 to see that with high probability, particles must have at least one jump greater than a certain size (roughly but not exactly $h^{-1}\left(\delta \ell_{N} N^{\theta_{T, N}}\right)$ ) in their ancestry to survive until time $t$. Finally, for each particle $\left(i, T^{\varepsilon_{N}}\right)$, we upper bound the number of particles at time $t$ which descend from particle $\left(i, T^{\varepsilon_{N}}\right)$ and have a jump greater than this certain size in their ancestry between times $T^{\varepsilon_{N}}$ and $t$.

### 5.2 Sequence of stopping times

In the strategy above we suggested that $h^{-1}\left(\delta \ell_{N} N^{\theta_{T, N}}\right)$ should be a good lower bound for $\mathcal{X}_{1}(t)-\mathcal{X}_{N}(T)$. A problem with this lower bound is that it depends on $T$, and conditioning on $T$ would change the distribution of the process, as $T$ is not a stopping time; see the definition in (2.17).

Note however, that the first, second, $\ldots, n$th times after time $t_{2}$ at which a jump of size greater than $\rho a_{N}$ breaks the record between times $t_{2}$ and $t_{1}$, are stopping times, and $T$ is equal to one of these times with high probability. Furthermore, the number of such times is at most $K$ with high probability, by Lemma 4.6 and the definition of the event $\mathcal{C}_{7}$. Therefore, we can define a finite set of stopping times in such a way that $T$ is in the set with high probability. Then we can prove a similar statement to Proposition 2.7 for each stopping time in the finite set with the strategy described in the previous section. This will be enough to prove Proposition 2.7.

Recall the definition of $\mathbf{S}_{N}$ in (2.16). Define a sequence of stopping times by setting $T_{0}:=t_{2}+\left\lceil\delta \ell_{N}\right\rceil-1$, and

$$
\begin{equation*}
T_{n}:=1+\inf \left\{\mathbf{S}_{N}(\rho) \cap\left[T_{n-1}, t_{1}-\left\lceil\delta \ell_{N}\right\rceil-1\right]\right\} \tag{5.2}
\end{equation*}
$$

for $n \in \mathbb{N}$; let $T_{n}:=t_{1}$ if the intersection above is empty.
For all $n \in \mathbb{N}$, we introduce some new notation which will be frequently used in the course of the proof. First we let

$$
\begin{equation*}
T_{n}^{\varepsilon_{N}}:=T_{n}+\varepsilon_{N} \ell_{N} . \tag{5.3}
\end{equation*}
$$

The set and number of time-t descendants of the $i$ th particle at time $T_{n}^{\varepsilon_{N}}$ will be denoted by

$$
\begin{equation*}
\mathcal{N}_{i, n}:=\mathcal{N}_{i, T_{n}^{\varepsilon_{N}}}(t) \quad \text { and } \quad D_{i, n}:=\left|\mathcal{N}_{i, n}\right| . \tag{5.4}
\end{equation*}
$$

We also introduce

$$
\begin{equation*}
\theta_{n, N}:=\frac{\left(t_{1}-T_{n}\right)}{\ell_{N}} \geq 0 \tag{5.5}
\end{equation*}
$$

Take $0<\delta_{1}<\delta / 8$ and set

$$
\begin{equation*}
\hat{a}_{n, N}:=h^{-1}\left(\delta_{1} N^{\theta_{n, N}} \ell_{N}\right) \tag{5.6}
\end{equation*}
$$

where $h^{-1}$, defined in (1.6), is the generalised inverse of $h$ from (1.3). We explained the motivation for this definition of $\hat{a}_{n, N}$ in Section 5.1. By the same argument as for (4.18),
for any $\epsilon>0$ we can choose $N_{0}$ sufficiently large (and deterministic, since all quantities involved are deterministic) such that

$$
\frac{x}{h\left(h^{-1}(x)\right)} \in[1-\epsilon, 1+\epsilon] \quad \text { for all } N \geq N_{0} \text { and } x \geq \delta_{1} \ell_{N}
$$

and then since $\delta_{1} N^{\theta_{n, N}} \ell_{N} \geq \delta_{1} \ell_{N}$, we also have for each $n \in \mathbb{N}$,

$$
\begin{equation*}
\frac{\delta_{1} N^{\theta_{n, N}} \ell_{N}}{h\left(\hat{a}_{n, N}\right)} \in[1-\epsilon, 1+\epsilon] \quad \text { for all } N \geq N_{0} \tag{5.7}
\end{equation*}
$$

We note that $\hat{a}_{n, N}$ is roughly $N^{\theta_{n, N} / \alpha}$; in particular, if $h(x)=x^{\alpha}$ for $x \geq 1$ then $\hat{a}_{n, N}=$ $\left(\delta_{1} N^{\theta_{n, N}} \ell_{N}\right)^{1 / \alpha}$.

Take $0<\delta_{2}<\delta^{2}$. Throughout Section 5 we will use the term 'medium jump' for jumps of size greater than $\delta_{2} \hat{a}_{n, N}$, as the relevant space scale in this section is $\hat{a}_{n, N}$. We denote the set of medium jumps on a time interval $\left[s_{1}, s_{2}\right] \subseteq\left[t_{2}, t-1\right]$ by

$$
\begin{equation*}
\mathcal{M}_{n, N}^{\left[s_{1}, s_{2}\right]}:=\left\{(k, b, s) \in[N] \times\{1,2\} \times \llbracket s_{1}, s_{2} \rrbracket: X_{k, b, s}>\delta_{2} \hat{a}_{n, N}\right\} \tag{5.8}
\end{equation*}
$$

and we let

$$
\begin{equation*}
\mathcal{M}_{n, N}:=\mathcal{M}_{n, N}^{\left[t_{2}, t-1\right]} \tag{5.9}
\end{equation*}
$$

The stopping times $\left(T_{n}\right)_{n \in \mathbb{N}}$ allow us to give an upper bound on the probability of $\mathcal{A}_{4}^{c}$. Suppose $\left|B_{N}^{\left[t_{2}, t_{1}\right]}\right| \leq K$ and $T \in\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]$. Then $\left|\mathbf{S}_{N}(\rho) \cap\left[t_{2}, t_{1}\right]\right| \leq K$ by the definition of $\mathbf{S}_{N}$ in (2.16), and so by the definition of $T$ in (2.17) and the definition of $T_{n}$ in (5.2), it follows that $T=T_{n}$ for some $n \in[K]$. Hence, by the definition of $\mathcal{A}_{4}$ in (2.23) and then by a union bound,

$$
\begin{align*}
\mathbb{P}\left(\mathcal{A}_{4}^{c}\right)= & \mathbb{P}\left(\max _{i \in \mathcal{N}_{N, T}\left(T^{\varepsilon_{N}}\right)} D_{i}>\nu N\right) \\
\leq & \mathbb{P}\left(\exists n \in[K]: T_{n} \leq t_{1}-\left\lceil\delta \ell_{N}\right\rceil \text { and } \max _{i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right)} D_{i, n}>\nu N\right) \\
& +\mathbb{P}\left(\left|B_{N}^{\left[t_{2}, t_{1}\right]}\right|>K\right)+\mathbb{P}\left(T \notin\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]\right) \tag{5.10}
\end{align*}
$$

By the definition of the event $\mathcal{C}_{7}$ in (3.17) and by Lemma 4.6,

$$
\mathbb{P}\left(\left|B_{N}^{\left[t_{2}, t_{1}\right]}\right|>K\right) \leq \mathbb{P}\left(\mathcal{C}_{7}^{c}\right)<\frac{\eta}{1000}
$$

Then by the definition of the event $\mathcal{A}_{3}$ in (2.22) and by Proposition 2.6,

$$
\mathbb{P}\left(T \notin\left[t_{2}+\left\lceil\delta \ell_{N}\right\rceil, t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right]\right) \leq \mathbb{P}\left(\mathcal{A}_{3}^{c}\right)<\eta
$$

Therefore, applying a union bound for the first term on the right-hand side of (5.10), we obtain

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{A}_{4}^{c}\right) \leq \mathbb{E}\left[\sum_{n=1}^{K} \mathbb{1}_{\left\{T_{n} \leq t_{1}-\left\lceil\delta \ell_{N}\right\rceil\right\}} \mathbb{P}\left(\max _{i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right)} D_{i, n}>\nu N \mid \mathcal{F}_{T_{n}}\right)\right]+\frac{1001}{1000} \eta \tag{5.11}
\end{equation*}
$$

From now on we aim to show that each term of the sum inside the expectation is small. For all $n \in \mathbb{N}$, we let $\mathbb{P}_{T_{n}}$ denote the law of the $N$-BRW conditioned on $\mathcal{F}_{T_{n}}$ :

$$
\begin{equation*}
\mathbb{P}_{T_{n}}(\cdot):=\mathbb{P}\left(\cdot \mid \mathcal{F}_{T_{n}}\right) \quad \text { and } \quad \mathbb{E}_{T_{n}}[\cdot]:=\mathbb{E}\left[\cdot \mid \mathcal{F}_{T_{n}}\right] \tag{5.12}
\end{equation*}
$$
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### 5.3 Proof of Proposition 2.7

We now state the most important intermediate results in the proof of Proposition 2.7, and show that they imply the result. We then prove these intermediate results in Sections 5.4 and 5.5.

Our first main intermediate result says the probability that a particle in $\mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right)$ has a descendant at time $t$ such that there is no medium jump on the path between the particle and the descendant is small. We prove this result in Section 5.4.
Lemma 5.1. For all $N$ sufficiently large, $t>4 \ell_{N}$, and $n \in \mathbb{N}$ with $T_{n}<t_{1}$,

$$
\mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right), k \in \mathcal{N}_{i, n}: P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N}=\emptyset\right)<\frac{\eta}{100 K}
$$

where $T_{n}, T_{n}^{\varepsilon_{N}}$ and $\mathbb{P}_{T_{n}}$ are given by (5.2), (5.3) and (5.12), $\mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right)$ and $\mathcal{N}_{i, n}$ are defined in (2.12) and (5.4), $P_{i, T_{n}^{\varepsilon_{N}}}^{k, t}$ in (2.10), and $\mathcal{M}_{n, N}$ in (5.9).

Our second main intermediate result says that with high probability, for each $i \in$ $\mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right)$, there cannot be more than $\nu N$ time- $t$ descendants of particle $\left(i, T_{n}^{\varepsilon_{N}}\right)$ if each descendant has a medium jump on their path. We prove this result in Section 5.5.
Lemma 5.2. For all $N$ sufficiently large, $t>4 \ell_{N}$, and $n \in \mathbb{N}$ with $T_{n}<t_{1}$,

$$
\mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right): D_{i, n}>\nu N \text { and } P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N} \neq \emptyset \forall k \in \mathcal{N}_{i, n}\right)<\frac{\eta}{100 K}
$$

where $T_{n}, T_{n}^{\varepsilon_{N}}$ and $\mathbb{P}_{T_{n}}$ are given by (5.2), (5.3) and (5.12), $\mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right), \mathcal{N}_{i, n}$ and $D_{i, n}$ are defined in (2.12) and (5.4), $P_{i, T_{n}^{\varepsilon_{N}}}^{k, t}$ in (2.10), and $\mathcal{M}_{n, N}$ in (5.9).

Proof of Proposition 2.7. Suppose $N$ is sufficiently large that Lemmas 5.1 and 5.2 hold. Take $n \in \mathbb{N}$ and suppose $T_{n}<t_{1}$ (which also implies $T_{n} \leq t_{1}-\left\lceil\delta \ell_{N}\right\rceil$ by the definition (5.2) of $T_{n}$ ). Suppose a particle in $\mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right)$ has more than $\nu N$ surviving descendants at time $t$. Then either all the descendants have an ancestor which performed a medium jump between times $T_{n}^{\varepsilon_{N}}$ and $t$, or there is at least one particle which survives without a medium jump in its ancestry. Therefore we have

$$
\begin{align*}
& \mathbb{P}_{T_{n}}\left(\max _{i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right)} D_{i, n}>\nu N\right) \\
& \leq \mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right), k \in \mathcal{N}_{i, n}: P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N}=\emptyset\right) \\
& \quad+\mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right): D_{i, n}>\nu N \text { and } P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N} \neq \emptyset \forall k \in \mathcal{N}_{i, n}\right) \\
& <\frac{\eta}{50 K} \tag{5.13}
\end{align*}
$$

by Lemmas 5.1 and 5.2. Then by (5.11), it follows that

$$
\mathbb{P}\left(\mathcal{A}_{4}^{c}\right)<K \cdot \frac{\eta}{50 K}+\frac{1001}{1000} \eta<2 \eta
$$

which completes the proof.

### 5.4 Leaders must take medium jumps to survive: proof of Lemma 5.1

There are two key ideas in the proof. First we show that for a fixed $n \in \mathbb{N}$ with $T_{n}<t_{1}$, the whole population is to the right of position $\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}$ at time $t$, with high probability. Second, we prove that with high probability paths cannot reach position $\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}$ without having a medium jump on the path.
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Lemma 5.3. For all $N$ sufficiently large, $t>4 \ell_{N}$, and $n \in \mathbb{N}$ with $T_{n}<t_{1}$,

$$
\mathbb{P}_{T_{n}}\left(\mathcal{X}_{1}(t)<\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}\right)<\frac{\eta}{200 K},
$$

where $T_{n}$ and $\hat{a}_{n, N}$ are given by (5.2) and (5.6) respectively.
Proof. Recall the definition of $G_{x}(n)$ in (2.7). Let $G:=G_{\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}}(t)$; then, to prove the statement of the lemma, we aim to show that for $N$ sufficiently large and $t>4 \ell_{N}$,

$$
\begin{equation*}
\mathbb{P}_{T_{n}}(|G|<N)<\frac{\eta}{200 K} \tag{5.14}
\end{equation*}
$$

Recall the definition of $\delta_{1}>0$ in (5.6); fix $\delta^{\prime} \in\left(8 \delta_{1}, \delta\right)$ and then take $\delta_{3} \in\left(8 \delta_{1}, \delta^{\prime}\right)$ such that $\delta_{3} \ell_{N}$ is an integer (this is possible for $N$ sufficiently large). Let $S_{k}:=T_{n}+\ell_{N}-k$ for $k \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket$. Then for each $k \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket$, at time $S_{k}$ there are at least $2^{\ell_{N}-k}$ particles to the right of (or at) position $\mathcal{X}_{N}\left(T_{n}\right)$, by Lemma 2.4. These particles are either in the interval $\left[\mathcal{X}_{N}\left(T_{n}\right), \mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}\right)$ or to the right of this interval. Let us denote the set of particles in $\left[\mathcal{X}_{N}\left(T_{n}\right), \mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}\right)$ at time $S_{k}$ by $A_{k}$, i.e. for $k \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket$ let

$$
A_{k}:=\left\{i \in[N]: \mathcal{X}_{i}\left(S_{k}\right) \in\left[\mathcal{X}_{N}\left(T_{n}\right), \mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}\right)\right\}
$$

We will handle the following two cases separately:
(a) the event $\mathcal{E}:=\left\{\left|A_{k}\right| \geq \frac{1}{2} 2^{\ell_{N}-k} \forall k \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket\right\}$ occurs,
(b) the event $\mathcal{E}^{c}=\left\{\exists k \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket:\left|G_{\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}}\left(S_{k}\right)\right|>\frac{1}{2} 2^{\ell_{N}-k}\right\}$ occurs.

First we deal with case (a). We give a lower bound on $|G|$ using a similar argument to the proof of Lemma 2.4. First note that jumps of size greater than $\hat{a}_{n, N}$ from particles in $A_{k}$ arrive to the right of position $\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}$ for all $k \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket$. Thus all time- $t$ descendants of a particle that makes such a jump will be in the set $G$. For $k \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket$, let $\mathcal{M}_{k}^{\prime}$ denote the set of such jumps:

$$
\mathcal{M}_{k}^{\prime}:=\left\{\left(i, b, S_{k}\right): X_{i, b, S_{k}}>\hat{a}_{n, N} \text { and } i \in A_{k}\right\}
$$

Suppose for all $k \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket$, all particles descending from the set $\mathcal{M}_{k}^{\prime}$ survive until time $t$. Then the total number of such descendants will be

$$
\begin{equation*}
\left|\bigcup_{k \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket} \bigcup_{\left(i, b, S_{k}\right) \in \mathcal{M}_{k}^{\prime}} \mathcal{N}_{i, S_{k}}^{b}(t)\right|=\sum_{k=1}^{\delta_{3} \ell_{N}} 2^{k+\theta_{n, N} \ell_{N}-1} \sum_{i \in A_{k}, b \in\{1,2\}} \mathbb{1}_{\left\{X_{i, b, S_{k}}>\hat{a}_{n, N}\right\}} \tag{5.15}
\end{equation*}
$$

The first term in the sum is the number of time- $t$ descendants of a particle at time $S_{k}+1=T_{n}+\ell_{N}-k+1$, and the second sum gives the number of jumps of size greater than $\hat{a}_{n, N}$ from particles in $A_{k}$.

If instead there exists $k \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket$ such that not every particle descending from a jump in $\mathcal{M}_{k}^{\prime}$ survives until time $t$, then there must be $N$ particles to the right of (or at) $\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}$ at some time $s \leq t$ (and therefore at time $t$, by monotonicity). We conclude the following lower bound:

$$
\begin{equation*}
|G| \geq \min \left(N, \sum_{k=1}^{\delta_{3} \ell_{N}} 2^{k+\theta_{n, N} \ell_{N}-1} \sum_{i \in A_{k}, b \in\{1,2\}} \mathbb{1}_{\left\{X_{i, b, S_{k}}>\hat{a}_{n, N}\right\}}\right) \tag{5.16}
\end{equation*}
$$

Let $\xi_{j, k} \sim \operatorname{Ber}\left(h\left(\hat{a}_{n, N}\right)^{-1}\right)$ be i.i.d. random variables, by which we mean that

$$
\mathbb{P}_{T_{n}}\left(\xi_{j, k}=1\right)=\frac{1}{h\left(\hat{a}_{n, N}\right)}=1-\mathbb{P}_{T_{n}}\left(\xi_{j, k}=0\right) \quad \text { for all } k, j \in \mathbb{N}
$$

## Genealogy and spatial distribution of $N$-BRW with polynomial tails

The indicator random variables in (5.16) all have this distribution. Thus by (5.16),

$$
\begin{align*}
\mathbb{P}_{T_{n}}(\{|G|<N\} \cap \mathcal{E}) & \leq \mathbb{P}_{T_{n}}\left(\left\{\sum_{k=1}^{\delta_{3} \ell_{N}} 2^{k+\theta_{n, N} \ell_{N}-1} \sum_{i \in A_{k}, b \in\{1,2\}} \mathbb{1}_{\left\{X_{i, b, S_{k}}>\hat{a}_{n, N}\right\}}<N\right\} \cap \mathcal{E}\right) \\
& \leq \mathbb{P}_{T_{n}}\left(\sum_{k=1}^{\delta_{3} \ell_{N}} 2^{k+\theta_{n, N} \ell_{N}-1} \sum_{j=1}^{2^{\ell_{N}-k}} \xi_{j, k}<N\right) \tag{5.17}
\end{align*}
$$

since on the event $\mathcal{E}$ there are at least $2^{\ell_{N}-k}$ jumps from the set $A_{k}$ for each $k \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket$.
We will use the concentration inequality from [19, Theorem 2.3(c)] to estimate the right-hand side of (5.17). As the inequality applies for independent random variables taking values in $[0,1]$, we consider the random variables $2^{-\delta_{3} \ell_{N}+k} \xi_{j, k} \in[0,1]$ for $k \in$ $\llbracket 1, \delta_{3} \ell_{N} \rrbracket$ and $j \in\left[2^{\ell_{N}-k}\right]$. Let $\mu$ denote the expectation of the sum of these random variables over $k$ and $j$ :

$$
\begin{equation*}
\mu:=\mathbb{E}_{T_{n}}\left[\sum_{k=1}^{\delta_{3} \ell_{N}} 2^{-\delta_{3} \ell_{N}+k} \sum_{j=1}^{2^{\ell_{N}-k}} \xi_{j, k}\right]=\sum_{k=1}^{\delta_{3} \ell_{N}} 2^{-\delta_{3} \ell_{N}+k} \frac{2^{\ell_{N}-k}}{h\left(\hat{a}_{n, N}\right)} \geq \frac{\delta_{3} \ell_{N} N^{1-\delta_{3}}}{h\left(\hat{a}_{n, N}\right)} \geq 4 N^{1-\delta_{3}-\theta_{n, N}} \tag{5.18}
\end{equation*}
$$

for $N$ sufficiently large, where the last inequality holds because $h\left(\hat{a}_{n, N}\right) \leq 2 \delta_{1} N^{\theta_{n, N}} \ell_{N}$ by (5.7) for $N$ sufficiently large, and because we chose $\delta_{3} / \delta_{1} \geq 8$. Thus

$$
\begin{aligned}
\mathbb{P}_{T_{n}}\left(\sum_{k=1}^{\delta_{3} \ell_{N}} 2^{k+\theta_{n, N} \ell_{N}-1} \sum_{j=1}^{2^{\ell_{N}-k}} \xi_{j, k}<N\right) & \leq \mathbb{P}_{T_{n}}\left(\sum_{k=1}^{\delta_{3} \ell_{N}} 2^{-\delta_{3} \ell_{N}+k} \sum_{j=1}^{2^{\ell_{N}-k}} \xi_{j, k}<2 N^{1-\delta_{3}-\theta_{n, N}}\right) \\
& \leq \mathbb{P}_{T_{n}}\left(\sum_{k=1}^{\delta_{3} \ell_{N}} 2^{-\delta_{3} \ell_{N}+k} \sum_{j=1}^{2^{\ell_{N}-k}} \xi_{j, k}<\frac{1}{2} \mu\right)
\end{aligned}
$$

for $N$ sufficiently large, where in the first inequality we multiply by $2^{1-\left(\delta_{3}+\theta_{n, N}\right) \ell_{N}}$ to get terms in $[0,1]$ in the sum and notice that $2^{-\ell_{N}} \leq N^{-1}$, and the second inequality holds by (5.18). We now apply the concentration inequality from [19, Theorem 2.3(c)] to the independent random variables $2^{-\delta_{3} \ell_{N}+k} \xi_{j, k} \in[0,1]$ on the right-hand side above, giving that

$$
\begin{equation*}
\mathbb{P}_{T_{n}}\left(\sum_{k=1}^{\delta_{3} \ell_{N}} 2^{k+\theta_{n, N} \ell_{N}-1} \sum_{j=1}^{2^{\ell_{N}-k}} \xi_{j, k}<N\right) \leq e^{-\mu / 8} \leq e^{-\frac{1}{2} N^{\delta-\delta_{3}}} \tag{5.19}
\end{equation*}
$$

where in the second inequality we use (5.18) again and that $\theta_{n, N} \leq 1-\delta$ by (5.5) and since $T_{n} \geq t_{2}+\delta \ell_{N}$ by (5.2). Now putting (5.17) and (5.19) together, since $\delta-\delta_{3}>\delta-\delta^{\prime}>0$ we conclude that

$$
\begin{equation*}
\mathbb{P}_{T_{n}}(\{|G|<N\} \cap \mathcal{E})<\frac{\eta}{200 K} \tag{5.20}
\end{equation*}
$$

for $N$ sufficiently large.
In case (b), $\mathcal{E}^{c}$ deterministically implies that $|G|=N$. Indeed, if $\mathcal{E}^{c}$ occurs then it follows that there exists $k_{0} \in \llbracket 1, \delta_{3} \ell_{N} \rrbracket$ such that $\left|G_{\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}}\left(S_{k_{0}}\right)\right|>\frac{1}{2} 2^{\ell_{N}-k_{0}}$. Recall that $S_{k_{0}}=T_{n}+\ell_{N}-k_{0}$. Then by Lemma 2.4 we have

$$
\begin{equation*}
|G| \geq \min \left(N, \frac{1}{2} 2^{\ell_{N}-k_{0}} 2^{k_{0}+\theta_{n, N} \ell_{N}}\right)=N \tag{5.21}
\end{equation*}
$$

for $N$ sufficiently large, because $\theta_{n, N} \geq \delta$ by (5.5) and (5.2), and since we are assuming $T_{n}<t_{1}$. Thus for $N$ sufficiently large,

$$
\mathbb{P}_{T_{n}}\left(\{|G|<N\} \cap \mathcal{E}^{c}\right)=0,
$$

which together with (5.20) and (5.14) concludes the proof.

Now we are ready to prove Lemma 5.1. Corollary 4.5 tells us that paths cannot move a large distance without having jumps which have size at least the order of magnitude of that large distance. So Lemma 5.3 and Corollary 4.5 together will show that paths without medium jumps cannot survive until time $t$ with high probability.

Proof of Lemma 5.1. We partition the event in Lemma 5.1 based on the position of the leftmost particle:

$$
\begin{align*}
& \mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right), k \in \mathcal{N}_{i, n}: P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N}=\emptyset\right) \\
& =\mathbb{P}_{T_{n}}\left(\left\{\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right), k \in \mathcal{N}_{i, n}: P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N}=\emptyset\right\} \cap\left\{\mathcal{X}_{1}(t)<\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}\right\}\right) \\
& \quad+\mathbb{P}_{T_{n}}\left(\left\{\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right), k \in \mathcal{N}_{i, n}: P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N}=\emptyset\right\} \cap\left\{\mathcal{X}_{1}(t) \geq \mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}\right\}\right) . \tag{5.22}
\end{align*}
$$

This will be useful, because from Lemma 5.3 we know that the leftmost particle at time $t$ is to the right of (or at) $\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}$ with high probability. Hence it is enough to focus on the second term on the right-hand side of (5.22), and show that with high probability, paths cannot move beyond $\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}$ without medium jumps.

Assume that the event in the second term on the right-hand side of (5.22) occurs with $i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right)$ and $k \in \mathcal{N}_{i, n}$, and so we have $P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N}=\emptyset$ and $\mathcal{X}_{k}(t) \geq \mathcal{X}_{1}(t) \geq$ $\mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}$. Note that particle $(k, t)$ is a descendant of particle $\left(N, T_{n}\right)$ as well. The path between these two particles has to move distance at least $\hat{a}_{n, N}$. Thus one of the following must happen. Either the path between particles ( $N, T_{n}$ ) and ( $k, t$ ) moves $\hat{a}_{n, N}$ even without medium jumps, or there must be a medium jump on this path. In the latter case the medium jump must be in the time interval $\left[T_{n}, T_{n}^{\varepsilon_{N}}-1\right]$, because we assumed $P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N}=\emptyset$. This leads to the following upper bound:

$$
\begin{align*}
& \mathbb{P}_{T_{n}}\left(\left\{\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right), k \in \mathcal{N}_{i, n}: P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N}=\emptyset\right\} \cap\left\{\mathcal{X}_{1}(t) \geq \mathcal{X}_{N}\left(T_{n}\right)+\hat{a}_{n, N}\right\}\right) \\
& \leq \mathbb{P}_{T_{n}}\left(\exists k \in \mathcal{N}_{N, T_{n}}(t): \sum_{(i, b, s) \in P_{N, T_{n}}^{k, t}} X_{i, b, s} \mathbb{1}_{\left\{X_{i, b, s} \leq \delta_{2} \hat{a}_{n, N}\right\}} \geq \hat{a}_{n, N}\right) \\
& \quad+\mathbb{P}_{T_{n}}\left(\exists s \in \llbracket T_{n}, T_{n}^{\varepsilon_{N}}-1 \rrbracket, i \in \mathcal{N}_{N, T_{n}}(s) \text { and } b \in\{1,2\}: X_{i, b, s}>\delta_{2} \hat{a}_{n, N}\right) \\
& \leq C N^{-1}+\mathbb{P}_{T_{n}}\left(\exists s \in \llbracket T_{n}, T_{n}^{\varepsilon_{N}}-1 \rrbracket, i \in \mathcal{N}_{N, T_{n}}(s) \text { and } b \in\{1,2\}: X_{i, b, s}>\delta_{2} \hat{a}_{n, N}\right) \tag{5.23}
\end{align*}
$$

for $N$ sufficiently large, where the second inequality holds for some constant $C>0$ because of Corollary 4.5 applied with $x_{N}=\hat{a}_{n, N}, r=\delta_{2}$ and $\lambda=\delta /(2 \alpha)$. To check the conditions of Corollary 4.5 we first notice that we chose $\delta_{2}<\delta^{2}$, and claim that $\delta^{2}<1 \wedge \frac{\delta(1 \wedge \alpha)}{96 \alpha}$. Indeed, at the beginning of Section 5 we chose $\delta$ together with the other constants $\eta, K, \gamma, \rho, c_{1}, \ldots, c_{6}$ satisfying (a)-(j). From (h) and (g) we have $\delta \leq \rho \leq \frac{c_{1}(1 \wedge \alpha)}{100 \alpha}$, and since $c_{1}$ is certainly smaller than 1 (for example by (4.26) and (4.24)) the claim follows. Regarding the condition that $x_{N}>N^{\lambda}$, we have $\hat{a}_{n, N}>N^{\theta_{n, N} / 2 \alpha} \geq N^{\delta / 2 \alpha}$ for $N$ sufficiently large, where the first inequality follows by (5.7) and Lemma 4.2 by the same argument as for (4.17) and (4.38), and the second inequality holds because $\theta_{n, N} \geq \delta$ by (5.5), (5.2) and since we are assuming $T_{n}<t_{1}$.

Next we use a union bound to control the second term on the right-hand side of (5.23), using that there are at most $2 \cdot 2^{k}$ jumps descending from particle $\left(N, T_{n}\right)$ at time $T_{n}+k$.

We have

$$
\begin{align*}
& \mathbb{P}_{T_{n}}\left(\exists s \in \llbracket T_{n}, T_{n}^{\varepsilon_{N}}-1 \rrbracket, i \in \mathcal{N}_{N, T_{n}}(s) \text { and } b \in\{1,2\}: X_{i, b, s}>\delta_{2} \hat{a}_{n, N}\right) \\
& \leq \sum_{k=0}^{\varepsilon_{N} \ell_{N}-1} \frac{2 \cdot 2^{k}}{h\left(\delta_{2} \hat{a}_{n, N}\right)}<\frac{2^{1+\varepsilon_{N} \ell_{N}}}{h\left(\delta_{2} \hat{a}_{n, N}\right)} \leq \frac{8 N^{\varepsilon_{N}}}{\delta_{2}^{\alpha} \delta_{1} N^{\theta_{n, N}} \ell_{N}} \leq \frac{8}{\delta_{2}^{\alpha} \delta_{1}} N^{\varepsilon_{N}-\delta} \tag{5.24}
\end{align*}
$$

for $N$ sufficiently large, where in the third inequality we use that $2^{\varepsilon_{N} \ell_{N}} \leq 2 N^{\varepsilon_{N}}$ for $N$ sufficiently large, and that $h\left(\delta_{2} \hat{a}_{n, N}\right) \geq \delta_{2}^{\alpha} \delta_{1} N^{\theta_{n, N}} \ell_{N} / 2$ for $N$ sufficiently large because of (1.2) and (5.7), and in the fourth inequality we use that $\theta_{n, N} \geq \delta$ by (5.5), (5.2) and since we are assuming $T_{n}<t_{1}$.

Note that we have $\varepsilon_{N}<\delta / 2$ for $N$ sufficiently large by our assumptions in (5.1). Therefore, by (5.22), Lemma 5.3, (5.23), and (5.24) we conclude that

$$
\mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right), k \in \mathcal{N}_{i, n}: P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N}=\emptyset\right)<\frac{\eta}{100 K}
$$

for $N$ sufficiently large.

### 5.5 The number of descendants of medium jumps: proof of Lemma $\mathbf{5 . 2}$

Proof of Lemma 5.2. We partition the time interval $\left[T_{n}^{\varepsilon_{N}}, t-1\right]$ into two subintervals, and look at the number of medium jumps and the number of time- $t$ descendants of the medium jumps. Let

$$
I_{1}:=\left[T_{n}^{\varepsilon_{N}}, t_{1}+2 \varepsilon_{N} \ell_{N}-1\right] \quad \text { and } \quad I_{2}:=\left[t_{1}+2 \varepsilon_{N} \ell_{N}, t-1\right]
$$

be the two intervals, and let $A_{j}^{i}$ denote the set of particles in $\mathcal{N}_{i, n}$ which have a medium jump in their ancestral lines which happened in the time interval $I_{j}$ :

$$
\begin{equation*}
A_{j}^{i}:=\left\{k \in \mathcal{N}_{i, n}: P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N}^{I_{j}} \neq \emptyset\right\}, \quad i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right), \quad j \in\{1,2\} . \tag{5.25}
\end{equation*}
$$

If there is a medium jump in $I_{1}$, then there may be many, possibly of order $N$, particles at time $t$ descending from this medium jump. However, we will see that with high probability there are no medium jumps at all in $I_{1}$ : particle ( $N, T_{n}$ ) does not have enough descendants by the end of $I_{1}$ for any to have made a medium jump. In contrast, in the second interval there are many particles to make medium jumps (although not more than $N$ at any one time), but there is less time to produce many descendants by time $t$. Indeed, for each $i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right)$ the expected number of time- $t$ descendants of $\left(i, T_{n}^{\varepsilon_{N}}\right)$ whose path has a medium jump in $I_{2}$ is of order $N^{1-\varepsilon_{N}}$. Using a concentration result from [19], we will see that the number of descendants itself (rather than the expected number) is of order $N^{1-\varepsilon_{N}}$ with high probability, and therefore for each $i$, the total contribution of $A_{1}^{i}$ and $A_{2}^{i}$ is $o(N)$ with high probability. With the above strategy in mind, we give the following upper bound on the probability in the statement of Lemma 5.2, using (5.4):

$$
\begin{align*}
\mathbb{P}_{T_{n}} & \left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right): D_{i, n}>\nu N \text { and } P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N} \neq \emptyset \forall k \in \mathcal{N}_{i, n}\right) \\
& \leq \mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right): \#\left\{k \in \mathcal{N}_{i, n}: P_{i, T_{n}^{\varepsilon_{N}}}^{k, t} \cap \mathcal{M}_{n, N} \neq \emptyset\right\}>\nu N\right) \\
& =\mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right):\left|A_{1}^{i} \cup A_{2}^{i}\right|>\nu N\right) \\
& \leq \mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right): A_{1}^{i} \neq \emptyset\right)+\mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right):\left|A_{2}^{i}\right|>C N^{1-\varepsilon_{N}}\right) \tag{5.26}
\end{align*}
$$

for $N$ sufficiently large and any constant $C$, since $\varepsilon_{N} \ell_{N} \rightarrow \infty$ as $N \rightarrow \infty$ by our choice of $\varepsilon_{N}$ in (5.1).

We let $\tilde{I}_{1}:=\left[T_{n}, t_{1}+2 \varepsilon_{N} \ell_{N}-1\right] \supset I_{1}$. It is enough to bound the first term on the right-hand side of (5.26) by the probability that any of the descendants of particle $\left(N, T_{n}\right)$ makes a medium jump by time $t_{1}+2 \varepsilon_{N} \ell_{N}-1$ :

$$
\begin{equation*}
\mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right): A_{1}^{i} \neq \emptyset\right) \leq \mathbb{P}_{T_{n}}\left(\exists(j, b, s) \in \mathcal{M}_{n, N}^{\tilde{I}_{1}}:\left(N, T_{n}\right) \lesssim(j, s)\right) \tag{5.27}
\end{equation*}
$$

This probability will be very small, as the total number of descendants of $\left(N, T_{n}\right)$ in the time interval $\tilde{I}_{1}$ is not large enough to see jumps of order $\hat{a}_{n, N}$. Indeed, applying a union bound over the jumps made by descendants of $\left(N, T_{n}\right)$ at times $T_{n}+k$ shows that the right-hand side of (5.27) is at most

$$
\begin{equation*}
\sum_{k=0}^{\left(\theta_{n, N}+2 \varepsilon_{N}\right) \ell_{N}-1} \frac{2 \cdot 2^{k}}{h\left(\delta_{2} \hat{a}_{n, N}\right)} \leq 2 \cdot 2^{\left(\theta_{n, N}+2 \varepsilon_{N}\right) \ell_{N}} \frac{2}{\delta_{2}^{\alpha} \delta_{1} N^{\theta_{n, N}} \ell_{N}} \leq \frac{8}{\delta_{2}^{\alpha} \delta_{1}} \ell_{N}^{-1 / 2} \tag{5.28}
\end{equation*}
$$

for $N$ sufficiently large, where in the first inequality we use the fact that $h\left(\delta_{2} \hat{a}_{n, N}\right) \geq$ $\delta_{2}^{\alpha} \delta_{1} N^{\theta_{n, N}} \ell_{N} / 2$ for $N$ sufficiently large by (1.2) and (5.7), and in the second inequality we use the assumption on $\varepsilon_{N}$ in (5.1), and that $2^{\theta_{n, N} \ell_{N}} \leq 2 N^{\theta_{n, N}}$.

For the second term on the right-hand side of (5.26) we will give an upper bound using the concentration inequality from [19, Theorem 2.3(b)]. First we bound $\left|A_{2}^{i}\right|$ for any $i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right)$ :

$$
\begin{equation*}
\left|A_{2}^{i}\right| \leq \sum_{k=\left(\theta_{n, N}+2 \varepsilon_{N}\right) \ell_{N}}^{\left(1+\theta_{n, N}\right) \ell_{N}-1} \sum_{j \in \mathcal{N}_{i, T_{n}^{\varepsilon}}} \sum_{\left(T_{n}+k\right), b \in\{1,2\}} \mathbb{1}_{\left\{X_{j, b, T_{n}+k}>\delta_{2} \hat{a}_{n, N}\right\}}\left|\mathcal{N}_{j, T_{n}+k}^{b}(t)\right|, \tag{5.29}
\end{equation*}
$$

where we sum up the number of time- $t$ descendants of every particle descended from $\left(i, T_{n}^{\varepsilon_{N}}\right)$ which made a jump of size greater than $\delta_{2} \hat{a}_{n, N}$ at a time $T_{n}+k$ in the time interval $I_{2}$. Now let $\xi_{j, k}^{i} \sim \operatorname{Ber}\left(h\left(\delta_{2} \hat{a}_{n, N}\right)^{-1}\right)$ be i.i.d. random variables, by which we mean that

$$
\mathbb{P}_{T_{n}}\left(\xi_{j, k}^{i}=1\right)=h\left(\delta_{2} \hat{a}_{n, N}\right)^{-1}=1-\mathbb{P}_{T_{n}}\left(\xi_{j, k}^{i}=0\right)
$$

for all $i, j, k \in \mathbb{N}$. The indicator random variables in (5.29) all have this distribution. Considering that we have $\left|\mathcal{N}_{i, T_{n}^{\varepsilon_{N}}}\left(T_{n}+k\right)\right| \leq \min \left(N, 2^{k-\varepsilon_{N} \ell_{N}}\right)$ and $\left|\mathcal{N}_{j, T_{n}+k}^{b}(t)\right| \leq$ $2^{\left(1+\theta_{n, N}\right) \ell_{N}-k-1} \leq 2^{\left(1+\theta_{n, N}\right) \ell_{N}-k}$ for all $k \in \llbracket\left(\theta_{n, N}+2 \varepsilon_{N}\right) \ell_{N},\left(1+\theta_{n, N}\right) \ell_{N}-1 \rrbracket$, and since $\mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right) \leq 2^{\varepsilon_{N} \ell_{N}}$, we obtain the following upper bound from (5.29):

$$
\begin{align*}
& \mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right):\left|A_{2}^{i}\right|>C N^{1-\varepsilon_{N}}\right) \\
& \quad \leq \mathbb{P}_{T_{n}}\left(\exists i \in\left[2^{\varepsilon_{N} \ell_{N}}\right]: \sum_{k=\left(\theta_{n, N}+2 \varepsilon_{N}\right) \ell_{N}}^{\left(1+\theta_{n, N}\right) \ell_{N}} 2^{\left(1+\theta_{n, N}\right) \ell_{N}-k} \sum_{j=1}^{2 \min \left(N, 2^{\left.k-\varepsilon_{N} \ell_{N}\right)}\right.} \xi_{j, k}^{i}>C N^{1-\varepsilon_{N}}\right) \\
& \quad \leq 2^{\varepsilon_{N} \ell_{N}} \mathbb{P}_{T_{n}}\left(\sum_{k=\left(\theta_{n, N}+2 \varepsilon_{N}\right) \ell_{N}}^{\left(1+\theta_{n, N}\right) \ell_{N}} 2^{\left(1+\theta_{n, N}\right) \ell_{N}-k} \sum_{j=1}^{2 \min \left(N, 2^{\left.k-\varepsilon_{N} \ell_{N}\right)}\right.} \xi_{j, k}^{1}>C N^{1-\varepsilon_{N}}\right) \tag{5.30}
\end{align*}
$$

by a union bound.
Now [19, Theorem 2.3(b)] applies for independent random variables taking values in $[0,1]$, so we consider the random variables $2^{\left(2 \varepsilon_{N}+\theta_{n, N}\right) \ell_{N}-k} \xi_{j, k}^{1} \in[0,1]$ for each $k$ and $j$ in
the sum. Let $\mu$ denote the expectation of the sum of these random variables over $k$ and $j$ :

$$
\begin{align*}
\mu & :=\mathbb{E}_{T_{n}}\left[\sum_{k=\left(\theta_{n, N}+2 \varepsilon_{N}\right) \ell_{N}}^{\left(1+\theta_{n, N}\right) \ell_{N}} 2^{\left(2 \varepsilon_{N}+\theta_{n, N}\right) \ell_{N}-k} \sum_{j=1}^{2 \min \left(N, 2^{\left.k-\varepsilon_{N} \ell_{N}\right)}\right.} \xi_{j, k}^{1}\right] \\
& =\mathbb{E}_{T_{n}}\left[\sum_{k=\left(\theta_{n, N}+2 \varepsilon_{N}\right) \ell_{N}}^{\left(1+\varepsilon_{N}\right) \ell_{N}-1} 2^{\left(2 \varepsilon_{N}+\theta_{n, N}\right) \ell_{N}-k} \frac{2^{k-\varepsilon_{N} \ell_{N}+1}}{h\left(\delta_{2} \hat{a}_{n, N}\right)}\right] \\
& +\mathbb{E}_{T_{n}}\left[\sum_{k=\left(1+\varepsilon_{N}\right) \ell_{N}}^{\left(1+\theta_{n, N}\right) \ell_{N}} 2^{\left(2 \varepsilon_{N}+\theta_{n, N}\right) \ell_{N}-k} \frac{2 N}{h\left(\delta_{2} \hat{a}_{n, N}\right)}\right] . \tag{5.31}
\end{align*}
$$

Now considering that for $N$ sufficiently large, $\delta_{2}^{\alpha} \delta_{1} N^{\theta_{n, N}} \ell_{N} / 2 \leq h\left(\delta_{2} \hat{a}_{n, N}\right) \leq 2 \delta_{2}^{\alpha} \delta_{1} N^{\theta_{n, N}} \ell_{N}$ by (1.2) and (5.7), that $N^{2 \varepsilon_{N}+\theta_{n, N}} \leq 2^{\left(2 \varepsilon_{N}+\theta_{n, N}\right) \ell_{N}} \leq 4 N^{2 \varepsilon_{N}+\theta_{n, N}}$, that $\delta \leq \theta_{n, N} \leq 1-\delta$ and that $\varepsilon_{N}<\delta / 4$ for $N$ sufficiently large, it can be seen that we have

$$
\begin{equation*}
K_{1} N^{\varepsilon_{N}} \leq \mu \leq K_{2} N^{\varepsilon_{N}} \tag{5.32}
\end{equation*}
$$

for some constants $K_{1}, K_{2}>0$. Then, if we multiply both sides of the sum in (5.30) by $2^{\left(2 \varepsilon_{N}-1\right) \ell_{N}}$ and use that $2^{\left(2 \varepsilon_{N}-1\right) \ell_{N}} \geq N^{2 \varepsilon_{N}-1} / 2$, we get

$$
\begin{aligned}
\mathbb{P}_{T_{n}}(\exists i & \left.\in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right):\left|A_{2}^{i}\right|>C N^{1-\varepsilon_{N}}\right) \\
& \leq 2^{\varepsilon_{N} \ell_{N}} \mathbb{P}_{T_{n}}\left(\sum_{k=\left(\theta_{n, N}+2 \varepsilon_{N}\right) \ell_{N}}^{\left(1+\theta_{n, N}\right) \ell_{N}} 2^{\left(2 \varepsilon_{N}+\theta_{n, N}\right) \ell_{N}-k} \sum_{j=1}^{2 \min \left(N, 2^{\left.k-\varepsilon_{N} \ell_{N}\right)}\right.} \xi_{j, k}^{1}>\frac{1}{2} C N^{\varepsilon_{N}}\right)
\end{aligned}
$$

By (5.32) we have $\mu \geq K_{1} N^{\varepsilon_{N}}$, and we can choose $C>3 K_{2}$ so that $\frac{1}{2} C N^{\varepsilon_{N}} \geq \frac{3}{2} \mu$ for $N$ sufficiently large. Then by [19, Theorem 2.3(b)] we have for $N$ sufficiently large,

$$
\begin{equation*}
\mathbb{P}_{T_{n}}\left(\exists i \in \mathcal{N}_{N, T_{n}}\left(T_{n}^{\varepsilon_{N}}\right):\left|A_{2}^{i}\right|>C N^{1-\varepsilon_{N}}\right) \leq 2 N^{\varepsilon_{N}} \exp \left(-\frac{\frac{1}{4} K_{1} N^{\varepsilon_{N}}}{2\left(1+\frac{1}{6}\right)}\right) \tag{5.33}
\end{equation*}
$$

which is small if $N$ is large, by our choice of $\varepsilon_{N}$ in (5.1). Then by (5.26), (5.27), (5.28) and (5.33) we conclude Lemma 5.2.

## 6 Proofs of Propositions 2.2 and 2.3

In Proposition 2.2 we need to prove that for any interval of the form $\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\right.$ $\left.\left\lceil s_{2} \ell_{N}\right\rceil\right\rceil$ with $0<s_{1}<s_{2}<1$, the probability that the time of the common ancestor $T$ is in this interval is bounded away from 0 for large $N$. The main idea of the proof is that if there is a big jump in the time interval $\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right]$ which is much larger than any other jump in the time interval $\left[t_{3}, t_{1}\right]$, then that big jump will break the record, and we will have $T \in\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right]$.

More precisely, let $r>0$ be as in Proposition 2.2. We will ask that a particle performs a jump larger than $(r+3) a_{N}$ at some time $s^{*} \in\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right.$ ), and all the other jumps in the time interval $\left[t_{3}, t_{1}\right]$ are smaller than $a_{N}$. We will show that this happens with a probability bounded below by a positive constant (independent of $N$ ).

Suppose the above event occurs, and also the events $\mathcal{C}_{3}$ and $\mathcal{C}_{4}$ occur. Then we will also see that $d\left(\mathcal{X}\left(s^{*}\right)\right) \leq\left(1+c_{1}\right) a_{N}$. This will imply that the particle which makes the jump larger than $(r+3) a_{N}$ at time $s^{*}$ breaks the record, and it will lead by more than roughly $(r+2) a_{N}$ at time $s^{*}+1$. As a result, the tribe of this particle will lead between times $s^{*}+1$ and $t_{1}$, because we assumed that all jumps in $\left[s^{*}+1, t_{1}\right)$ are smaller than $a_{N}$. Moreover, particles not in the leading tribe cannot get closer than $r a_{N}$ to the leading tribe by time $t_{1}$; therefore, we will conclude $d\left(\mathcal{X}\left(t_{1}\right)\right) \geq r a_{N}$ as well.

The following lemma will be useful for proving the above statements.

Genealogy and spatial distribution of $N$-BRW with polynomial tails

Lemma 6.1. Take $\rho, c_{1}>0$. Then for $N \geq 2$ and $t>4 \ell_{N}$, for all $s_{0} \in\left[t_{4}, t_{1}\right]$ and $r_{0}>0$, on the event $\mathcal{C}_{3} \cap \mathcal{C}_{4}$,

$$
\begin{aligned}
&\left\{X_{i, b, s} \leq r_{0} a_{N} \forall(i, b, s) \in[N] \times\{1,2\} \times \llbracket s_{0}, s_{0}+\ell_{N}-1 \rrbracket\right\} \\
& \subseteq\left\{d\left(\mathcal{X}\left(s_{0}+\ell_{N}\right)\right) \leq\left(r_{0}+c_{1}\right) a_{N}\right\}
\end{aligned}
$$

where the events $\mathcal{C}_{3}$ and $\mathcal{C}_{4}$ are defined in (3.13) and (3.14) respectively.
Proof. Let $\mathcal{G}_{1}$ denote the event on the left-hand side in the statement of the lemma:

$$
\mathcal{G}_{1}:=\left\{X_{i, b, s} \leq r_{0} a_{N} \forall(i, b, s) \in[N] \times\{1,2\} \times \llbracket s_{0}, s_{0}+\ell_{N}-1 \rrbracket\right\} .
$$

Let $j \in[N]$ be arbitrary, and let $i=\zeta_{j, s_{0}+\ell_{N}}\left(s_{0}\right)$. Then, on the event $\mathcal{C}_{3}$, we have $\left|B_{N} \cap P_{i, s_{0}}^{j, s_{0}+\ell_{N}}\right| \leq 1$, and on the event $\mathcal{C}_{4}$, no particle moves further than $c_{1} a_{N}$ once big jumps have been removed from its path. Thus, on the event $\mathcal{C}_{3} \cap \mathcal{C}_{4} \cap \mathcal{G}_{1}$,

$$
\mathcal{X}_{j}\left(s_{0}+\ell_{N}\right) \leq \mathcal{X}_{i}\left(s_{0}\right)+c_{1} a_{N}+\sum_{\left(i^{\prime}, b^{\prime}, s^{\prime}\right) \in B_{N} \cap P_{i, s_{0}}^{j, s_{0}+\ell_{N}}} X_{i^{\prime}, b^{\prime}, s^{\prime}} \leq \mathcal{X}_{N}\left(s_{0}\right)+\left(r_{0}+c_{1}\right) a_{N}
$$

But by Lemma 2.4, we have $\mathcal{X}_{N}\left(s_{0}\right) \leq \mathcal{X}_{1}\left(s_{0}+\ell_{N}\right)$, and the result follows.
Proof of Proposition 2.2. Recall the definition of $\mathcal{A}_{2}^{\prime}$ from (2.5), and consider a uniform sample of $M$ particles at time $t$ with indices $\mathcal{P}_{1}, \ldots, \mathcal{P}_{M}$. Also recall the definitions of $T(\rho)$ in (2.17) and $T^{\varepsilon_{N}}(\rho)$ in (2.19). For any $\rho>0$ we have

$$
\begin{align*}
\left\{T ( \rho ) \in \left[t_{2}+\right.\right. & \left.\left.\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right]\right\} \cap\left\{\zeta_{\mathcal{P}_{j}, t}(T(\rho))=N \forall j \in[M]\right\} \\
& \cap\left\{\zeta_{\mathcal{P}_{j}, t}\left(T^{\varepsilon_{N}}(\rho)\right) \neq \zeta_{\mathcal{P}_{l}, t}\left(T^{\varepsilon_{N}}(\rho)\right) \forall j, l \in[M], j \neq l\right\} \subseteq \mathcal{A}_{2}^{\prime} \tag{6.1}
\end{align*}
$$

For $r>0$, we define $\mathcal{A}_{3}^{\prime}$ as a modification of the event $\mathcal{A}_{3}$ from (2.22):

$$
\begin{align*}
\mathcal{A}_{3}^{\prime}=\mathcal{A}_{3}^{\prime}\left(t, N, \rho, \gamma, r, s_{1}, s_{2}\right):=\{ & \left.T(\rho) \in\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right]\right\} \\
& \cap\left\{\left|\mathcal{N}_{N, T(\rho)}(t)\right| \geq N-N^{1-\gamma}\right\} \cap\left\{d\left(\mathcal{X}\left(t_{1}\right)\right) \geq r a_{N}\right\} \tag{6.2}
\end{align*}
$$

We also define the set of jumps in the time interval $\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right)$ which are larger than $(r+3) a_{N}$ :

$$
B_{N}^{\prime}\left(t, r, s_{1}, s_{2}\right):=\left\{\begin{array}{l}
(i, b, s) \in[N] \times\{1,2\} \times \llbracket t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil-1 \rrbracket:  \tag{6.3}\\
X_{i, b, s}>(r+3) a_{N}
\end{array}\right\}
$$

and the event $\mathcal{G}$, which says that there is only one jump in the set $B_{N}^{\prime}$, and every other jump is smaller than $a_{N}$ during the time interval $\left[t_{3}, t_{1}-1\right]$ :

$$
\mathcal{G}=\mathcal{G}\left(t, N, r, s_{1}, s_{2}\right):=\left\{\begin{array}{l}
\left|B_{N}^{\prime}\right|=1 \text { and } X_{i, b, s} \leq a_{N},  \tag{6.4}\\
\forall(i, b, s) \in\left([N] \times\{1,2\} \times\left[t_{3}, t_{1}-1\right]\right) \backslash B_{N}^{\prime}
\end{array}\right\} .
$$

Fix $0<s_{1}<s_{2}<1, M \in \mathbb{N}$ and $r>0$. Choose $\pi_{r, s_{2}-s_{1}}>0$ such that

$$
\begin{equation*}
\pi_{r, s_{2}-s_{1}}<\frac{s_{2}-s_{1}}{8(r+3)^{\alpha}} \cdot e^{-8} \tag{6.5}
\end{equation*}
$$

and then $\eta>0$ sufficiently small that it satisfies (4.23) and

$$
\begin{equation*}
5 \eta<\frac{s_{2}-s_{1}}{8(r+3)^{\alpha}} \cdot e^{-8}-\pi_{r, s_{2}-s_{1}} \tag{6.6}
\end{equation*}
$$

Then choose the constants $\gamma, \delta, \rho, c_{1}, c_{2}, \ldots, c_{6}, K$ such that they satisfy (a)-(j). Recall from Section 4.4 that this implies the properties in (3.2)-(3.5) and (4.24)-(4.31) also hold for $\eta$ and $\gamma, \delta, \rho, c_{1}, c_{2}, \ldots, c_{6}, K$. Let $0<\nu<\eta / M^{2}$.

In the course of the proof we will use the events $\mathcal{A}_{3}$ and $\mathcal{A}_{4}$ from (2.22) and (2.23), and we will show the following for $N$ sufficiently large and $t>4 \ell_{N}$ :

1. $\mathbb{P}\left(\left(\mathcal{A}_{2}^{\prime}\right)^{c} \cup\left\{d\left(\mathcal{X}\left(t_{1}\right)\right)<r a_{N}\right\}\right) \leq \mathbb{P}\left(\left(\mathcal{A}_{3}^{\prime}\right)^{c}\right)+\mathbb{P}\left(\mathcal{A}_{3}^{c}\right)+\mathbb{P}\left(\mathcal{A}_{4}(\nu)^{c}\right)+\eta$
2. $\bigcap_{j=2}^{7} \mathcal{C}_{j} \cap \bigcap_{i=1}^{5} \mathcal{D}_{i} \cap \mathcal{G} \subseteq \mathcal{A}_{3}^{\prime}$
3. $\mathbb{P}(\mathcal{G}) \geq \frac{s_{2}-s_{1}}{8(r+3)^{\alpha}} \cdot e^{-8}$
4. $\mathbb{P}\left(\left(\mathcal{A}_{2}^{\prime}\right)^{c} \cup\left\{d\left(\mathcal{X}\left(t_{1}\right)\right)<r a_{N}\right\}\right) \leq 1-\pi_{r, s_{2}-s_{1}}$.

We start by proving step 1 . Notice that with our choices of constants, the conditions of Lemma 2.5 hold. Therefore, we know

$$
\begin{equation*}
\mathbb{P}\left(\exists j, l \in[M], j \neq l: \zeta_{\mathcal{P}_{j}, t}\left(T^{\varepsilon_{N}}\right)=\zeta_{\mathcal{P}_{l}, t}\left(T^{\varepsilon_{N}}\right)\right) \leq \mathbb{P}\left(\mathcal{A}_{3}^{c}\right)+\mathbb{P}\left(\mathcal{A}_{4}(\nu)^{c}\right)+\eta / 2 \tag{6.7}
\end{equation*}
$$

for $N$ sufficiently large. Hence, because of (6.1), in order to prove step 1 it remains to show that

$$
\begin{align*}
& \mathbb{P}\left(\left\{T(\rho) \notin\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right]\right\} \cup\left\{\exists j \in[M]: \zeta_{\mathcal{P}_{j}, t}(T) \neq N\right\} \cup\left\{d\left(\mathcal{X}\left(t_{1}\right)\right)<r a_{N}\right\}\right) \\
& \leq \mathbb{P}\left(\left(\mathcal{A}_{3}^{\prime}\right)^{c}\right)+\eta / 2 \tag{6.8}
\end{align*}
$$

for $N$ sufficiently large. This follows similarly to the proof of (2.25). Partitioning the event on the left-hand side of (6.8) using the event $\mathcal{A}_{3}^{\prime}$, and then conditioning on $\mathcal{F}_{t}$, we obtain

$$
\begin{align*}
& \mathbb{P}\left(\left\{T(\rho) \notin\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right]\right\} \cup\left\{\exists j \in[M]: \zeta_{\mathcal{P}_{j}, t}(T) \neq N\right\} \cup\left\{d\left(\mathcal{X}\left(t_{1}\right)\right)<r a_{N}\right\}\right) \\
& \leq \mathbb{E}\left[\mathbb{1}_{\mathcal{A}_{3}^{\prime}} \mathbb{P}\left(\exists j \in[M]: \zeta_{\mathcal{P}_{j}, t}(T) \neq N \mid \mathcal{F}_{t}\right)\right]+\mathbb{P}\left(\left(\mathcal{A}_{3}^{\prime}\right)^{c}\right) \tag{6.9}
\end{align*}
$$

where we use that if $\mathcal{A}_{3}^{\prime}$ occurs then $T(\rho) \in\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right]$ and $d\left(\mathcal{X}\left(t_{1}\right)\right) \geq r a_{N}$, and that $\mathcal{A}_{3}^{\prime}$ is $\mathcal{F}_{t}$-measurable. Now, on the event $\mathcal{A}_{3}^{\prime}$, at most $N^{1-\gamma}$ time- $t$ particles are not descended from $(N, T)$, and therefore a union bound on the uniformly chosen sample (which is not $\mathcal{F}_{t}$-measurable) shows that the right-hand side of (6.9) is at most $M N^{1-\gamma} / N+\mathbb{P}\left(\left(\mathcal{A}_{3}^{\prime}\right)^{c}\right)$. This implies (6.8) for $N$ sufficiently large, and by (6.7) and (6.8) we are done with step 1.

We next prove step 2. Assume the event $\bigcap_{j=2}^{7} \mathcal{C}_{j} \cap \mathcal{G}$ occurs. Then there exists $\left(i^{*}, b^{*}, s^{*}\right) \in B_{N}^{\prime}$ with $s^{*} \in \llbracket t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil-1 \rrbracket$. We notice that every jump in the time interval $\left[t_{3}, s^{*}-1\right]$ has size at most $a_{N}$ on the event $\mathcal{G}$. Thus, we can apply Lemma 6.1 with $s_{0}=s^{*}-\ell_{N}>t_{3}, \rho$ and $c_{1}$ as chosen at the beginning of the proof, and with $r_{0}=1$. We then obtain

$$
\begin{equation*}
d\left(\mathcal{X}\left(s^{*}\right)\right) \leq\left(1+c_{1}\right) a_{N} \tag{6.10}
\end{equation*}
$$

This means that a particle that makes a jump larger than $(r+3) a_{N}$ at time $s^{*}$ must take the lead at time $s^{*}+1$. Indeed,

$$
\begin{equation*}
\mathcal{X}_{i^{*}}\left(s^{*}\right)+X_{i^{*}, b^{*}, s^{*}}>\mathcal{X}_{1}\left(s^{*}\right)+(r+3) a_{N} \geq \mathcal{X}_{N}\left(s^{*}\right)+\left(r+2-c_{1}\right) a_{N} \tag{6.11}
\end{equation*}
$$

where in the first inequality we use that $\mathcal{X}_{i^{*}}\left(s^{*}\right) \geq \mathcal{X}_{1}\left(s^{*}\right)$ and that $\left(i^{*}, b^{*}, s^{*}\right) \in B_{N}^{\prime}$, and the second inequality follows by (6.10). Note that our choice of constants means that $\rho<r+2-c_{1}<r+3$ holds (it is enough that $\rho<1$ and $c_{1} \in(0,1)$, which certainly follow from (4.24) and (4.31)); thus we have $B_{N}^{\prime} \subseteq B_{N}$, and Lemma 3.5(b) applies. Therefore, by Lemma 3.5(b), we have $\left(i^{*}, s^{*}\right) \lesssim_{b^{*}}\left(N, s^{*}+1\right)$ and

$$
\begin{equation*}
\mathcal{X}_{i^{*}}\left(s^{*}\right)+X_{i^{*}, b^{*}, s^{*}}=\mathcal{X}_{N}\left(s^{*}+1\right)>\mathcal{X}_{N-1}\left(s^{*}+1\right)+\left(r+2-c_{1}-\rho\right) a_{N} \tag{6.12}
\end{equation*}
$$

which also shows that $s^{*} \in \mathbf{S}_{N}(\rho)$, where $\mathbf{S}_{N}(\rho)$ is the set of times when the record is broken by a big jump (see (2.16)).

Now we prove that $s^{*}+1=T(\rho)$ and $d\left(\mathcal{X}\left(t_{1}\right)\right) \geq r a_{N}$. Let $\hat{s} \in \llbracket s^{*}+1, t_{1}-1 \rrbracket$ be arbitrary (and note that $\llbracket s^{*}+1, t_{1}-1 \rrbracket$ is not empty for $N$ sufficiently large). We will see that $\hat{s} \notin \mathbf{S}_{N}(\rho)$, and therefore $T(\rho) \notin \llbracket s^{*}+2, t_{1} \rrbracket$, i.e. $T(\rho)=s^{*}+1$.

Take $k \in[N-1]$, and assume that $j \in \mathcal{N}_{k, s^{*}+1}(\hat{s}+1)$. Note that $\left|B_{N} \cap P_{k, s^{*}+1}^{j, \hat{s}+1}\right| \leq 1$ by the definition of the event $\mathcal{C}_{3}$, and that every jump in the time interval $\left[s^{*}+1, t_{1}-1\right]$ is at most of size $a_{N}$ by the definition of the event $\mathcal{G}$. Hence, by the definition of the event $\mathcal{C}_{4}$ we have

$$
\begin{align*}
\mathcal{X}_{j}(\hat{s}+1) & \leq \mathcal{X}_{k}\left(s^{*}+1\right)+c_{1} a_{N}+\sum_{(i, b, s) \in B_{N} \cap P_{k, s^{*}+1}^{j, s+1}} X_{i, b, s} \\
& \leq \mathcal{X}_{N-1}\left(s^{*}+1\right)+\left(c_{1}+1\right) a_{N} \\
& <\mathcal{X}_{N}\left(s^{*}+1\right)-\left(r+1-2 c_{1}-\rho\right) a_{N} \\
& \leq \mathcal{X}_{N}(\hat{s}+1)-\left(r+1-2 c_{1}-\rho\right) a_{N}, \tag{6.13}
\end{align*}
$$

where in the second inequality we also use that $k \leq N-1$, the third inequality follows by (6.12), and the fourth by monotonicity.

Then (6.13) has two consequences. First, it shows that $\mathcal{X}_{j}(\hat{s}+1)<\mathcal{X}_{N}(\hat{s}+1)$ (see e.g. (4.24) and (4.31)); thus the leader at time $\hat{s}+1$ must descend from particle ( $N, s^{*}+1$ ); that is, $\zeta_{N, \hat{s}+1}\left(s^{*}+1\right)=N$. Note that we also have $X_{i, b, \hat{s}} \leq \rho a_{N}$ for all $i \in \mathcal{N}_{N, s^{*}+1}(\hat{s})$ and $b \in\{1,2\}$ by the definition of the event $\mathcal{C}_{3}$. We conclude that the record is not broken by a big jump at time $\hat{s}+1$, which means that $\hat{s} \notin \mathbf{S}_{N}(\rho)$. Since $\hat{s} \in \llbracket s^{*}+1, t_{1}-1 \rrbracket$ was arbitrary, and $s^{*} \in \mathbf{S}_{N}(\rho)$, we must have $T(\rho)=s^{*}+1$, by the definition (2.17) of $T(\rho)$. Hence,

$$
\begin{equation*}
\bigcap_{i=2}^{7} \mathcal{C}_{i} \cap \mathcal{G} \subseteq\left\{T(\rho) \in\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right]\right\} \tag{6.14}
\end{equation*}
$$

The second consequence of (6.13) is that $d(\mathcal{X}(\hat{s}+1))>r a_{N}$, since $2 c_{1}+\rho<1$. Indeed, we notice that since $s^{*}+1>t_{2}$ and $\hat{s}+1 \leq t_{1}$, the number of descendants of particle $\left(N, s^{*}+1\right)$ is strictly less than $N$ at time $\hat{s}+1$. Thus, there exists $k \in[N-1]$ such that $\mathcal{N}_{k, s^{*}+1}(\hat{s}+1) \neq \emptyset$, and for such a $k$ and for some $j \in \mathcal{N}_{k, s^{*}+1}(\hat{s}+1)$ the bound in (6.13) holds, and shows that $d(\mathcal{X}(\hat{s}+1))>r a_{N}$. Since $\hat{s} \in \llbracket s^{*}+1, t_{1}-1 \rrbracket$ was arbitrary we conclude

$$
\begin{equation*}
\bigcap_{i=2}^{7} \mathcal{C}_{i} \cap \mathcal{G} \subseteq\left\{d\left(\mathcal{X}\left(t_{1}\right)\right) \geq r a_{N}\right\} \tag{6.15}
\end{equation*}
$$

Propositions 3.11 and 3.2 (and the definition of $\mathcal{A}_{3}$ in (2.22)) imply for $N$ sufficiently large that

$$
\bigcap_{j=2}^{7} \mathcal{C}_{j} \cap \bigcap_{i=1}^{5} \mathcal{D}_{i} \subseteq \bigcap_{i=1}^{7} \mathcal{C}_{i} \subseteq \mathcal{A}_{3} \subseteq\left\{\left|\mathcal{N}_{N, T(\rho)}(t)\right| \geq N-N^{1-\gamma}\right\}
$$

The same statement obviously remains true if we also intersect with $\mathcal{G}$ on the left-hand side, and therefore step 2 follows by (6.14) and (6.15) and the definition of $\mathcal{A}_{3}^{\prime}$ from (6.2).

For step 3, the event $\mathcal{G}$ says that out of the $4 N \ell_{N}$ jumps occurring in the time interval [ $\left.t_{3}, t_{1}-1\right]$, there are $4 N \ell_{N}-1$ jumps of size at most $a_{N}$, and there is one larger than $(r+3) a_{N}$, which can happen any time during the time interval $\left[t_{2}+\left\lceil s_{1} \ell_{N}\right\rceil, t_{2}+\left\lceil s_{2} \ell_{N}\right\rceil\right)$. Using that $\left\lceil s_{2} \ell_{N}\right\rceil-1-\left\lceil s_{1} \ell_{N}\right\rceil \geq\left(s_{2}-s_{1}\right) \ell_{N} / 2$ for large $N$, we have for $N$ sufficiently
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$$
\begin{aligned}
\mathbb{P}(\mathcal{G}) & \geq 2 N \frac{\left(s_{2}-s_{1}\right)}{2} \ell_{N} \cdot h\left((r+3) a_{N}\right)^{-1}\left(1-h\left(a_{N}\right)^{-1}\right)^{4 N \ell_{N}-1} \\
& \geq \frac{\left(s_{2}-s_{1}\right)}{2} \frac{h\left(a_{N}\right)}{h\left((r+3) a_{N}\right)} \cdot \frac{2 N \ell_{N}}{h\left(a_{N}\right)} \cdot e^{-2 \frac{4 N \ell_{N}}{h\left(a_{N}\right)}} \\
& \geq \frac{s_{2}-s_{1}}{8(r+3)^{\alpha}} \cdot e^{-8}
\end{aligned}
$$

where the second inequality holds if $N$ is sufficiently large that $1-h\left(a_{N}\right)^{-1}>e^{-2 h\left(a_{N}\right)^{-1}}$, which is possible because $h\left(a_{N}\right) \rightarrow \infty$ as $N \rightarrow \infty$ by (4.18). In the third inequality we use that $h\left(a_{N}\right) / h\left((r+3) a_{N}\right) \geq(r+3)^{-\alpha} / 2$ for $N$ large enough by (1.2) and (4.17), and that $1 / 2 \leq 2 N \ell_{N} / h\left(a_{N}\right) \leq 2$ for $N$ large enough by (4.19). This completes step 3 .

For step 4, we note that we chose the constants $\eta, \gamma, \delta, \rho, c_{1}, c_{2}, \ldots, c_{6}, K$ and $\nu$ in such a way that the probability bounds in Propositions 2.6 and 2.7 and Lemma 4.6 hold for $N$ sufficiently large and $t>4 \ell_{N}$. Hence, putting steps 1 to 3 together we conclude

$$
\begin{aligned}
\mathbb{P}\left(\left(\mathcal{A}_{2}^{\prime}\right)^{c} \cup\left\{d\left(\mathcal{X}\left(t_{1}\right)\right)<r a_{N}\right\}\right) & \leq \sum_{j=2}^{7} \mathbb{P}\left(\mathcal{C}_{j}^{c}\right)+\sum_{i=1}^{5} \mathbb{P}\left(\mathcal{D}_{i}^{c}\right)+\mathbb{P}\left(\mathcal{G}^{c}\right)+\mathbb{P}\left(\mathcal{A}_{3}^{c}\right)+\mathbb{P}\left(\mathcal{A}_{4}(\nu)^{c}\right)+\eta \\
& \leq 1-\frac{s_{2}-s_{1}}{8(r+3)^{\alpha}} \cdot e^{-8}+5 \eta \\
& <1-\pi_{r, s_{2}-s_{1}}
\end{aligned}
$$

where in the last inequality we used (6.6). This finishes the proof of Proposition 2.2.
The proof of Proposition 2.3 involves some of our previous results. We will use the statement of Proposition 2.2 about the diameter to prove that for any fixed $r>0$, $\mathbb{P}\left(d(\mathcal{X}(n)) \geq r a_{N}\right)$ can be lower bounded by a positive constant. Then the statement of Proposition 3.2 about the diameter shows that on the events $\mathcal{C}_{1}$ to $\mathcal{C}_{7}$ the diameter at time $t_{1}$ is greater than $c_{3} a_{N}$, so, considering Lemma 4.6, we will see that the diameter is at least of order $a_{N}$ at a typical time with high probability. Finally, we will conclude that the diameter is at most of order $a_{N}$ with high probability using Lemma 6.1, and also using that jumps of size $r a_{N}$ are unlikely to happen in $\ell_{N}$ time if $r$ is very large.

Proof of Proposition 2.3. Take $\eta, \gamma, \delta, \rho, c_{1}, c_{2}, \ldots, c_{6}, K$ such that they satisfy (4.23), (a)(j), and therefore also (3.2)-(3.5) and (4.24)-(4.31) (and $\eta$ may be arbitrarily small). Let $r>0$ be arbitrary. Let $s_{1}=1 / 4, s_{2}=1 / 2, M=3$. Then we take $\pi_{r, s_{2}-s_{1}}>0$ and $N \in \mathbb{N}$ sufficiently large that the bounds in Proposition 2.2 and Lemma 4.6 and the inclusions in Propositions 3.2 and 3.11 and in Lemma 6.1 hold with the above constants and for all $t>4 \ell_{N}$. Furthermore, we assume that $N$ is sufficiently large that

$$
\begin{gather*}
e^{-2 h\left(r a_{N} / 2\right)^{-1}}<1-h\left(r a_{N} / 2\right)^{-1}  \tag{6.16}\\
\frac{h\left(a_{N}\right)}{h\left(r a_{N} / 2\right)} \tag{6.17}
\end{gather*} \leq 2(r / 2)^{-\alpha},
$$

and

$$
\begin{equation*}
\frac{2 N \ell_{N}}{h\left(a_{N}\right)} \leq 2 \tag{6.18}
\end{equation*}
$$

We can take $N$ sufficiently large that (6.16), (6.17) and (6.18) hold because of (4.18), (4.17) (i.e. $a_{N} \rightarrow \infty$ as $N \rightarrow \infty$ ), (1.2) and (4.19). Having fixed $N$ with these properties, take $n>3 \ell_{N}$.

First we apply Proposition 2.2 in the above setting with $t=n+\ell_{N}$ (and $t_{1}=n$ ). The proposition implies that

$$
\begin{equation*}
0<\pi_{r, s_{2}-s_{1}}<\mathbb{P}\left(d(\mathcal{X}(n)) \geq r a_{N}\right) \tag{6.19}
\end{equation*}
$$

Now we prove that if $r$ is sufficiently small then we have

$$
\begin{equation*}
\mathbb{P}\left(d(\mathcal{X}(n))<r a_{N}\right)<\eta . \tag{6.20}
\end{equation*}
$$

Assume that $r<c_{3}$, where $c_{3}$ was specified at the beginning of this proof.
Consider the events $\left(\mathcal{C}_{j}\right)_{j=2}^{7}$ and $\left(\mathcal{D}_{i}\right)_{i=1}^{5}$ with the constants $\gamma, \delta, \rho, c_{1}, c_{2}, \ldots, c_{6}, K$ and with $t=n+\ell_{N}$. By Propositions 3.11 and 3.2 we have

$$
\bigcap_{j=2}^{7} \mathcal{C}_{j} \cap \bigcap_{i=1}^{5} \mathcal{D}_{i} \subseteq \bigcap_{j=1}^{7} \mathcal{C}_{j} \subseteq\left\{d(\mathcal{X}(n)) \geq \frac{3}{2} c_{3} a_{N}\right\}
$$

Therefore, since $r<c_{3}$, and then by Lemma 4.6, we have

$$
\mathbb{P}\left(d(\mathcal{X}(n))<r a_{N}\right) \leq \mathbb{P}\left(d(\mathcal{X}(n))<\frac{3}{2} c_{3} a_{N}\right) \leq \sum_{j=2}^{7} \mathbb{P}\left(\mathcal{C}_{j}^{c}\right)+\sum_{i=1}^{5} \mathbb{P}\left(\mathcal{D}_{i}^{c}\right)<\eta
$$

which establishes (6.20).
Next we prove that if $r$ is sufficiently large then

$$
\begin{equation*}
\mathbb{P}\left(d(\mathcal{X}(n)) \geq r a_{N}\right)<\eta . \tag{6.21}
\end{equation*}
$$

Assume $r>1$. We apply Lemma 6.1 with $t=n+\ell_{N}, s_{0}=n-\ell_{N}$ and $r_{0}=r / 2$. Note that by (4.24) and (4.26) we have $r_{0}+c_{1}<r$. Then Lemma 6.1 implies

$$
\begin{align*}
\mathbb{P}\left(d(\mathcal{X}(n)) \geq r a_{N}\right) & \leq \mathbb{P}\left(\exists(i, b, s) \in[N] \times\{1,2\} \times \llbracket n-\ell_{N}, n-1 \rrbracket: X_{i, b, s}>\frac{r}{2} a_{N}\right) \\
& =1-\left(1-h\left(r a_{N} / 2\right)^{-1}\right)^{2 N \ell_{N}} \\
& \leq 1-\exp \left(-2 \frac{2 N \ell_{N}}{h\left(r a_{N} / 2\right)}\right) \\
& =1-\exp \left(-2 \frac{2 N \ell_{N}}{h\left(a_{N}\right)} \frac{h\left(a_{N}\right)}{h\left(r a_{N} / 2\right)}\right) \\
& \leq 1-\exp \left(-8(r / 2)^{-\alpha}\right) \tag{6.22}
\end{align*}
$$

where in the equality we use the tail distribution (1.3) for the $2 N \ell_{N}$ jumps in the time interval $\llbracket n-\ell_{N}, n-1 \rrbracket$, the second inequality holds by (6.16), and in the third we use (6.17) and (6.18). Then (6.22) shows that (6.21) holds for $r$ sufficiently large.

Since $\eta>0$ was arbitrarily small, (6.19) and (6.20) show the existence of $p_{r}$ and (6.21) proves the existence of $q_{r}$ as in the statement of Proposition 2.3, and therefore we have finished the proof of this result.

## 7 Glossary of notation

Below we list the most frequently used notation of this paper. In the second column of the table we give a brief description, and in the third column we refer to the section or equation where the notation is defined or first appears.

| Notation | Meaning | Def./Sect. |
| :--- | :--- | ---: |
| $N$ | number of particles | Sect. 1.1 |
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| $(i, n)$ | refers to the $i$ th particle from the left at time $n$ |
| :---: | :---: |
| $\mathcal{X}_{i}(n)$ | location of the $i$ th particle from the left at time |
|  | $n$ |
| $h$ | the function $1 / h$ defines the tail of the jump distribution |
| $\alpha$ | $h$ is regularly varying with index $\alpha>0$ |
| $\ell_{N}$ | time scale: $\ell_{N}=\left\lceil\log _{2} N\right\rceil$ |
| $a_{N}$ | space scale: $a_{N}=h^{-1}\left(2 N \ell_{N}\right), h\left(a_{N}\right) \sim 2 N \ell_{N}$ |
| $t$ | $t \in \mathbb{N}$ is an arbitrary time, we assume $t>4 \ell_{N}$ |
| $t_{i}$ | $t_{i}=t-i \ell_{N}$, we use $t_{1}, t_{2}, t_{3}, t_{4}$ |
| $X_{i, b, n}$ | jump size of the $b$ th offspring of particle ( $i, n$ ) |
| $(i, b, n)$ | refers to the jump $X_{i, b, n}$ of the $b$ th offspring of particle ( $i, n$ ) |
| $d(\mathcal{X}(n))$ | diameter of the particle cloud at time $n$ |
| $(i, n) \lesssim(j, n+k)$ | particle $(i, n)$ is the time- $n$ ancestor of particle ( $j, n+k$ ) |
| $(i, n) \lesssim{ }_{b}(j, n+k)$ | the $b$ th offspring of particle $(i, n)$ is the time$(n+1)$ ancestor of particle $(j, n+k)$ |
| $\zeta_{i, n+k}(n)$ | $\zeta_{i, n+k}(n) \in[N]$ is the index of the time- $n$ ancestor of the particle $(i, n+k)$ |
| $P_{i_{0}, n}^{i_{k}, n+k}$ | path (sequence of jumps) between particles $\left(i_{0}, n\right)$ and $\left(i_{k}, n+k\right)$, if $\left(i_{0}, n\right) \lesssim\left(i_{k}, n+k\right)$ |
| $\mathcal{N}_{i, n}(n+k)$ | $\mathcal{N}_{i, n}(n+k) \subseteq[N]$ is the set of time- $(n+k)$ descendants of particle ( $i, n$ ) |
| $\mathcal{N}_{i, n}^{b}(n+k)$ | $\mathcal{N}_{i, n}^{b}(n+k) \subseteq[N]$ is the set of time- $(n+k)$ descendants of the $b$ th offspring of particle ( $i, n$ ) |
| $\rho a_{N}$ | jumps of size greater than $\rho a_{N}$ are called big jumps |
| $B_{N}$ | set of big jumps |
| $\mathbf{S}_{N}$ | set of times when the record is broken by a big jump |
| $\hat{\mathbf{S}}_{N}$ | times when the leader is surpassed by a big jump |
| T | time of the common ancestor of almost every particle at time $t$ |
| $T=T(\rho)$ | the last time before $t_{1}$ when a particle breaks the record with a big jump |
| ( $N, T$ ) | the leader (rightmost) particle at time $T$ |
| $Z_{i}(s)$ | distance between the $i$ th and the rightmost particle |

Sect. 1.1
Sect. 1.1

Sect. 1.3
Sect. 2.1
Sect. 2.4

Sect. 2.4

Sect. 2.5
(2.14), (2.15)
(2.16)
(2.18)

Sect. 1.3

Sect. 1.4

Next, we list the events which appear throughout our main argument. We give a brief explanation of each event and refer to the equation where the event is defined. We also include short descriptions of the main results involving these events to give a summary of the major steps of the proof of Theorem 2.1. We write "whp" as shorthand for "with high probability".

| Event | Meaning | Def./Sect. |
| :--- | :--- | ---: |
| $\mathcal{A}_{1}$ | Almost the whole population is close to the leftmost particle at | $(2.3)$ |
|  | time $t$. |  |


| $\mathcal{A}_{2}$ | $\begin{array}{l}\text { The genealogy of the population at time } t \text { is given by a star- } \\ \text { shaped coalescent; there is a common ancestor at time } T \in \\ {\left[t_{2}, t_{1}\right] .}\end{array}$ | (2.4) |
| :--- | :--- | :--- |
|  | $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ occur whp (Theorem 2.1) |  |$]$

## References

[1] Jean Bérard and Jean-Baptiste Gouéré, Brunet-Derrida behavior of branching-selection particle systems on the line, Communications in Mathematical Physics 298 (2010), no. 2, 323-342. MR2669438

Genealogy and spatial distribution of $N$-BRW with polynomial tails
[2] Jean Bérard and Pascal Maillard, The limiting process of $N$-particle branching random walk with polynomial tails, Electron. J. Probab. 19 (2014). MR3167886
[3] Julien Berestycki, Nathanaël Berestycki, and Jason Schweinsberg, The genealogy of branching Brownian motion with absorption, Ann. Probab. 41 (2013), no. 2, 527-618. MR3077519
[4] Julien Berestycki, Éric Brunet, and Sarah Penington, Global existence for a free boundary problem of Fisher-KPP type, Nonlinearity 32 (2019), no. 10, 3912. MR4012576
[5] J. D. Biggins, The first- and last-birth problems for a multitype age-dependent branching process, Advances in Applied Probability 8 (1976), no. 3, 446-459. MR0420890
[6] N. H. Bingham, C. M. Goldie, and J. L. Teugels, Regular variation, Encyclopedia of Mathematics and its Applications, Cambridge University Press, 1987. MR0898871
[7] É. Brunet, B. Derrida, A. H. Mueller, and S. Munier, Noisy traveling waves: Effect of selection on genealogies, Europhys. Lett. 76 (2006), no. 1, 1-7. MR2299937
[8] É. Brunet, B. Derrida, A. H. Mueller, and S. Munier, Effect of selection on ancestry: an exactly soluble case and its phenomenological generalization, Phys. Rev. E 76 (2007), 041104. MR2365627
[9] Éric Brunet and Bernard Derrida, Shift in the velocity of a front due to a cutoff, Phys. Rev. E 56 (1997), 2597-2604. MR1473413
[10] Éric Brunet and Bernard Derrida, Microscopic models of traveling wave equations, Computer Physics Communications 121 (2000), 376-381.
[11] Anna De Masi, Pablo A Ferrari, Errico Presutti, and Nahuel Soprano-Loto, Hydrodynamics of the N-BBM process, International workshop on Stochastic Dynamics out of Equilibrium, Springer, 2017, pp. 523-549. MR3986078
[12] D. Denisov, A. B. Dieker, and V. Shneer, Large deviations for random walks under subexponentiality: The big-jump domain, Ann. Probab. 36 (2008), no. 5, 1946-1991. MR2440928
[13] R. Durrett, Maxima of branching random walks, Zeitschrift für Wahrscheinlichkeitstheorie und Verwandte Gebiete 62 (1983), 165-170. MR0688983
[14] Rick Durrett and Daniel Remenik, Brunet-Derrida particle systems, free boundary problems and Wiener-Hopf equations, Ann. Probab. 39 (2011), no. 6, 2043-2078. MR2932664
[15] Nina Gantert, The maximum of a branching random walk with semiexponential increments, Ann. Probab. 28 (2000), no. 3, 1219-1229. MR1797310
[16] J. M. Hammersley, Postulates for subadditive processes, Ann. Probab. 2 (1974), no. 4, 652-680. MR0370721
[17] J. F. C. Kingman, The first birth problem for an age-dependent branching process, Ann. Probab. 3 (1975), no. 5, 790-801. MR0400438
[18] Pascal Maillard, Speed and fluctuations of N-particle branching Brownian motion with spatial selection, Probability Theory and Related Fields 166 (2016), no. 3-4, 1061-1173. MR3568046
[19] Colin McDiarmid, Concentration, Probabilistic methods for algorithmic discrete mathematics, Springer, 1998, pp. 195-248. MR1678578

Acknowledgments. We are grateful to an anonymous referee for a very careful reading of our paper and many valuable comments.

# Electronic Journal of Probability Electronic Communications in Probability 

## Advantages of publishing in EJP-ECP

- Very high standards
- Free for authors, free for readers
- Quick publication (no backlog)
- Secure publication (LOCKSS ${ }^{1}$ )
- Easy interface (EJMS²)


## Economical model of EJP-ECP

- Non profit, sponsored by $\mathrm{IMS}^{3}, \mathrm{BS}^{4}$, ProjectEuclid ${ }^{5}$
- Purely electronic


## Help keep the journal free and vigorous

- Donate to the IMS open access fund ${ }^{6}$ (click here to donate!)
- Submit your best articles to EJP-ECP
- Choose EJP-ECP over for-profit journals

[^1]
[^0]:    *SP and MR are supported by Royal Society University Research Fellowships. ZT is supported by a scholarship from the EPSRC Centre for Doctoral Training in Statistical Applied Mathematics at Bath (SAMBa), under the project EP/L015684/1
    ${ }^{\dagger}$ University of Bath, UK. E-mail: s.penington@bath.ac.uk
    ${ }^{\ddagger}$ University of Bath, UK. E-mail: mattiroberts@gmail.com
    ${ }^{\text {§ }}$ University of Bath, UK. E-mail: zt354@bath.ac.uk

[^1]:    ${ }^{1}$ LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
    ${ }^{2}$ EJMS: Electronic Journal Management System http://www.vtex.lt/en/ejms.html
    ${ }^{3}$ IMS: Institute of Mathematical Statistics http://www.imstat.org/
    ${ }^{4}$ BS: Bernoulli Society http://www.bernoulli-society .org/
    ${ }^{5}$ Project Euclid: https://projecteuclid.org/
    ${ }^{6}$ IMS Open Access Fund: http://www.imstat.org/publications/open.htm

