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Abstract

In this paper we prove the weak convergence, in the high-temperature phase, of the
finite marginals of the Gibbs measure associated to a symmetric spherical spin glass
model with correlated couplings towards an explicit asymptotic decoupled measure.
We also provide upper bounds for the rate of convergence in terms of the one of the
energy per variable. Furthermore, we establish a concentration inequality for bounded
functions in a subset of the high-temperature phase. These results are exemplified by
analysing the asymptotic behaviour of the empirical mean of coordinate-wise functions
of samples from the Gibbs measure of the model.
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1 Introduction

The field of spin glasses [27] is a branch of statistical mechanics that started as
a way to explain strange magnetic behaviour of disordered materials. More recently,
there have also been a wide variety of inference problems that were successfully studied
by applying its tools and heuristics [26, 38]. Some of the strategies used to approach
these problems include belief-propagation and approximate message passing algorithms
[13, 21], along with the cavity [1, 10, 27, 28, 36], interpolation [19, 36], and adaptive
interpolation methods [3, 4]. All of these allow to establish the asymptotic log-partition
function of physical and information processing systems and the performance of Bayesian
estimators but rely, in most cases, on the randomness defining the model (the “quenched
disorder”) being a collection of i.i.d. and/or normal random variables.

However, in many applications the disorder present in the system may come from
a distribution with some underlying complex structure. This makes inadequate the
approaches that require it to be i.i.d./normally distributed. The particular attention
that models with i.i.d./normal disorder have received is mainly because many of the
tools developed in the field of spin glasses require these types of distributions. Thus,
at present, there are ongoing efforts to extend the analysis of these models to systems
where the disorder is given by more general rotationally invariant matrices [7, 14, 15,
16, 17, 18, 24, 25, 29, 30, 33, 34]. This is a family of random matrices that have very
general distributions: many classical random matrix ensembles can be thought of as
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Marginals of a spherical spin glass model with correlated disorder

particular cases of them. However, very little is known about the high-dimensional limit
of problems involving this type of correlated disorder, especially on the rigorous side.

Here we establish the weak convergence of the finite marginals of the Gibbs measure
associated to a symmetric spherical model in the high-temperature phase, with explicit
rates of convergence expressed in terms of the concentration rate of the energy per
variable. We also prove an upper bound for the variance of functions of the coordinates of
the model under a more restrictive high-temperature condition. Finally, we apply these
results to study the limit of empirical means of coordinate-wise functions of samples of
the model.

One objective of the present work is to apply the cavity method to a disordered
system with couplings that are not i.i.d./normally distributed. As far as we know, this is
the first example of a rigorous use of the cavity method for a model with such correlated
disorder. By doing this, we extend results on the spherical spin glass model which has
been extensively studied for normal disorder [5, 9, 11, 12, 22, 32, 35]. As discussed in
[25], this model is a good play-ground for developing tools to study more complicated
systems with rotationally invariant couplings. But the results presented here also have
an interest in themselves as this model is also closely related to the large deviation
theory of random matrices. Indeed, the free energy limit of the model studied in this
paper has been rigorously obtained in [20] and dynamical results for a relaxed version of
the model are given in [6]. In the latter reference the weak limit of the marginals of this
relaxed version of the symmetrical spherical model are established. This result differs
from ours in that the techniques used are very different and in the fact that they prove it
for a simpler model with a soft spherical constraint. Finally, owing to its connection with
high-dimensional inference problems with non-normal disorder, the model has recently
been the object of a renewed interest. In [16], the authors examined the phenomenology
of an annealed version of the model, and in [25] some high-temperature expansion is
provided. See also [7] for further rigorous results. Finally, in [14, 15, 18] related models
were studied from an algorithmic perspective.

2 Description of the model and notation

Let N ≥ 1. A real symmetric rotationally invariant matrix J ∈ RN×N is a random
matrix such that J = OᵀDO where O is distributed according to the Haar measure
over the orthogonal matrices in RN×N and D = diag(γ

(N)
1 , . . . , γ

(N)
N ) ∈ RN×N . The

symmetric spherical model is defined by the Hamiltonian NsᵀJs, with J a quenched
rotationally invariant coupling matrix and s ∈ SN−1 a spins vector on the unit sphere
of dimension N .

From now on we assume the following hypothesis on the eigenvalues (γ
(N)
i )i≤N .

Hypothesis 2.1 (Eigenvalues). The empirical measure N−1
∑
i≤N δγ(N)

i
converges

weakly towards a limiting distribution ρ(·) of compact support. Furthermore, maxi≤N γ
(N)
i

converges to some finite γ̄ ∈ R as N →∞ and mini≤N γ
(N)
i to some finite γ < γ̄.

To ease the notation, from now on we will omit the superscript N in γ
(N)
i . Also,

when we bound, for some i ≤ N , γi ≤ γ̄ this will be understood to hold up to an o(1)

correction independent of i which will be omitted. Note that by Sanov’s Theorem (see, for
example, [31, Theorem 6.13]), if γ1, . . . , γN are i.i.d. samples from a probability measure
of compact support then Hypothesis 2.1 is a.s. verified. Moreover, many rotationally
invariant random matrix ensembles satisfy a.s. this hypothesis (as the standard Wigner
model, see [2, Theorem 2.6.1 and Theorem 2.6.6]). This implies that for these two types
of models with random spectrum, the bounds appearing in the theorems proved here
apply almost surely.
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Marginals of a spherical spin glass model with correlated disorder

Notice that we can rotate the original vector s by O to obtain a new spherical vector
s′ and Hamiltonian N

∑
i γi(s

′
i)

2. Because the distribution of a uniform vector s′ over
the sphere SN−1 is equal to that of g/‖g‖ with g = (g1, . . . , gN ) ∈ RN a standard normal
vector of dimension N , we can alternatively define the Hamiltonian according to

HN (g) := N
∑
i≤N

γi
g2
i

‖g‖2
. (2.1)

We will also set 〈·〉 as its corresponding Gibbs mean with respect to a standard normal
measure on RN , which we will denote by G(·). That is, for every integrable function
f : RN → R we define

〈f(g)〉 :=
1

ZN

∫
RN

dG(g)f(g) exp θHN (g) (2.2)

where θ ∈ R is the inverse temperature of the model. For simplicity, we will refer to
it as the temperature from now on. Here ZN is a normalising constant which we will
refer to as the partition function. Whenever we want to emphasise the dependence on
the temperature, we will write 〈·〉θ and ZN (θ) instead. Because the Gibbs measure is
invariant under a constant shift of all the eigenvalues γ1, . . . , γN , we can assume without
loss of generality that γ = 0. We will also define the intensive free energy and energy of
the model according to fN := N−1 lnZN and hN := N−1HN , respectively.

Let Sρ : R\[0, γ̄]→ R be the Stieltjes transform of the distribution ρ(·) given by

Sρ(z) :=

∫ γ̄

0

ρ(dγ)

z − γ
.

Define also Smax := limz↓γ̄ Sρ(z) and Smin := limz↑0 Sρ(z) which may be infinite. Because
Sρ is a bijection between R\[0, γ̄] and its image (Smin, Smax)\{0}, it has some inverse

Kρ : (Smin, Smax)\{0} → R\[0, γ̄].

We will then define the R-transform of ρ(·) as the function

Rρ : (Smin, Smax)\{0} → R\[0, γ̄] given by Rρ(x) := Kρ(x)− 1/x.

The R-transform plays an important role in this model as, in the high-temperature
phase, the limiting intensive free energy is given by its integral (see [20]). For any
θ ∈ (Smin/2, Smax/2)\{0} we set v(θ) := Rρ(2θ). We will sometimes omit the θ in the
argument and just write v. From now on we denote the “high-temperature region”
Tρ := (Smin/2, Smax/2)\{0}. Note that for θ = 0 the model is anyway trivial.

Throughout the paper, most results will be given in terms of the rate of convergence
in L2 of the mean of the intensive energy towards its limit, which we will denote by

aN = aN (θ) :=
〈
(hN − v(θ))2

〉
θ
. (2.3)

The reader should keep in mind that, as we prove in Lemma 4.2, in the setting considered
aN is always a vanishing sequence.

3 Main results and application to sample means

There are two main results. The first one gives the convergence of the means of
bounded functions of the vector g towards a measure where a single spin is decoupled
from the rest. It also provides an explicit convergence rate as a function of aN .
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Marginals of a spherical spin glass model with correlated disorder

To state the result we will first define a new Hamiltonian where the d-th spin is
decoupled from the rest:

Hd(g) := N
∑

i≤N, i6=d

γi
g2
i

‖ḡ‖2
− (v(θ)− γd)g2

d, (3.1)

where d ≤ N is any spin index and we let ḡ := (g1, . . . , gd−1, gd+1, . . . , gN ) ∈ RN−1. In
other words, we have Hd(g) = N(N − 1)−1HN−1(ḡ) − (v − γd)g2

d. In a similar way as
before, we denote by 〈·〉d the expectation with respect to the Gibbs measure associated
to this Hamiltonian Hd and at temperature θ under the standard normal measure G(·)
on RN (i.e., it is defined by replacing HN by Hd in (2.2)).

Theorem 3.1 (Decoupling in the high-temperature phase). Let (ãN )N≥1 be the sequence
given by ãN (θ) := 1/

√
N +

√
aN (θ) and d ≥ 1. For any finite θ ∈ Tρ there exists some

constant K(θ) > 0 such that, for every bounded function f : RN → R,∣∣〈f(g)〉 − 〈f(g)〉d
∣∣ ≤ K(θ)‖f‖∞ãN (θ).

One important observation is that this result is established for the largest possible
interval of values of the temperature θ. Indeed, as discussed in [20], if θ 6∈ Tρ the
coordinate associated to the largest eigenvalue is of order N . This implies that, if a
limiting marginal exists, it will not have a finite mean.

Note that, given aN , because the dependence of the convergence rate on f is explicit,
it can be extended to non-bounded functions with a sufficiently slow growth rate. This
can be achieved by a canonical approximation argument, as we do in the example below.

Now, define for every γ ∈ [γ, γ̄] the probability measure µγ(·) as the law of a centred
normal random variable of variance σ2

γ := 1/(1+2θ(v(θ)−γ)). We then have the following
result that establishes the weak convergence of the finite marginals of finite sets of
coordinates from the model. This follows directly from k applications of Theorem 3.1.

Corollary 3.2 (Finite marginals). If θ ∈ Tρ, then for every k ≥ 1 and {d1, . . . , dk} ⊆ [N ]

a subset of k distinct indices we have that for all f : Rk → R bounded there exists a
constant K ′(θ, k) > 0 such that, if (ãN )N≥1 is as in Theorem 3.1,∣∣∣〈f(gd1 , . . . , gdk)〉 −

∫
Rk
dµγd1

(x1) · · · dµγdk (xk)f(x1, . . . , xk)
∣∣∣ ≤ K ′(θ, k)‖f‖∞ãN (θ).

Remark 3.3 (High-temperature condition). Notice that if the mass that the measure ρ(·)
gives to the balls Bε(γ) and Bε(γ̄) decays slowly enough when ε→ 0+, then the interval
Tρ will be equal to R\{0}. For example, this is easily seen to be the case when ρ(·) is a
convex combination of Dirac measures over different points. In these cases, our result
characterises the marginals in the whole regime of temperatures of the model.

Remark 3.4 (Decoupling and marginals for spherical vectors). The rapid concentration
of ‖g‖ under 〈·〉 given by Lemma 4.1 below implies that the components of the random
spherical vector s′ given by s′i = gi/‖g‖ are close in distribution, under 〈·〉, to gi/

√
N .

Therefore, it is not hard to show that the above results extend when replacing gdi by√
Ns′di , at least for Lipschitz functions f .

Application to sample means Let f : R → R be a Lipschitz function with Lipschitz
constant Lip(f) ≤ 1. We study the asymptotic behaviour of the sample mean F (g) :=

N−1
∑
i≤N f(gi). Without loss of generality we assume that f(0) = 0. We also fix θ ∈ Tρ.

First observe that∣∣∣〈F (g)〉 − 1

N

∑
d≤N

〈f(gd)〉d
∣∣∣ ≤ 1

N

∑
d≤N

|〈f(gd)〉 − 〈f(gd)〉d|.
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Also, define for each m ≥ 1 the function f̄m : R → [−m,m] such that f̄m(x) =

f(x)1|f(x)|≤m. From Theorem 3.1 we have, for every m, d ≥ 1,
∣∣〈f̄m(gd)〉 − 〈f̄m(gd)〉d

∣∣ ≤
KmãN . By the fact that f(0) = 0 and that Lip(f) ≤ 1 we have that

〈
(f(gd)− f̄m(gd))

2
〉

=
〈
f2(gd)1|f(gd)|≥m

〉
≤
√
〈g4
d〉P(g4

d ≥ m4) ≤ K ′

m2
. (3.2)

The first inequality used Cauchy-Schwarz and Lip(f) ≤ 1, the second used Markov’s
inequality and Lemma 4.4 to bound 〈g4

d〉 by some K ′ > 0. A similar inequality can be
obtained when replacing 〈·〉 by 〈·〉d, which is a normal measure µγd(·) with variance
σ2
γd

when restricted to functions depending only on spin coordinate d. Then, by letting
m=1/

√
ãN we obtain that there exists a fixed K ′′ > 0 such that∣∣∣〈F (g)〉 − 1

N

∑
d≤N

∫
R

dµγd(x)f(x)
∣∣∣ ≤ K ′′√ãN . (3.3)

This along with [20, Theorem 6] and Hypothesis 2.1 implies that∣∣∣〈F (g)〉 −
∫∫

dρ(γ)dµγ(x)f(x)
∣∣∣ N→∞−−−−→ 0, (3.4)

with ρ(·) the 1-Wasserstein limit of the eigenvalue measure.
Our second main result concerns the concentration of a family of functions of g under

〈·〉. It proves that, for a high-temperature condition more restrictive than the one for the
previous results, we have a concentration inequality for their variance.

Theorem 3.5 (Concentration inequality). Suppose 2(9 +
√

17)γ̄|θ| < 1. Then there exists
some strictly concave Hamiltonian H ′N : RN → R and K > 0 such that if we denote by
〈·〉′ the Gibbs mean associated to H ′N with respect to the standard normal measure on
RN then, for every C1 and bounded function f : RN → R,

〈(f(g)− 〈f(g)〉)2〉 ≤ K‖f‖∞
〈
‖∇f‖2

〉′
.

Furthermore, there exists some ε > 0 such that if ‖g‖2 ≥ (1− ε)N then HN (g) = H ′N (g)

and for δ > 0 arbitrarily small we have supg∈RN H
′
N (g) ≤ (γ̄ + δ)N .

As we will see later on, the proof of this result is short and does not rely on the
concentration of the free energy. We believe that this strategy to obtain high-temperature
concentration bounds can be easily generalised to many other disordered systems. In
particular, it could be used to prove the concentration of overlaps at high-temperature.

Further application to sample means Let 2(9 +
√

17)γ̄|θ| < 1 and assume that
f : R → R is C1 with derivative bounded by 1. Again, the sample mean F (g) :=

N−1
∑
i≤N f(gi) and for each m ≥ 1 define the function f̄m : R → [−m,m] such that

f̄m(x) := f(x)1|f(x)|≤m. By Theorem 3.5 we have that there is a K > 0 such that for
every i,m ≥ 1, 〈( 1

N

∑
i≤N

f̄m(gi)−
1

N

∑
i≤N

〈f̄m(gi)〉
)2〉
≤ Km

N
.

Take m = N1/3. From this inequality and (3.2), we get that there exists K ′′ > 0 such
that 〈(f(g)− 〈f(g)〉)2〉 ≤ K′′

N2/3 . We thus obtained a concentration bound for the empirical

mean of f . This together with (3.4) proves that in the regime 2(9 +
√

17)γ̄|θ| < 1 we have〈(
F (g)−

∫∫
dρ(γ)dµγ(x)f(x)

)2〉 N→∞−−−−→ 0. (3.5)
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4 Technical results

In this section we present some auxiliary concentration results that will be used
during the proofs of the theorems provided in the previous section.

Lemma 4.1 (Marginal and concentration of the norm). (i) The marginal of ‖g‖2 with
respect to the measure induced by 〈·〉 is given by the χ2 distribution with N degrees of

freedom. (ii) There exists a constant K > 0 such that
〈(

N
‖g‖2 − 1

)2〉
≤ K

N .

Proof. (i) follows from the fact that Hamiltonian HN (g) does not depend on ‖g‖ and
thus simplifies when evaluating expressions of the form 〈f(‖g‖2)〉, and the remaining
measure on g is Gaussian. From (i), under 〈·〉 the variable N/‖g‖2 has a scaled-inverse-χ2

distribution with N degrees of freedom. (ii) then holds because this distribution has
mean N/(N −2) (for N > 2) and variance equal to 2N2/((N −2)2(N −4)) (for N > 4).

4.1 Concentration of the energy

We now obtain concentration bounds for the intensive energy hN := N−1HN . These
are based on the asymptotic formula for the free energy proved in [20, Theorem 6].

Lemma 4.2 (Concentration of energy). If θ ∈ Tρ, then for every ε > 0 there exist
K,K ′ > 0 s.t., for every N ≥ 1 sufficiently large, P(|hN − v(θ)| > ε) ≤ K exp(−K ′ε2N).
Furthermore, limN→∞〈(hN − v(θ))2〉 = 0.

Proof. By [20, Theorem 6] we know that, under Hypothesis 2.1, for every θ ∈ Tρ

lim
N→∞

fN = lim
N→∞

1

N
lnZN =

1

2

∫ 2θ

0

Rρ(x)dx. (4.1)

We will first see that this limit implies that bN := |〈hN 〉θ − v(θ)| → 0 as N →∞. First, if
c, c′ : R→ R are convex, we have for any δ > 0 (see, e.g., [28, Lemma 3.2])∣∣∣ dc

dx
(θ)− dc′

dx
(θ)
∣∣∣ ≤ dc′

dx
(θ + δ)− dc′

dx
(θ − δ) + δ−1

∑
y∈Y
|c(y)− c′(y)| (4.2)

where Y := {θ−δ, θ, θ+δ}. Because Rρ(x) is strictly increasing, 1
2

∫ 2θ

0
Rρ(x)dx is convex in

θ. The finite-size free energy fN (θ) is convex too, its second derivative being proportional
to the energy variance. Thus, we have for every δ > 0 verifying (θ − δ, θ + δ) ∈ Tρ,

|〈hN 〉θ − v(θ)| ≤ v(θ + δ)− v(θ − δ) + δ−1
∑

y∈{−δ,0,δ}

∣∣∣fN (θ + y)− 1

2

∫ 2(θ+y)

0

Rρ(x)dx
∣∣∣.

Taking the lim sup over N → ∞ and using (4.1) we get that lim supN→∞ bN is upper
bounded by v(θ + δ)− v(θ − δ). And by the differentiability of Rρ at 2θ, we have that the
right hand side goes to 0 as δ → 0. This implies that limN→∞ bN (θ) = 0 for any θ ∈ Tρ.

Now, observe that for all t > 0 by the mean value theorem and the continuity of fN ,

〈exp(tNhN )〉θ =
ZN (θ + t)

ZN (θ)
= exp(NfN (θ + t)−NfN (θ)) = exp(tN〈hN 〉ξ+θ),

for some ξ ∈ [0, t]. Because 〈hN 〉θ is increasing in θ (its derivative is a variance) we have

〈exp(tN(hN − v(θ)))〉θ = exp(tN(〈hN 〉ξ+θ − v(θ))) ≤ exp(tN(〈hN 〉t+θ − v(θ))) .

Therefore, by the fact that Rρ has a continuous derivative near 2θ we have

〈exp(tN(hN − v(θ)))〉θ ≤ exp(t2NK + tN |〈hN 〉t+θ − v(t+ θ)|),

ECP 27 (2022), paper 49.
Page 6/12

https://www.imstat.org/ecp

https://doi.org/10.1214/22-ECP489
https://imstat.org/journals-and-publications/electronic-communications-in-probability/


Marginals of a spherical spin glass model with correlated disorder

for all t > 0 sufficiently small. Let ε > 0 be sufficiently small and fix t = ε/4K. Then,
P(hN − v(θ) > ε) ≤ exp(Nε(−ε/4 + (bN − ε/2))/(4K)). Notice that because bN → 0,
for every ε > 0 there is some K ′ > 0 such that, for every N ≥ 1 sufficiently large,
exp(Nε(bN − ε/2)/(4K)) ≤ K ′. Thus,

P(hN − v(θ) > ε) ≤ K ′ exp(−ε2N/(16K)).

An almost identical argument yields P(v(θ) − hN > ε) ≤ K ′ exp(−ε2N/(16K)). From
which we conclude the first part of the lemma.

To get the second part, it is enough to use that for every ε > 0 we have〈
(hN − v(θ))2

〉
≤ ε2 + (γ̄2 + v(θ)2)K ′ exp(−ε2N/(16K)).

Which implies that lim supN→∞
〈
(hN − v(θ))2

〉
≤ ε2. The conclusion then follow because

ε is arbitrarily small.

4.2 Uniform bound for the moments

Here we prove uniform bounds for the moments of the coordinates of g. For this, we
will need the following equivalent condition for the high-temperature regime considered.

Lemma 4.3 (Equivalent high-temperature condition). θ ∈ Tρ ⇔ 2|θ|(γ̄ − v(θ)) < 1.

Proof. Assume θ > 0. Because of the monotonicity of Kρ, the condition 2θ < Smax holds
iff Kρ(2θ) < γ̄. This in turn is equivalent to Rρ(2θ) < γ̄ − 1/(2θ). By the definition of v(θ)

this is the same as 2θ(γ̄ − v(θ)) < 1. If θ < 0, the conclusion follows in a similar way.

Lemma 4.4 (Boundedness of moments). Let d ≥ 1 and assume that N ≥ d. If θ ∈ Tρ
then for every n ≥ 1 there exists K > 0 such that 〈g2n

d 〉 ≤ K uniformly in N .

Proof. We will prove this by induction. First notice that by Gaussian integration by parts
we have that for every n ≥ 1

〈g2n
d 〉 = (2n− 1)〈g2(n−1)

d 〉+ 2θN
〈

(γd − hN )
g2n
d

‖g‖2
〉
. (4.3)

Also, observe that for all n ≥ 1 we have that there is some Kn > 0 such that

〈g2n
d 〉 ≤ 〈‖g‖2n〉 ≤ KnN

n, (4.4)

where for the last inequality we used Lemma 4.1. Finally, because θ ∈ Tρ, by Lemma 4.3

there is some ε > 0 small enough so that 1− 2θ(γ̄−v+ε)
1−ε > 0. For the rest of the proof, we

will regard ε > 0 to be fixed in this way.
To start the induction, consider equation (4.3) for n = 1:

〈g2
d〉 = 1 + 2θN

〈
(γd − hN )

g2
d

‖g‖2
〉
. (4.5)

By Laurent-Massart’s bound [23, Lemma 1], P(‖g‖2 ≤ (1− ε)N) ≤ exp(−ε2N/4). Define
the event Aε := {‖g‖2 ≤ (1− ε)N} ∪ {|hN − v| ≥ ε}. Then, by Lemma 4.2, equation (4.4),
Cauchy-Schwarz, and Laurent-Massart’s bound, there are K ′,K ′′ > 0 such that〈

N(γd − hN )
g2
d

‖g‖2
(1Acε + 1Aε)

〉
≤ γ̄ − v + ε

1− ε
〈g2
d〉+K ′N exp(−K ′′ε2N). (4.6)

And equations (4.5) and (4.6) together with the value chosen for ε imply that 〈g2
d〉 is

uniformly bounded in N .
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To advance the induction, we assume that there exists K ′′′ > 0 such that 〈g2(n−1)
d 〉 ≤

K ′′′ uniformly in N . In the same way we got (4.6), there exists K(4),K(5) > 0 such that

〈
N(γd − hN )

g2n
d

‖g‖2
〉
≤ γ̄ − v + ε

1− ε
〈g2n
d 〉+K(4)Nn exp(−K(5)ε2N). (4.7)

Putting together equations (4.3) and (4.7) as well as the induction hypothesis it follows
that for some fixed K(6) > 0,(

1− 2θ(γ̄ − v + ε)

1− ε

)
〈g2n
d 〉 ≤ (2n− 1)K ′′′ +K(6).

This ends the induction and the proof.

4.3 Approximation of the Gibbs mean

Here we prove a simple general approximation result for Gibbs measures. In a
nutshell, it shows that perturbations of the Hamiltonian that involve functions with
“small means” do not affect the asymptotic values of means of bounded functions.

The notations in this section will be somewhat independent of the rest of the paper.
Here we let ϕN , εN , ε′N : RN → R be three random functions such that εN and ε′N are a.s.
non-negative and, for all t1, t2 ∈ [0, 1], the function exp(ϕN (x) + t1εN (x)− t2ε′N (x)) is a.s.
continuous and integrable with respect to the variable x ∈ RN . We denote by 〈·〉t1,t2 the
mean of the Gibbs measure with Hamiltonian ϕN (x) + t1εN (x)− t2ε′N (x) and by capital
X a sample from this Gibbs measure for a fixed realisation of the random functions.

Proposition 4.5 (Perturbation control). For every bounded function f : RN → R we
have that

|〈f(X)〉1,1 − 〈f(X)〉0,0| ≤ 2‖f‖∞ (〈εN (X)〉1,1 + 〈ε′N (X)〉0,0) ,

a.s. on the randomness of the functions ϕN , εN , ε′N .

Proof. For this, note that d
dt1
〈εN 〉t1,1 = 〈ε2N 〉t1,1 − 〈εN 〉2t1,1 ≥ 0. We then have that for all

t1 ∈ [0, 1], 〈εN 〉t1,1 ≤ 〈εN 〉1,1. Thus,

d

dt1
〈f〉t1,1 = 〈f (εN − 〈εN 〉t1,1)〉t1,1 ≤ ‖f‖∞ 〈|εN − 〈εN 〉t1,1|〉t1,1

≤ 2‖f‖∞〈εN 〉t1,1 ≤ 2‖f‖∞〈εN 〉1,1,

which proves that |〈f〉1,1 − 〈f〉0,1| ≤ 2‖f‖∞〈εN 〉1,1.

In a similar way, we have that d
dt2
〈εN 〉0,t2 = −〈(ε′N )2〉0,t2 + 〈ε′N 〉20,t2 ≤ 0. We then get

that for all t2 ∈ [0, 1], 〈ε′N 〉0,t2 ≤ 〈ε′N 〉0,0. Thus,

d

dt2
〈f〉0,t2 = 〈f (〈ε′N 〉0,t2 − ε′N )〉0,t2 ≤ ‖f‖∞ 〈|ε

′
N − 〈ε′N 〉0,t2 |〉0,t2 ≤ 2‖f‖∞〈ε′N 〉0,0,

which proves that |〈f〉0,1 − 〈f〉0,0| ≤ 2‖f‖∞〈ε′N 〉0,0. This concludes the proof.

If the small perturbation is a generic function g, εN and ε′N can be taken to be equal
to its positive g+(X) := g(X)1g(x)≥0 and negative g−(X) := |g(X)|1g(X)<0 parts. Then,

|〈f〉1,1 − 〈f〉0,0| ≤ 2‖f‖∞
(
〈g+〉1,1 + 〈g−〉0,0

)
≤ 2‖f‖∞

(
〈|g|〉1,1 + 〈|g|〉0,0

)
. (4.8)
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5 Proofs of the main results

5.1 Proof of Theorem 3.1 using the cavity method

The proof of this theorem will be based on a cavity argument and the approxi-
mation result given by Proposition 4.5. As in Section 3, let d ≥ 1 and (for N ≥ d)
ḡ = (g1, . . . , gd−1, gd+1, . . . , gN ) ∈ RN−1. Observe that for all g ∈ RN ,

1

‖g‖2
=

1

‖ḡ‖2
− g2

d

‖g‖2‖ḡ‖2
. (5.1)

From this we have that

HN (g) = NVN +
N

‖g‖2
(γd − VN )g2

d with VN :=
∑

i≤N, i6=d

γi
g2
i

‖ḡ‖2
.

Recall definition (3.1) and let

εN (g) :=

(
N

‖g‖2
− 1

)
(γd − VN )g2

d + (v − VN )g2
d, (5.2)

with, as in Section 2, v := Rρ(2θ). We then have that HN (g) = Hd(g) + εN (g). Notice that
if we remove the term εN from the Hamiltonian, the resulting Gibbs measure has the
d-th coordinate decoupled from the rest. As in Section 3, we will denote by 〈·〉d the Gibbs
mean of the measure defined by the Hamiltonian Hd(g). The idea will then be to use
Proposition 4.5 to connect the mean values of the original measure with the ones of the
decoupled measure. For this we will need concentration bounds for N/‖g‖2 and VN on
both the original and decoupled measures.

Lemma 5.1 (Norm concentration). There exists some constant K > 0 such that〈( N

‖g‖2
− 1
)2〉

d
≤ K

N
.

Proof. We will first use that by (5.1) and the triangular inequality,√〈( N

‖g‖2
− 1
)2〉

d
≤

√〈( N

‖ḡ‖2
− 1
)2〉

d
+

√〈 N2g4
d

‖g‖4‖ḡ‖4
〉
d
. (5.3)

The first term is O(1/
√
N) by Lemma 4.1 and the fact that 〈f(‖ḡ‖)〉d = 〈f(‖ḡ‖)〉. For the

second term of (5.3), we have〈 N2g4
d

‖g‖4‖ḡ‖4
〉
d
≤
〈N2g4

d

‖ḡ‖8
〉
d

=
1

N2

〈 N4

‖ḡ‖8
〉
d
〈g4
d〉d.

And 〈N4/‖ḡ‖8〉d = 1 + oN (1) as it is the fourth moment of a scaled-inverse-χ2 random
variable. Under the measure 〈·〉d, gd is distributed as a centred Gaussian random
variable of variance σ2

γd
= 1/(1 + 2θ(v − γd)). Because θ ∈ Tρ, by Lemma 4.3 we have

that 1 + 2θv > 2θγ̄ and thus σ2
γd

is uniformly bounded with respect to N and γd. This
means that 〈g4

d〉d is uniformly bounded and thus the last term in (5.3) is O(1/N) too.

Lemma 5.2 (Concentration for decoupled model). θ ∈ Tρ ⇒ limN→∞〈(VN − v(θ))2〉d = 0.

Proof. For u ∈ [0, 1] define 〈·〉u as the Gibbs measure associated to the Hamiltonian
(N − (1 − u))θVN with respect to the standard normal measure in RN−1. At u = 0 this
measure coincides with the original measure 〈·〉 for a system of size N − 1 while at u = 1

it corresponds to the marginal of 〈·〉d for the N − 1 coordinates different from d. Observe
that d〈(VN − 〈VN 〉u)2〉u/du ≤ 3γ̄θ〈(VN − 〈VN 〉u)2〉u. Then by Gronwall’s inequality we
have that 〈(VN−〈VN 〉d)2〉d ≤ exp(3γ̄θ)〈(VN−〈VN 〉)2〉, and the right-hand side goes to 0 by
Lemma 4.2. Finally, limN→∞〈VN 〉d = v(θ) because the limit of the free energy is the same
for every value of u ∈ [0, 1] and when u = 0, as we saw before, limN→∞〈VN 〉 = v(θ).
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The intensive energy hN := N−1HN and VN are upper bounded by γ̄. It is then easy
to see that 〈|hN − VN |〉 ≤ K ′/N for some K ′ > 0. Then, by Lemmas 4.1, 4.4, and 5.1 we
have that when θ ∈ Tρ and is finite there exists some finite K > 0 such that

〈|εN |〉 ≤ K
( 1√

N
+
√
aN

)
and 〈|εN |〉d ≤ K

( 1√
N

+
√
aN

)
. (5.4)

Then, by Proposition 4.5, in particular (4.8), the Theorem 3.1 is proved.

5.2 Proof of Theorem 3.5 by convex extension and Brascamp-Lieb’s inequality

The proof of this theorem is based on constructing a concave approximation of HN

that coincides with it in a set of high probability. Then, we use Brascamp-Lieb’s inequality
for log-concave measures for the Gibbs measure associated to this approximation.

Lemma 5.3. Suppose 2(9 +
√

17)γ̄|θ| < 1. Then, there exists some Hamiltonian H ′N :

RN → R with Hessian upper bounded in the Loewner order by bI (with I ∈ RN×N , the
identity), 0 < b < 1/2, such that, if we denote by 〈·〉′ the Gibbs measure associated to
H ′N w.r.t. the standard normal measure, there are constants α,K > 0 such that for every
bounded function f : RN → R

|〈f〉 − 〈f〉′| ≤ ‖f‖∞K exp(−αN),

with K and α not depending on the function f . Furthermore, there exists some r > 0 such
that if ‖g‖2 ≥ (1− r)N then HN (g) = H ′N (g) and for all δ > 0 supg∈RN H

′
N (g) ≤ (γ̄ + δ)N .

Proof. First, notice that the Hessian H ∈ RN×N of HN (g) (which exists for every g 6= 0)

is given by Hij = −4(γi + γj − 2hN )
Ngigj
‖g‖4 −

(
2(hN − γi) N

‖g‖2

)
δij for i, j ∈ [N ]. By naive

bounds, we get that for every v ∈ SN−1 the Hessian is upper bounded according to
vᵀHv ≤ 16γ̄N

‖g‖2 . It is easy to check that because 2(9 +
√

17)γ̄|θ| < 1, there is some r > 0

such that 2
√
|θ|γ̄ < r < 1− 16|θ|γ̄. Choose some r > 0 in this way and let δ > 0 be a small

constant to be fixed later on. Define the events

Ar := {g ∈ RN : (1− r) ≤ ‖g‖
2

N
≤ 1} and Br,δ := {g ∈ RN : (1− r − δ) < ‖g‖

2

N
< (1 + δ)}.

Notice that if ‖g‖2 ≥ (1− r− δ)N , by the bound for the Hessian, the norm of the Hessian
is upper bounded by a := 16|θ|γ̄/(1 − r − δ). Then, by the choice of r, the function
θHN − a‖g‖2/2 is C2 and has negative definite Hessian in Ar and Br,δ for all δ > 0 small
enough. Let k : Br,δ → R be the restriction of θHN − a‖g‖2/2 to Br,δ. Because Ar is
a compact set with open neighbourhood Br,δ, from [37, Theorem 3.2] and the details
of its proof we can assess that there is a concave extension k̂ of k to the whole ball
B(0,

√
N) that is C2, has negative definite Hessian, and that verifies supg∈B(0,

√
N) k̂(g) ≤

supg∈Br,δ k(g) ≤ −7γ̄|θ|N . This means that if we let Cr := {g ∈ RN : ‖g‖2 ≤ (1 − r)N}
we can define a new Hamiltonian H ′N (g) := θ−1(k̂(g) + a‖g‖2/2)1Cr + HN (g)1Ccr that
coincides with HN on Ccr , has a Hessian upper bounded in the Loewner order by aI on
RN , and supg∈Cr H

′
N (g) is smaller or equal than γ̄(1 + 8δ

1−r−δ )N . Fix δ > 0 small enough

so that |θ|γ̄
(

1 + 8δ
1−r−δ

)
< r2

4 .

Let us call 〈·〉′ the Gibbs measure defined by the Hamiltonian H ′N with respect to the
standard normal measure on RN and Z ′N its partition function. We will now prove that
for every bounded function f(g) we have that |〈f〉 − 〈f〉′| goes to 0 as N → +∞. To show
this, first note that for every A,B,A′, B′ ∈ R such that there exists some C1, C2 > 0 with
|A′/B′| ≤ C1 and 1/B ≤ C2, it holds that∣∣∣∣AB − A′

B′

∣∣∣∣ ≤ C2|A−A′|+ C1C2|B −B′|.
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Because HN (g) ≥ 0 for all g ∈ RN , we have that ZN ≥ 1 and because f(g) is bounded
we have 〈f〉′ ≤ ‖f‖∞. Then, to prove that |〈f〉 − 〈f〉′| vanishes it is enough to see that∫
dG(g)

∣∣ exp θHN (g)− exp θH ′N (g)
∣∣ goes to 0 as N →∞. And because both Hamiltonians

only differ on Cr and are bounded on it, we have that∫
dG
∣∣eθHN − eθH′N ∣∣ ≤ (eθγ̄N + e|θ|γ̄+

8δ|θ|γ̄
1−r−δ )

∫
Cr

dG ≤ (eθγ̄N + e|θ|γ̄+
8δ|θ|γ̄
1−r−δ )e−

r2

4 N ,

where we used Laurent-Massart’s bound [23, Lemma 1] for the inequality. By the choice
of r and δ, there is some α > 0 such that the right-hand side is equal to exp(−αN).

Because the norm of the Hessian of the Hamiltonian H ′N is strictly smaller than 1/2

then the resulting Gibbs measure is log-concave. The conclusion of Theorem 3.5 then
follows directly from Lemma 5.3 and Brascamp-Lieb’s inequality [8, Theorem 4.1].
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